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Abstract: Accidental gas release is a major triggering event for the offshore oil and gas industry. This
paper focuses on the experimental and numerical investigation for dispersion behavior of released
gas on offshore platforms. For this purpose, an experimental system is designed and developed
to investigate gas release and dispersion. A series of experiments are carried out, among which
the scenarios with constant leakage rates and time-varying leakage rates are both emphasized. The
gas concentrations at different sampling points are obtained to study the dispersion behavior and
accumulation characteristics of the released gas. Furthermore, a numerical computational fluid
dynamics model is established to replicate the experimental scenarios. Good agreement between
experimental data and CFD simulation results is observed by calculating a series of statistical
performance measures. The developed numerical model is subsequently utilized to investigate
a gas release scenario on a practical offshore platform, in which a fully transient leakage rate is
adopted considering the response of process protection measures. The developed numerical model
could provide support for risk assessment and optimization of contingency plans against gas release
accidents in offshore facilities.

Keywords: gas release and dispersion experiment; constant leakage rate; time-varying leakage rate;
dispersion behavior; numerical model; experimental validation

1. Introduction

Accidental gas release poses an important threat to the offshore oil and gas industry.
In some disastrous accidents, gas release plays an important role, such as the Piper Alpha
disaster, the “12.23” sour gas well blowout, the BP Texas City disaster, and the BP Deepwater
Horizon explosion, etc. On a typical offshore platform, extensive facilities are arranged in a
congested layout. Furthermore, offshore platforms are usually characterized by limited
space and insufficient emergency resources. All of these factors make the workers on the
offshore platform even more vulnerable to gas release and its cascading effects.

Many studies have concerned accident modeling and risk assessment for gas release
accidents in the process industries [1-4]. Ref. [5] simulated the dispersion behavior and
the subsequent explosion consequence of the BP Deepwater Horizon accident. In a study
conducted by [6], a risk-based approach is proposed to assess the overall risk of various
combustion products in offshore installations. Ref. [7] investigated the fully transient build-
up and decay of a flammable gas cloud using time-varying leakage rates in CFD dispersion
simulations. Ref. [8] predicted the consequences of accidental releases of hydrogen from
forklifts within a full-scale warehouse geometry. Ref. [9] concerns the accidental release
and dispersion of liquefied natural gas in a processing facility and analyzed the effect
of equipment congestion on dispersion characteristics. All these efforts are beneficial
for the assessment and mitigation of unforeseen circumstances. However, an accurate
description of the gas profile is the foundation of the above studies. It is therefore essential
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to track the migration trajectory and to grasp the spatial accumulation characteristics of the
released gas.

Many efforts have been made to acquire knowledge of the dispersion behavior and
accumulation characteristics of the released gas. To this end, numerous experimental and
numerical studies have been carried out. For example, a series of large-scale field experi-
ments have been conducted from the 1970s to the 1990s, such as the Burro experiment, the
Maplin Sands experiment, the Thorney Island experiment [10], the Kit Fox experiment [11],
and the JIP experiment, etc. In these experiments, the dispersion of heavy gas under a
constant leakage rate is of interest. However, large-scale field experiments are known
to have high risk, high cost, and poor repeatability. And the experiment regarding the
dispersion behavior under a time-varying leakage rate remains almost untouched.

The integral model is also a common method to explore the dispersion behavior of the
released gas. A lot of integral models have been developed, such as the Gaussian plume
model, the SLAB model, the HEGADAS model, and the DEGADIS model. Some simplified
assumptions are conducted in these models, which entails these models are of low accuracy,
especially for offshore platforms with intensive facilities. In addition, the integral model
is good at predicting gas profiles under a constant leakage rate. This modeling concept is
not good at capturing the transient characteristics of the released gas under time-varying
leakage rates.

The Computational Fluid Dynamics (CFD) method is increasingly being used to pre-
dict the gas profile for various gas release scenarios. An available CFD model is of great
importance as it can not only provide credible prediction results but also overcome the
disadvantages of the experimental method. However, validation of the computational
model against experimental data is crucial. A number of CFD calculations for hydrogen
dispersion and subsequent gas explosion have been performed as predictions of repre-
sentative experiments carried out by the Forschungszentrum Karlsruhe (FZK), and the
predictions are in good agreement with observations [12,13]. Ref. [14] demonstrated the ac-
curacy of predictions based on CFD modeling against experimental results for gas releases
in an offshore module. Ref. [15] validated the CFD model against hydrogen dispersion
experiments. All these efforts are constructive in establishing an available CFD model.
However, a constant leakage rate is adopted in these experiments, which is an obvious gap.

The leakage rate is closely related to the pressure inside the equipment during the gas
release. In general, the entire release process is divided into two stages by the action of
isolation. The pressure inside the equipment remains unchanged before isolation, and thus
the leakage rate is constant in this stage. After the action taken to isolation, the leakage rate
shows a decreasing trend as the equipment depressurizes. Especially when the gas release
occurs in process equipment, the emergency shutdown can provide the isolation function
by dividing the process equipment into small sections, thereby reducing the pressure inside
the equipment. Therefore, both constant leakage rates and time-varying leakage rates can
occur during the gas release process. The leakage rate is very important since it has a
direct bearing on the dimension of the gas cloud, and then affects the severity of potential
escalation accidents of fire and explosion. Ref. [16] proposed release source and mechanism
models for different release scenarios. Ref. [17] conducted the classification of release
sources and presented the quantitative model for each release mode. The leakage behavior
is of interest in these studies. However, the subsequent dispersion behaviors are not fully
investigated. Refs. [6,18,19] emphasized that time-varying leakage rates help to obtain the
fully transient flammable gas cloud profiles.

The objective of this paper is to analyze the gas dispersion behavior on the offshore
platform under different scenarios using experimental and numerical approaches. Both the
constant leakage rate and the time-varying leakage rate are emphasized. For this purpose,
an experimental system concerning gas release and dispersion on a small-scale offshore
platform is constructed, and the experiments of gas release and dispersion with different
leakage rates are carried out. The dispersion behavior and accumulation characteristics of
the released gas are carefully analyzed. In addition, a CFD-based model is constructed and
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the validation of the constructed model is performed based on the experimental results.
The validated model is employed to investigate an accident scenario that considers the
interference of the emergency shutdown (ESD) system and the blowdown system. Some
important parameters, such as the gas dimension and spatial distribution, are obtained.
Both the experimental and numerical studies can provide insight into the gas release and
guidance for emergency response on offshore platforms. The main innovations of this
research are the consideration of gas release scenarios with both constant leakage rate and
fully transient leakage rate, and the demonstration of the effectiveness of the constructed
numerical model in predicting the dispersion behavior of the released gas.

The structure of the rest of this paper is organized as follows: Section 2 gives a
description of the gas leakage and dispersion experiment; Section 3 focuses on the validation
of the 3D CFD model; Section 4 devotes to the model application by investigating a typical
gas release scenario; Section 5 summarizes the work and gives the conclusions of this paper.

2. Offshore Platform Gas Release and Dispersion Experiments
2.1. Experimental Details

As shown in Figure 1, an experimental system concerning the gas release and disper-
sion on an offshore platform is designed. On the whole, the experimental system includes
a gas leakage module, a data acquisition module, and the experimental offshore platform.
The gas leakage module serves to obtain the required release rate. The data acquisition
module helps to monitor the variation in the gas concentration. The experimental offshore
platform (Figure 2) is constructed based on a real offshore platform. The basic dimensions
of the experimental offshore platform are summarized in Table 1.

b Gas supply

I cylinder
EX 881
Offshore platfoem | L

Leakage rate

Gas concentration
regulator

detector

o
’ Thermal infrared
imager

A

Port/LAN switching

equipment a—
Computer .

Figure 1. Diagram of the offshore platform gas release and dispersion experimental system.

2.1.1. Gas Leakage Module

The gas leakage module consists of a gas cylinder, pressure reducing valve, leakage
rate regulator, pressure gauge, temperature gauge, nozzle, and rubber tubing. The released
gas is stored in the gas cylinder (Figure 3a). The capacity of the gas cylinder is 8 L. A
pressure reducing valve (Figure 3a) is installed at the outlet of the gas cylinder to keep
the pressure of the gas flow behind the valve approximately constant. The required
experimental pressure could be obtained by adjusting the valve opening. The leakage rate
regulator (Figure 3b) is adopted to control and monitor the gas leakage rate. The leakage
rate regulator provides manual adjustment function and programmable control function.
Both constant leakage rate and time-varying leakage rate are realizable. The pressure gauge
and temperature gauges (Figure 3b) are used to monitor the pressure and temperature of
the gas flow. The nozzle with an inner diameter of 6 mm is placed on the middle deck
of the experimental offshore platform. All of the above devices are connected by rubber
tubing. The rubber tubing is 8 m long to reduce the disturbance of the experimenter to the
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turbulence intensity in the experimental offshore platform. The as-built gas leakage module
has the following attributes: (1) the gas leakage module is well sealed and connected to the
outside only through the nozzle; (2) the gas leakage rate is adjustable and measurable; (3)
the gas release position and direction are adjustable.

Figure 2. The experimental offshore platform.

Table 1. Basic dimensions of the experimental offshore platform.

Length (cm) Width (cm) Height (cm)
The whole experimental
offshore platform 2% 210 308
The main deck 255 210 /
The middle deck 255 210 046
The lower deck 255 210 046

@) (b)

Figure 3. Some devices of the gas leakage module. (a) The gas cylinder with pressure reducing valve.

(b) The leakage rate regulator, pressure gauge, and temperature gauge.

2.1.2. Data Acquisition Module

The data acquisition module mainly includes the gas detector, RS485 communication
interface, and PC software. The gas detector is used to analyze the gas concentration.
The gas detector adopts the infrared absorption principle. The sampling methods of gas
detectors mainly include pump suction sampling and natural dispersion sampling. Pump
suction sampling affects the dispersion behavior of the released gas and greatly disturbs the
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monitoring accuracy, especially for trace gas leakage scenarios. As for natural dispersion
sampling, the gas migrates freely into the chamber of gas detectors, which has little effect
on the dispersion behavior. Therefore, natural dispersion sampling is exclusively adopted
in this data acquisition module. Similarly, the fixed gas detector rather than the portable
gas detector is chosen to prevent turbulence intensity from being disturbed. For ease of
installation and debugging, the gas detector is customized by separating the sampling
chamber from the main body of the gas detector, as shown in Figure 4.

Figure 4. A fixed infrared gas detector with natural spread sampling mode.

The gas detector can display but cannot store gas concentration data. Therefore, the
monitoring data of the gas detector is transmitted to the PC software through the RS-485
communication interface, by which the storage function for the gas detector is bridged.
Continuous monitoring and data recording are realized through the data acquisition
module. The gas concentration at any moment can be extracted as required.

2.1.3. Other Experimental Details

To meet engineering practice and to avoid interference from inherent gas components
(nitrogen, carbon dioxide, etc.) in the air, high purity propane was selected as the released
gas in the experiment. The main physical and chemical properties of propane gas are
summarized in Table 2. The ambient temperature during the experiment was about 26 °C.
Windless is adopted in the experiment.

Table 2. Physical and chemical properties of propane gas.

Item Value or Value Range Item Value or Value Range
Molecular weight 4410 Critical pressure (MPa) 4.25
Relative density 1.56 Minimus ignition energy (mJ) 0.26
Viscosity (kg/m-s) 1.01 x 10~ Flashpoint (°C) —104
Saturated vapor pressure (kPa) 53.32 (—55.6 °C) Autoignition temperature (°C) 450
Critical Temperature (°C) 96.8 Explosion limit (%) 2.1~9.5

A total of five gas detectors are arranged in this experimental system. All these gas
detectors are also placed on the middle deck of the experimental offshore platform. The
gas distribution at a distance from its source is of great significance. Prior to the formal
experiments, a series of preliminary experiments were conducted to determine the layout
of the gas detectors. A relatively reasonable detector layout was obtained to obtain the
gas distribution in the near and far fields. The layout of the gas detectors is illustrated in
Figure 5. The nozzle is arranged at the coordinate (50, 100). The gas release direction is
horizontal-right. Monitors #1, #2, and #3 are arranged along the gas release direction. The
distance between monitor #1 and monitor #2 is 0.14 m, and the distance between monitor
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#2 and monitor #3 is 0.32 m. Monitor #4 and monitor #5 are offset from the gas release axis.
The distance between monitor #4 and monitor #5 is 0.2 m.

(0,210)

nozzle (50, 100)
monitor#1 (64, 100)
41 #9 monitor#2 (78, 100)
nozzle e»e o o3 monitor#3 (110, 100)
#4 #5 monitor#4 (85, 93)
monitor#5 (105, 93)

)@

(0,0 (255,0)

Figure 5. The layout of the gas detectors.

During each experiment, the data acquisition module is activated when the gas release
is initiated. And the initiation time of gas release is regarded as the starting time of
each experiment. Both the sampling and gas concentration analysis are continuous. The
gas concentration data is recorded once per second. To reduce the experimental error,
the experiment is repeated three times for each scenario, and the final value of the gas
concentration is obtained by averaging the results of all the trials.

2.2. Experimental Results and Discussions
2.2.1. Constant Leakage Rates

A total of three constant leakage rates, including 4.4 L/min, 6.2 L /min, and 8.1 L/min,
are considered to discuss the dispersion behavior of the released gas. Figure 6 presents
the transient gas concentration at monitor # 1 under different leakage rates. As can be
seen, the released gas is detected about 7 s after the gas leakage in different scenarios. The
gas concentration increases continuously and then reaches a preliminary stable state. The
gas concentration then increases slightly and finally stabilizes due to the sedimentation of
propane gas. The steady-state gas concentrations in different scenarios, from big to small,
are 8.4%, 6.8%, and 6.3%, respectively. Obviously, the maximum concentration increases
as the leakage rate increases. This phenomenon is attributed to the fact that the dilution
performance is limited by the leakage rate, and the dilution performance becomes worse
with the increase in the leakage rate.

Figure 7 illustrates the gas concentration at different distances along the leakage
direction when the leakage rate is 8.1 L/min. As can be seen, the gas concentration at
different distances shows a trend of first increasing and then stabilizing. The time for the
gas concentration at monitor # 1 and monitor # 2 to reach the stable state is 74 s and 88 s,
and the gas concentration in the stable state is about 8.4% and 5.0%, respectively. It can be
seen that the gas concentration decreases as the dispersion distance increases, and the time
for the gas concentration to reach a stable state increases with the increase in dispersion
distance. And monitor #1 detected the released gas earlier than monitor #2. The distance
between monitor #1 and monitor #2 is 0.22 m. If the gas leakage rate is 8.1 L/min, i.e.,
4.82 m/s, monitor #1 and monitor #2 should detect leakage gas almost simultaneously.
However, there is an obvious difference in the time of gas detection for monitor #1 and
monitor #2. The phenomena are attributed to pressure loss in the rubber pipeline at the
initial stage of gas leakage, resulting in the actual gas leakage rate being smaller than the
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preset leakage rate at this stage. In addition, the gas is mixed with air in the rubber tubing
at the initial stage so that the pure gas is diluted before it enters the atmosphere.

0.09 -

0.06

—4.4L/min

Concentration (m3/m?3)

0.03 - — 6.2L/min
—8.1L/min
0.00 . : .
] 40 80 120

Time (s)

Figure 6. The variation in gas concentration of monitor #1 against different constant leakage rates.
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Figure 7. The variation in gas concentration of different monitors when the leakage rate is 8.1 L/min.

2.2.2. Time-Varying Leakage Rate

This section deals with the gas release scenario with a time-varying leakage rate. As
can be seen from experiments with constant leakage rates, both the leakage rate and the
gas concentration are lower than the set value in the initial stage. Therefore, a constant
leakage rate of 120 s is thereby set in the initial stage. The leakage rate is then set to be
time-varying by adjusting the leakage rate regulator. Figure 8 presents the fully transient
leakage rate adopted in this section. Overall, the leakage process lasts for 360 s. During
0-120 s, the leakage rate remains constant at 6.2 L/min, and this process is defined as
leakage stage I. During 120-270 s, the leakage rate is time-varying, and this process is
defined as leakage stage II. The occurrence time of the extremum of the leakage rate is
159 s and 237 s, respectively. The 270-360 s is leakage stage III, and the leakage rate remains
constant at 6.2 L/min in this stage.
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Figure 8. Leakage rate profile for the experiment with a time-varying leakage rate.

Figure 9 illustrates the variation in gas concentration at monitor #2 against the transient
leakage rate. In leakage state I, the gas concentration at monitor #2 first increases and then
stabilizes, showing the same trend as the gas concentration variation against constant
leakage rates. In this leakage state, the maximum gas concentration at monitor #2 is 3.4%.
In leakage state II, the gas concentration at monitor #2 is also time-varying, and a trend
similar to the leakage rate is observed. The extremums of gas concentration during leakage
state II are 5.3% and 1.1%, and the corresponding occurrence times are 172 s and 252 s,
respectively. In the leakage state III, the gas concentration at monitor #2 reached a stable
state after a short rise. Furthermore, it is interesting to find that the gas concentration in
leakage state III is higher than that in leakage state I, although the leakage rate in these two
states is consistent. The reason for this phenomenon may be that the released gas settles
during dispersion and migration. There are also differences in the occurrence time of gas
concentration extremums and leakage rate extremums, which is due to the time consumed
on gas sampling and concentration measurement.

0.06

Leakage state-I Leakage state-II  Leakage rate-III

0.04

0.02 4

Concentration (m*/m?)

0.00

0 240 360
Time (s)

Figure 9. The variation in gas concentration of monitor #2 against the time-varying leakage rate.

3. Model Verification
3.1. The Modeling Concept

The gas dispersion satisfies the basic governing equations, including mass conser-
vation, momentum conservation, energy conservation, etc. All these basic governing
equations can be represented as [20]:

2 5 o ( o)
E(Pq’) + aTCj(P“zGD) - 87] <PF‘Pax]-> =Sy (1)

where ¢ represents the general variable, including mass, momentum, energy, and so on; p
represents the gas mixture density; t represents time; u; represents the velocity component in
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i-direction; I'y represents the dispersion coefficient of the general variable ¢; S, represents
the source term.

Although models based on large eddy simulations (LES) have gained increasing
popularity in recent years, turbulence models based on the Reynolds-averaged Navier-
Stokes (RANS) equations are dominant in industrial applications. The RANS equations are
closed by invoking the standard k-¢ model for turbulence. The standard k-¢ model is an
eddy viscosity model that tackles the transport equations for turbulent kinetic energy and
dissipation of turbulent kinetic energy:

J 9 (gouk) = 2 [ ptesf ok _

57 (Bopk) + aTC],(ﬁJP”]k) = o <51 o axj) + Bo P — Pope )
9 9 (o) = 2 [ plesf 08 _ e
at Pore) + g (Bieuje) = 51 (ﬁf 0. axj> T PoPe = Cocup )

where B, represents volume porosity; k represents the turbulent kinetic energy; f; represents
area porosity in the j-direction; e represents the turbulent kinetic energy dissipation rate;
Py and P; represent the production of turbulent kinetic energy and the production of
dissipation, respectively; o and o, represent the Prandtl-Schmidt number of k and ¢; Cy, is
a constant.

The means of time-average is conducted to describe the instantaneous turbulence in
models based on RANS equations. Inevitably, a new variable (i.e., Reynolds stress tensor)
is generated, which can be represented as:

ou; E)u/ 2 duy
Tij = Heff (E)x; + 8x1> - §f5ij (Pk+ .“effaxk> 4

where 0;; represents the stress tensor; J;; represents the Kronecker delta function, 6;; = 1 if
i=j,0;=0if i #].

According to the Boussinesq eddy viscosity assumption, the Reynolds stress tensor is
proportional to the strain rate of average velocity. Therefore, an eddy viscosity models the
Reynolds stress tensor as follows:

__ ou o\ 2
U] = ey (E)x; + ax:> — 3Pkdjj ()

The p.s in the above equations represents the effective viscosity, which is defined as follows:

k2
peff = 1+ pCu 7 (6)

where p represents dynamic viscosity; the second term is known as the eddy viscosity, and
Cy is a constant.

3.2. Geometric Model and Mesh Generation of an Offshore Platform

The experimental scenarios are expected to be replicated by the numerical model. The
dispersion of the released gas is affected by the obstacles and thereby it is of great impor-
tance to reproduce the geometric features as accurately as possible. A good description of
the geometric model is one of the key elements in the numerical calculation. Therefore, a
1:1 geometric model is established based on the target offshore platform. Every geometric
detail is taken into account to ensure consistency between the experiment and the numerical
calculation. The final as-built 3D geometric model of the offshore platform is illustrated in
Figure 10.
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Figure 10. 3D geometric model of the experimental offshore platform.

The FLACS user manual mainly focuses on numerical calculations involving large-
scale geometric models. Accordingly, a meshing method of dividing blocks is recom-
mended, i.e., the computational domain is divided into the core area and the expanding
area. The recommended meshing method is not applied in this study considering that the
dimension of the geometric model is relatively small. Instead, a uniform grid model is
adopted. To balance computational effort and accuracy, grid sensitivity analysis is required.
FLAM, a generic parameter describing the Equivalent Stoichiometric Cloud (ESC), is uti-
lized to derive the appropriate grid size. Figure 11 illustrates the variation in FLAM with
time under different grid sizes. The computation time and the Max. FLAM under different
grid sizes are summarized in Table 3. As can be seen, the FLAM presents a similar trend
under different grid sizes. The Max. FLAM decreases as the grid size decreases, and the
computation time increases as the grid size decreases. And the Max. FLAM converges with
decreasing grid size. The Max. FLAM based on a 0.15 m grid size is very different from
those based on other grid sizes. As the grid size increases from 0.1 m to 0.12 m, the Max.
FLAM increases by 4.64% while the computation time decreases by 16.76%. When the grid
size is reduced from 0.1 m to 0.075 m, there is a small difference of 1.28% for Max. FLAM,
while a significant increase of 90.78% is observed for the computational time. Finally, the
grid size of 0.1 m is adopted for the subsequent numerical calculation. In addition, local
grid refinement around the leak is performed to ensure the stability and accuracy of the
numerical computation.

FLAM (m®)

0.0 . . ]
0 20 40 60

Time (s)

Figure 11. The variations in FLAM with different grid sizes.
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Table 3. Time consumed and max. FLAM under different grid sizes.

Grid Size (m) 0.15 0.12 0.10 0.075
Computation time (s) 6259.29 8217.88 9872.21 18,834.57
Max. FLAM (m3) 0.289 0.248 0.237 0.234

3.3. Basis of Validation of Numerical Calculation Results

The purpose of model verification is to demonstrate that the model is capable of
accurately predicting the dispersion behavior of the released gas. A comparison between
the numerical calculation results and the experimental results should be conducted to
carry out model verification. Therefore, reliable evaluation criteria are essential to identify
whether the proposed model can reproduce “reality” to an acceptable degree. In this context,
the model evaluation protocol (MEP) provides a constructive reference to determine the
evaluation criteria of the quantitative model. A set of statistical performance measures
(SPMs) is employed to quantitatively evaluate the effectiveness of the numerical model. The
purpose of the SPMs is to provide a measure of the bias and of the spread in the numerical
prediction. The SPMs adopted in this study include error, mean relative deviation (MRB),
mean relative square error (MRSE), factor-of-2 fraction (FAC2), geometric mean bias (MG),
and geometric variance (VG). The acceptance criteria for SPMs are summarized in Table 4.
The SPMs can be calculated by:

MRB = (Cy — Cp/0.5(Cp 4 Cii)) ?)
MRSE = ((Cp — Cu)*/0.25(Cy + Cur)*) ®)
FAC2 =C,/Cp ©)

MG = exp(In(C/Cp)) (10)

VG = exp([In(Cu/Cy)]*) (11)

where C;, represents the experimental data of concentration and C,, represents the model
prediction data of concentration.

Table 4. Acceptance criteria for different SPM.

SPM

MRB MRSE FAC2 MG VG

Acceptance criteria

—0.4 <MRB < 0.4 MRSE < 2.3 0.5 <FAC2 0.67 <MG < 1.5 VG <33

A lot of physical parameters are available candidates to evaluate a model’s perfor-
mance. Among them, the representative physical parameters are the gas concentration
and the downwind distance to the lower flammable limit (LFL). Ref. [15] argued that gas
concentration is the most widely used physical parameter. This viewpoint makes sense
because it is difficult to measure the distance to the LFL directly. In practice, the distance
to LFL is usually derived by interpolation, which reduces the reliability of this parameter.
Therefore, the gas concentration is exclusively adopted to evaluate the performance of the
constructed model in this paper.

3.4. Model Validation against Scenarios with Constant Leakage Rates

In the experiment, the sampling area of the gas detector has a diameter of approxi-
mately 6 mm. The monitor is associated with an exact coordinate in the numerical simula-
tion. Therefore, a matrix of monitors is set up within the sampling area of the gas detector
in the numerical simulation. And the average value of each monitor matrix is utilized to
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demonstrate the correlation between the experimental results and the numerical simulation
results. The monitors with the same coordinates are utilized to demonstrate the correlation
between the experimental results and the numerical simulation results. Figure 12 presents
the variation in the gas concentration during the experiment and the numerical simulation.
As can be seen, a similar trend of first increasing and then stabilizing is also observed in
the numerical simulation. The differences are that the released gas is detected in a very
short time, and the time required to reach stability is dramatically reduced in the numerical
simulation. The differences between them are mainly embodied as follows:

—— M#1 (Sim.) —— M #1 (Exp.)
—— M #2 (Sim.) —— M #2 (Exp.)

Concentration (m*m?3)
=
K

0.001 <~ : ‘
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(c) 8.1 L/min

Figure 12. Comparison between the experimental results and the simulation results against constant
leakage rates.

(1) There are differences in the initial period between the experiment and the simu-
lation. Both numerical simulation and experiment take the initiation time of gas release
as the starting time. In the numerical simulation, the gas is released immediately at the
starting time. In the experiment, however, the gas has to pass through the rubber tubing
before it reaches the nozzle. (2) As mentioned above, there is pressure loss and dilution
as the gas passes through the rubber tubing. There is a time lag before the gas reaches the
designed leakage rate and concentration in the experiment. In the numerical simulation,
the pure gas is continuously discharged at the designed leakage rate. (3) Gas sampling
takes longer in the experiment. Natural dispersion sampling is adopted in the experiment
instead of pump suction sampling. Although natural dispersion sampling helps to obtain
more accurate experimental results, it is an inefficient sampling method. In the numerical
simulation, gas sampling is defaulted to take no time. (4) The gas detector takes some time
to measure the gas concentration in the experiment. The gas detector cannot detect and
display the gas concentration in real time. The delay is inevitable no matter what type of
gas detector is adopted. On the other side, although the numerical simulation also takes
time to analyze the gas, the gas concentration is displayed in real time.

Through the above analysis, it is reconfirmed that there are deviations in the leakage
rate and gas purity in the initial period between the experiment and the numerical simula-
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tion. Therefore, the gas profiles under a relatively stable state are extracted to discuss the
effectiveness of FLACS against experimental scenarios with constant leakage rates.

The SPMs of the numerical simulation results are calculated by taking the experimental
results as the benchmark, which are summarized in Table 5. As can be seen, the SPMs meet
the acceptance criteria, i.e., the numerical simulation results are in reasonable agreement
with the experimental results. In brief, the effectiveness of FLACS on simulation is verified
against experimental scenarios with constant leakage rates.

Table 5. The SPMs of numerical simulation results against constant leakage rates.

SPM 4.4 L/min 6.2 L/min 8.1 L/min

—04<MRB< 0.4 0.0129 —0.0897 —0.0877
MRSE < 2.3 0.0025 0.0081 0.0077
0.5 <FAC2<2 0.9885 1.0940 1.0920
0.67<MG<1.5 1.014 0.9145 0.9160
VG <33 1.0026 1.0082 1.0078

Although a reasonable agreement is observed in each experiment, there are differences
between the experimental results and the numerical simulation results, even after the released
gas reaches a stable state. The main causes are analyzed and summarized as follows:

(1) The difference in the geometry of the detector. The detectors are imaginary in the
numerical simulation. Some hypothetical detectors are set so that no extra geometry
is involved. In the experiment, the gas detector exists objectively which may affect
the dispersion behavior of the released gas.

(2) The difference in the sampling dimension of the gas detector. In the experiment,
the appearance of the sampling chamber is a plane rather than a point, and thus it
actually captures the released gas within an area. In the numerical simulation, the gas
concentration is associated with an exact coordinate.

(3) The difference in the boundary conditions. The leakage rate is so low that the per-
formance of the anti-interference is poor. There may be disturbances that affect the
intensity of the air turbulence in the experiment. Similar conditions will not occur in
the numerical simulation.

(4) The inherent error of the experimental instrument and the numerical calculation.
There are inherent errors in the experimental instruments, including the gas detector
and the leakage rate regulator. FLACS uses the Reynolds Averaged Navier-Stokes
(RANS) equations and a k-¢ model for turbulence. Some reasonable simplifications are
made and some empirical parameters are employed, which inevitably lead to errors.

3.5. Model Validation against Scenarios with a Time-Varying Leakage Rate

Figure 13 presents the variation in the gas concentration at monitor #2 as the leakage
rate varies with time. In the numerical simulation, the gas concentration is extremely
sensitive to the leakage rate. In leakage state I, the gas concentration increases rapidly and
then stabilizes. A sharp increase in gas concentration occurs immediately after reaching
leakage state II. The tendency of the gas concentration in leakage state II resembles a sine
curve, which is consistent with the tendency of the leakage rate in this state. During leakage
state II of the numerical simulation, the extremum of the gas concentration in leakage state
IIis 5.74% and 0.93%, and the corresponding occurrence time is 161 s and 237 s, respectively.
The occurrence time of the gas concentration extremum in the numerical simulation is very
close to the occurrence time of the leakage rate extremum in the experiment.
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Figure 13. Comparison between the experimental results and the simulation results against the
time-varying leakage rate.

The SPMs are calculated based on the gas concentration of leakage state II, which is
summarized in Table 6. As can be seen, the SPMs meet the acceptance criteria, demonstrat-
ing the practicability and effectiveness of the numerical model. It can be concluded that the
numerical simulation could provide credible results in the prediction of gas profiles against
scenarios with a time-varying leakage rate.

Table 6. The SPMs of numerical simulation results against the time-varying leakage rate.

SPM Max. Concentration Min. Concentration
—04<MRB<04 —0.0797 0.1724
MRSE < 2.3 0.00635 0.02972
0.5 < FAC2 1.083 0.841
0.67<MG<1.5 0.923 1.189
VG <33 1.0064 1.0303

4. Model Application

The validated numerical model is utilized to investigate a gas release scenario on a real
offshore platform. The numerical model contributes to acquiring knowledge of the spatial
distribution of the released gas, which is essential to derive some practical suggestions.

In this section, a fine geometric model of the target offshore platform is built based on
the construction data (Figure 14). Generally, the ESD system and the blowdown system
will start sequentially when there is an accidental gas release on offshore platforms. The
leakage rate remains unchanged before the ESD starts. Then, the leakage rate decreases
exponentially due to depressurization. The starting time of the ESD system and the
blowdown system is 30 s and 80 s, respectively, after the gas release [21]. The transient
leakage rate profile is calculated accordingly [16], as shown in Figure 15.

The gas consists of 27% methane, 33% ethane, 16% propane, and 24% pentane. The
wind blowing towards the accommodation module is selected. The average wind speed at
the height of 10 m above the sea is 3 m/s. The ambient temperature is 20 °C.

Figure 16 depicts the variation in FLAM in this scenario. As can be seen, FLAM
presents a trend of first increasing and then decreasing. This phenomenon is attributed to
the variation in the leakage rate and the dilution in the ventilation. The dilution perfor-
mance of the ventilation is inadequate for the initial leakage rate, so the FLAM shows an
increasing trend before the ESD starts. The leakage rate decreases continuously after the
ESD starts. Ventilation plays an increasingly important role by increasing the lean part of
the released gas. As a result, the FLAM decreases after a short increase.
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Figure 14. Geometric model of the target offshore platform.
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Figure 15. Transient leakage rate profile.
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Figure 16. FLAM time-varying curve.

Figure 17 illustrates the three-dimensional (3D) spatial distribution of the released gas
at different times in the above-mentioned scenario. It can be seen that the distribution range
of released gas also first rises and then decreases. It is re-emphasized that the variation in the
leakage rate has a great impact on the dispersion behavior and accumulation characteristics
of the released gas. The variation in the leakage rate should be considered to acquire a
more accurate picture of the accident scenario.
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Figure 17. Dispersion results of the released gas.

Different from the experimental conditions, ventilation is considered in this scenario.
The released gas generally spreads towards the accommodation module under the specified
wind direction. It is not hard to imagine that the released gas may enter the accommodation
module through the ventilation systems and cause more serious accident consequences.
For this reason, forced ventilation blowing away from the accommodation module is
recommended, especially in the development of sour oil and gas reservoirs.

5. Summary and Conclusions

An experimental system concerning gas release and dispersion on an offshore platform
is established. A series of experiments are carried out. A CFD-based numerical model for
gas release and dispersion on the offshore platform is established. The effectiveness of the
numerical model is validated by reproducing the experimental scenarios.

It is found that the gas profile is sensitive to the variation in the leakage rate. An
obvious lag is observed for the experimental data of concentration. The reason for this is
that it takes time for the gas to pass through the rubber tubing, during which the gas will be
diluted. In addition, both gas sampling and gas concentration analysis are time-consuming.
A series of SPMs are introduced to provide a measure of bias and of spread in the numerical
model prediction. And a reasonable agreement with the numerical model is observed for
each prediction. The reasons for the differences between the experimental results and the
numerical simulation results are also analyzed, such as the difference in the geometry and
sampling dimension of the gas detector, the difference in the boundary conditions, and the
inherent error of the experimental instrument and the numerical calculation.

Applying the validated numerical model, a typical gas release scenario is investigated,
in which a fully transient leakage rate is adopted considering the response of the ESD
system and the blowdown system. Significantly, the spatial distribution of the released gas
is obtained by the numerical model, from which some practical suggestions are proposed.
The current work aims to explore the gas release and dispersion on offshore platforms
under different scenarios, especially scenarios with a constant leakage rate or a time-
varying leakage rate. A combination of experimental and numerical approaches is adopted
in this work, which helps to enhance the awareness of the dispersion characteristics of
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the released gas. Generally, this work is of great value in many scientific and engineering
problems since scenarios with time-varying leakage rates are very common. For example,
it is reported that the flowrate during the BP Deepwater Horizon accident is time-varying
under the intervention of well control measures. The fire and explosion accidents caused
by gas release with a time-varying leakage rate can also be studied on the basis of this
study. Equally importantly, this study contributes to providing practical support for risk
assessment and contingency planning for gas release accidents.
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