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Abstract: This study aims to enhance the accuracy and interpretability of fault diagnosis. To address
this objective, we present a novel attention-based CNN method that leverages image-like data
generated from multivariate time series using a sliding window processing technique. By representing
time series data in an image-like format, the spatiotemporal dependencies inherent in the raw data are
effectively captured, which allows CNNs to extract more comprehensive fault features, consequently
enhancing the accuracy of fault diagnosis. Moreover, the proposed method incorporates a form of
prior knowledge concerning category-attribute correlations into CNNs through the utilization of an
attention mechanism. Under the guidance of thisprior knowledge, the proposed method enables the
extraction of accurate and predictive features. Importantly, these extracted features are anticipated
to retain the interpretability of the prior knowledge. The effectiveness of the proposed method is
verified on the Tennessee Eastman chemical process dataset. The results show that proposed method
achieved a fault diagnosis accuracy of 98.46%, which is significantly higher than similar existing
methods. Furthermore, the robustness of the proposed method is analyzed by sensitivity analysis
on hyperparameters, and the interpretability is revealed by visually analyzing its feature extraction
process.

Keywords: fault diagnosis; deep learning; convolutional neural network; prior knowledge; attention
mechanism

1. Introduction

Fault diagnosis serves as a crucial technology to ensure the normal operation of indus-
trial activities. Over recent years, there has been a surge in the popularity of data-driven
fault diagnosis methods [1–7] due to the convenient and cost-effective collection of real-
time time series data. Among these methods, those based on deep learning (DL) [2,4–7]
have gained significant attention and achieved remarkable outcomes, primarily because
of their superior feature extraction capabilities. DL architectures, such as deep belief net-
works (DBN) [8], recurrent neural networks (RNN) [9], and convolutional neural networks
(CNN) [2,10], have been applied in fault diagnosis research. Notably, CNN has emerged
as the most widely used DL architecture in fault diagnosis, owing to its ability to extract
complex high-dimensional features.

Most of the existing DL-based methods focus on how to obtain higher fault diagnosis
accuracy. They achieve this goal by increasing the number of network layers [7] or adopting
a hybrid network structure [11,12]. However, these methods are prone to overfitting when
the data are limited. In particular, data scarcity poses a significant challenge in the field
of fault diagnosis. On one hand, collecting an adequate amount of fault data is often
impractical due to limitations such as machines or systems not being allowed or able
to operate in a fault state for an extended period. On the other hand, generating fault
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data through simulation is a costly endeavor. To this end, some additional tricks, such
as residual connection [13], data augmentation [14], pre-training [2], and meta-transfer
learning [15], have been used to achieve high accuracy in the case of data scarcity. For
example, Yu et al. (2022) developed a six-layer residual neural network for fault diagnosis
and showed that it effectively enhances the accuracy of fault diagnosis [13]. Li et al.
(2020) used data augmentation technology to artificially create additional valid data, which
helped the DL-based approach to be able to cope with complex fault diagnosis with limited
data [14]. Feng et al. (2020) proposed a novel domain-knowledge-based deep-broad
learning framework to address the data scarcity problem in fault diagnosis, where a CNN-
based feature extractor was pre-trained with the use of bridge labels [2]. Li et al. (2023)
developed an attention-based deep meta-transfer learning method that is able to cope with
the few-shot fine-grained fault diagnosis problem [15].

In addition to accuracy, interpretability is another significant concern of fault diagnosis
methods. The outcome of fault diagnosis carries immense significance, and any inaccuracies
in the results can lead to substantial losses. Consequently, ensuring the reliability of
fault diagnosis results typically necessitates interpretability in the fault diagnosis method.
However, data-driven approaches, particularly DL, are often referred to as “black box”
methods that inherently lack interpretability. As a result, applying these approaches to
real-world fault diagnosis scenarios becomes challenging. In recent years, researchers have
started to pay attention to this issue, and have proposed several solutions. The first one is
to employ visualization techniques, such as neuron activation maximization [16] and class
activation mapping (CAM) [17], to analyze the features learned by DL models [18]. These
visualization techniques can help us clearly investigate what DL models have learned.
The second one is to incorporate interpretable prior knowledge into DL models [19,20].
For instance, Yu and Liu (2020) introduced a knowledge-based DBN that successfully
incorporated confidence and classification rules into the DBN, leading to enhanced model
interpretability [19]. The third approach is to utilize attention mechanisms [18,21,22]. For
instance, Li et al. (2019) applied the attention mechanism to understand and improve
DL-based fault diagnosis of rolling bearing [18].

The existing studies on ways to improve fault diagnosis accuracy or interpretability
are shown in Table 1. It is demonstrated that enhancing the accuracy of DL-based fault
diagnosis methods generally necessitates an increase in model complexity. This might
involve augmenting network layers or employing hybrid network architectures, among
other strategies. However, such enhancements may inadvertently compromise model
interpretability, which runs counter to our ultimate objective. Conversely, when striving
to enhance interpretability, it is essential to incorporate supplementary elements like
attention mechanisms and the integration of prior knowledge. It is noteworthy that prior
studies [18,21,22] have underscored the capacity of attention mechanisms to enhance fault
diagnosis accuracy. Nevertheless, these studies failed to explore the potential benefits of
prior knowledge integration. Consequently, this study aims to bridge this research gap by
leveraging the attention mechanism to integrate prior knowledge, thereby concurrently
enhancing both the accuracy and interpretability of fault diagnosis.

Table 1. Existing ways to improve fault diagnosis accuracy or interpretability.

Study Accuracy Interpretability

Jia et al. [7] Through a deeper network /
Huang et al. [11], Xu et al. [12] Through a hybrid network /

Li et al. [18] / Through visualization techniques
Yu and Liu [19], Xie et al. [20] / Through prior knowledge integration

Li et al. [18], Liao et al. [21], Peng et al. [22] / Through attention mechanisms

In this study, we focus on both the accuracy and interpretability of fault diagnosis. First,
we used the sliding window method [11] to obtain the image-like data for constructing a
CNN-based model. The obtained image-like data integrates the spatiotemporal dependence
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in the raw time series data so that the CNN is able to extract more abundant fault features,
thereby improving the accuracy of fault diagnosis. Then, a kind of prior knowledge about
the correlation between faults and attributes is formally defined based on the image-like
data. Finally, the defined prior knowledge is integrated into the CNN based on an attention
mechanism. In this way, accurate and predictive features can be extracted under the
guidance of the defined prior knowledge. Moreover, the extracted features are expected to
inherit the interpretability of the prior knowledge. In summary, the main contributions of
this study lie in the definition of prior knowledge about category–attribute correlation and
the integration of prior knowledge based on an attention mechanism.

The effectiveness and efficiency of the proposal were verified in the TE chemical
process dataset [23]. The results show that the proposal significantly outperforms traditional
data-driven, as well as recent DL-based, fault diagnosis methods in terms of accuracy.
Moreover, the feature extraction process of the attention-based CNN model was analyzed
by visualization techniques, which demonstrates its interpretability.

The rest of this paper is organized as follows. In Section 2, related works of CNN
variants that are also able to fuse prior knowledge are presented. Section 3 introduces
some basic knowledge about CNN and sliding window processes. Section 4 presents the
proposed attention-based CNN method for fault diagnosis. In Section 5, the implementation
of the proposed method to deal with the fault diagnosis of the TE chemical process is
illustrated with analysis and discussion of results. Finally, conclusions and future work are
provided in Section 6.

2. Related Works

To highlight the novelty of the proposed attention-based CNN, this section introduces
related CNN variants that are also able to fuse prior knowledge, similar to the proposed
one.

2.1. Region Proposals Convolutional Neural Networks

In the field of object detection, region proposals convolutional neural networks (R-
CNNs) are a widely-used class of CNNs [24–27]. The core idea of R-CNNs is to combine
region proposals generated by a particular region proposal method, such as selective
search [28], with CNNs. The region proposals preliminarily locate the region of objects,
which provides CNNs with informative data regions for feature extraction. As can be seen,
the function of the region proposals is similar to that of the defined prior knowledge about
the correlation between faults and attributes, which shows the consistency of core ideas
between R-CNNs and the proposed method. Nevertheless, acquisition methods of the prior
knowledge and the region proposals are completely different. Furthermore, the region
proposals are directly used as the input of CNNs for feature extraction, while in this study
the defined prior knowledge about the correlation between faults and attributes can be
integrated into any layer of CNN, which enables deeper and more flexible integration of
prior knowledge.

2.2. Mask-Based Convolutional Neural Networks

Mask-based convolutional neural networks (MCNNs) are a class of CNNs used to
avoid background noise, and have been applied to person retrieval [29]. In MCNNs,
a latent binary mapping of the raw data is first learned by a specific neural network,
such as the fully convolutional network [29] or the U-net [30]. The learned latent binary
mapping extracts regions of interest from the raw data that contain informative signals for
subsequent tasks, which is similar to the prior knowledge defined in this study. After that,
the so-called masked data obtained by the operation of element-wise product between the
learned latent binary mapping and the raw data is directly used as the input of CNNs for
feature extraction. Although both MCNNs and the proposed method achieve the location
of informative region of the raw data, the former does not realize the coupling of the
learned latent binary mapping with any layer of CNN.
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2.3. Squeeze-and-Excitation Networks

Squeeze-and-excitation (SE) networks are developed by stacking a novel architec-
tural unit, the SE block, which achieves excellent results on a variety of tasks such as face
recognition [31] and image classification [32]. The SE block is used to selectively highlight
informative channel-wise features by explicitly modeling interdependencies between chan-
nels of its intermediate features [33]. More specifically, two steps, namely squeeze and
excitation, are involved in the calculation process of the SE block, where squeeze uses global
average pooling to generate channel-wise statistics for exploiting channel dependencies
and excitation adopts a simple gating mechanism with a sigmoid activation to make use
of the information aggregated in the step of squeeze. The gating mechanism results in
additional network parameters, thus adding computational cost. Conversely, the proposed
method, which also has a flexible architectural unit for capturing informative data region,
namely the attention module, is constructed without any parameters.

3. Basic Knowledge

This section presents basic knowledge needed for subsequent discussions, such as
convolutional neural networks and sliding window processing.

3.1. Convolutional Neural Networks

CNNs were originally proposed by Krizhevsky et al. (2012) for image recognition [34].
Now, CNNs have become the cornerstone of DL. A CNN generally consists of a feature
extractor and a classifier, where the feature extractor is composed of certain stacked con-
volutional and pooling layers. In a convolutional layer, the input undergoes convolution
with a trainable kernel, followed by the operation of an activation function to produce the
output. The input or output is a set of feature maps denoted as X = [X1, . . . , Xi, . . . , Xn],
where Xi ∈ Rw×h (i = 1, . . . , n) is called a feature map with size (w, h). Assuming that
Xin denotes the input with m feature maps, Xout denotes the output with n feature maps,
and K =

[
K1, . . . , Kj, . . . , Kn

]
denotes the convolutional kernel that is composed of n filters

Kj ∈ Rk×l(j = 1, . . . , n) with size (k, l), the operation of a convolutional layer is shown in
the following formula:

Xout
j = f

(
m

∑
i=1

Xin
i ∗ Kj + bj

)
(j = 1, . . . , n), (1)

where bj denotes the bias corresponding to the jth filter Kj, f (·) denotes a nonlinear
activation function (e.g., the rectified linear unit), and ∗ denotes the convolutional operation.
After a convolutional layer, a pooling layer produces a down sampled version of the
obtained feature maps.

The classifier seeks to classify samples into corresponding categories according to the
feature maps extracted by the feature extractor. The classifier generally consists of some
stacked fully connected (FC) layers and a final softmax operation. The feature maps are
compressed into a feature vector as the inputs of the first FC layer. A softmax operation is
applied to the output of the last FC layer to obtain the category probability vector.

3.2. Sliding Window Processing

Fault diagnosis typically utilizes raw data in the form of time series, which can be cate-
gorized into two types: univariate time series (UTS) and multivariate time series (MTS) [35].
A UTS ST = [s1, . . . , st, . . . , sT ] is a vector with elements in chronological order, where T
denotes the length. A K-dimensional MTS SK

T = [ST(c1), . . . , ST(ck), . . . , ST(cK)] is a matrix,
where ST(ck) denotes an UTS associated with the attribute ck ∈ C = {ck|k = 1, . . . , K}. In
this study, the raw data used for fault diagnosis are denoted as a K-dimensional MTS SK

T .
However, SK

T generally cannot be directly used as the input of DL-based fault diagnosis
method due to the fact that T is usually very large and the formalism of SK

T cannot meet the
input requirements of the developed fault diagnosis method. To this end, a certain data
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transformation method is required to obtain data samples that meet the input requirements
of the developed fault diagnosis method from SK

T .
In this study, we use the sliding window processing (SWP) [11] to obtain samples from

SK
T . Since we are constructing a fault diagnosis model using CNNs, the input data format

should be image-like; that is, the samples obtained from SK
T by SWP should be image-like.

More specifically, the image-like samples are obtained by simultaneously performing SWP
on the raw time series SK

T and YM
T , where YM

T denotes a series of one-hot vectors used to
represent the category at each moment of SK

T . For example, given a system has three fault
states (Faults 1, 2, and 3) and one normal state. If the system state at a certain moment is
Fault 1, then a one-hot vector [0, 1, 0, 0] is used to represent such a system state. In this way,
within consecutive moments, we can obtain a series of one-hot vectors. Arranging these
one-hot vectors in chronological order, we then obtain YM

T that is also an MTS, as we can
see, where M denotes the total number of system states and T denotes the length of the
consecutive moments. A detailed description to the process of SWP for SK

T and YM
T is shown

in Figure 1. As can be seen in Figure 1, SWP has a sliding window that is a rectangular frame
used to obtain sub-series from SK

T and YM
T . Sub-series are continuously obtained by moving

the sliding window. Assuming the width of the sliding window is an integer d(0 < d ≤ T)
and the step size of the movement of the sliding window is an integer λ(0 < λ ≤ T − d),
SWP is represented as W(d, λ). Let the ith sub-series obtained by W(d, λ) be

(
SK

d
)

i for SK
T ,

and
(
YM

d
)

i for YM
T . The last element of

(
YM

d
)

i is denoted as (ym)i(m = 1, . . . , M), that is
considered as the category of

(
SK

d
)

i. Then, the tuple <
(
SK

d
)

i, (ym)i > can be considered as
the sample obtained by the ith movement of the sliding window. In this way, an image-
like data set D =

{
<
(
SK

d
)

i, Yi >
∣∣i = 1, . . . , N

}
can be obtained by constantly moving the

sliding window, where N denotes the number of the obtained samples.
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To explain the above sliding window processing more clearly, let’s give an example
below. Suppose a system has two fault states and one normal state. We detect the operating
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state of the system by observing four system properties. To this end, we collect the observed
system attribute data in five consecutive moments, namely S4

5, as follows:

S4
5 =


0.50 0.10 0.91 0.40
0.49 0.11 0.90 0.40
0.48 0.09 0.91 0.41
0.51 0.11 0.92 0.39
0.60 0.01 0.10 0.38


Similarly, we record the system states Y3

5 in the manner of one-hot vectors,

Y3
5 =


1 0 0
1 0 0
1 0 0
1 0 0
0 1 0


With the use of a SWP W(3, 1), at the first move of the sliding window we obtain the

following image-like data and their corresponding label:

(
S4

3
)

1 =

0.50 0.10 0.91 0.40
0.49 0.11 0.90 0.40
0.48 0.09 0.91 0.41

,
(
S3

3
)

1 =
(
1 0 0

)
At the second move, the following results can be obtained:

(
S4

3
)

2 =

0.49 0.11 0.90 0.40
0.48 0.09 0.91 0.41
0.51 0.11 0.92 0.39

,
(
S3

3
)

2 =
(
1 0 0

)
At the last move, the results come as:

(
S4

3
)

3 =

0.48 0.09 0.91 0.41
0.51 0.11 0.92 0.39
0.60 0.01 0.10 0.38

,
(
S3

3
)

3 =
(
0 1 0

)
4. Attention-Based CNN for Fault Diagnosis

It is a fact that different attributes in MTS contribute differently to fault diagnosis.
Although a classic CNN may be able to learn such correlation between attributes and fault
categories, if such information can be given to CNNs in advance, the informative data
regions will be located by the feature extractor, which enables the network to learn useful
fault features more accurately and efficiently.

Attention mechanisms are a class of methods that enable the feature extractor of a
CNN to selectively focus on specific regions of the data [36]. In this study, the attention
mechanism [37] is used to assist the feature extractor in focusing on the data regions that
have a large correlation with the faults. Firstly, the correlation between the data regions and
faults is obtained from prior knowledge about category–attribute correlation that is defined
based on the Pearson Correlation Coefficient (PCC). Then, the defined prior knowledge
is integrated into the feature extractor of CNNs based on an attention mechanism. In this
way, this attention-based CNN can pay attention to the correlation between data regions
and faults when extracting features.
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4.1. Prior Knowledge about Category-Attribute Correlation
4.1.1. Pearson Correlation Coefficient

PCC is commonly used to characterize the degree of linear correlation between two
sequences X = [x1, . . . xn] and Y = [y1, . . . yn], which is often expressed as r(X, Y) [38]. The
following is its measurement method:

X =
1
n

n

∑
i=1

xi, (2)

Y =
1
n

n

∑
i=1

yi, (3)

and

r(X, Y) =
∑n

i=1
(
xi − X

)(
yi −Y

)√
∑n

i=1
(
xi − X

)2
√

∑n
i=1
(
yi −Y

)2
. (4)

One can see that −1 ≤ r(X, Y) ≤ 1. When r(X, Y) < (>)0, it means that there is a
negative (positive) correlation between X and Y. When r(X, Y) = 0, it means that there is
absolutely no correlation between X and Y. The size of |r(X, Y)| represents the magnitude
of the correlation between X and Y. For more details, please see a previous study [39] that
gave an explanation between PCC and correlation.

4.1.2. Category-Attribute Correlation Matrix

Based on the definition of PCC, we deduce the definition of prior knowledge about
category-attribute correlation.

Definition 1: Correlation between categories and attributes. Suppose that the fault type im-
plicit in the raw time series SK

T is denoted as fm ∈ F = { fm|m = 1, . . . , M}, where f1 de-
notes the normal category and fµ (µ = 2, . . . , M) denote the fault categories. Let’s use YT( fm) =
[y1, . . . , yt, . . . , yT] (yt ∈ {1, m}) to denote the corresponding category UTS associated with SK

T .
In other words, the fault category of SK

T at each moment is either f1 or fm. The PCC rmk =
r(ST(ck), YT( fm)) is used to represent the correlation between fm and ck, where ST(ck) (k = 1, . . . , K)
is the kth column of SK

T that represents the UTS related to ck.

Definition 2: Category-attribute correlation matrix. The category-attribute correlation matrix is
defined as R = (rmk)M×K, where rmk is the correlation between fm and ck.

The category–attribute correlation matrix R, obtained from historical data or experi-
ence, is a kind of prior knowledge which accurately reflects the linear correlation between
categories and attributes. If CNNs can use this prior knowledge in the process of feature
extraction, they can accurately locate the informative data regions, thereby accurately
extracting fault features. In what follows, the process that integrates R into CNNs based on
an attention mechanism is introduced in detail.

4.2. Integrating Prior Knowledge into CNNs Based on Attention Mechanism

The process of integrating prior knowledge into CNNs is shown in Figure 2.
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Step 1: Defining a PCC threshold r (0 < r < 1). The purpose of defining r is to filter
out the attributes that are not basically related to the category, while those are related to the
category will be retained.

Note 1: To prevent loss of information, an attribute should be considered as long as it
has a little correlation with the fault category, and thus the value of r should be the one that
is able to distinguish the correlations “None” and “Low”. According to the study [39], the
value of r should be set around 0.09. To retain useful information as much as possible, in
this study we set r to 0.07, which is slightly smaller than 0.09. Furthermore, in Section 5.3.5,
we present the analysis of impact of the setting of r on the results of the proposed method.

Step 2: Calculating the category–attribute attention matrix A(r) = (amk)M×K. A(r)
reflects the attention relationship between categories and attributes. Its calculation method
is as follows:

amk =

{
1 i f |rmk| ≥ r
0 i f |rmk| < r

. (5)

Step 3: Calculating the attention matrix
(

AK
d
)

i related to a sample <
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d
)

i, (ym)i >.(
AK
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)

i reflects which data regions of
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d
)

i need attention. The specific method to calculate(
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d
)

i is shown in Figure 3.
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Step 4: Compressing the feature maps X output from CNNs. The channel-wise average
pooling operation and channel-wise max pooling operation are applied to X to obtain the

compressed feature maps
∼
X1 and

∼
X2, respectively.

∼
X

kl

1 = s

(
1
n

n

∑
i=1

Xkl
i

)
, k = 1, . . . , w; l = 1, . . . , h, (6)

and
∼
X

kl

2 = s
(

max
i∈{1,...,n}

Xkl
i

)
, k = 1, . . . , w; l = 1, . . . , h, (7)

where s(x) = 1
1+e−x is used to map x to interval (0, 1).

Step 5: Fusing
(

AK
d
)

i,
∼
X1 and

∼
X2.

(
AK

d
)

i implies the attention information of the

sample, while
∼
X1 and

∼
X2 imply the hidden features extracted by CNNs. By fusing

(
AK

d
)

i,∼
X1, and

∼
X2, the attention information is integrated into the feature extraction process of

CNNs. Specifically, we use matrix addition for this fusion.

Y =
∼
X1 +

∼
X2 +

(
AK

d

)
i
, (8)

where Y ∈ Rw×h is a matrix whose element reflects the degree of correlation between the
data region of X and the category.

Step 6: Calculating the weight matrix W. W can be obtained by performing softmax
operation on all elements of Y:

Wij =
eYij

∑w
i=1 ∑h

j=1 eYij
. (9)

Step 7: Calculating the output feature maps X̂. Applying W to X can obtain the output
feature maps X̂ =

[
X̂1, . . . , X̂i, . . . , X̂n

]
, which achieves the purpose of integrating prior

knowledge into CNNs,
X̂i = Xi ×W, i = 1, . . . , n, (10)
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where × denotes the element-wise multiplication of matrix.
The attention mechanism can be employed at each layer of the feature extractor,

allowing for its continuous application. By repeatedly applying the attention mechanism
to the layers of the feature extractor, it becomes increasingly adept at focusing on prior
knowledge, enhancing its effectiveness. Besides, we can see that the attention mechanism
is parameter-free since the acquisition of the weight matrix does not require a learning
process, but relies entirely on the fusion of prior knowledge and extracted features.

5. Case Study in Tennessee Eastman Chemical Process Benchmark

The TE chemical process data set has been used to test the proposed fault diagnosis
method. A detailed introduction to the TE chemical data set can be seen in https://github.
com/camaramm/tennessee-eastman-profBraatz. The models were written in Python 3.7
with the help of a DL library called Pytorch. The models were trained and tested on a PC
with 64-bit macOS 10.15.7 operation system, 2.2-GHz Quad-core Intel Core i7 processor,
and 16-GB RAM.

5.1. Tennessee EASTMAN Chemical Process Benchmark

The TE chemical process serves as a simulation process that closely mimics the actual
flow of a chemical company. It has gained significant recognition as a benchmark for re-
search in data-driven fault diagnosis [23]. In the TE chemical process, a total of 41 measured
variables and 11 manipulated variables are involved. For the purpose of this study, a fault
diagnosis model is constructed using a selection of 52 variables. The TE chemical process
encompasses 21 predefined types of faults along with a normal state. To facilitate model
training and testing, separate training and test sets are created for each fault type and the
normal state. The sampling frequency for data collection is set at 3 min per sample. Each
training set consists of 500 continuous samples, equivalent to 25 h of data, while each test
set comprises 960 continuous samples, equivalent to 48 h of data. It is noteworthy that the
initial 20 samples of each training set and the first 160 samples of each test set are obtained
from the normal state of the TE chemical process. For additional information regarding the
TE chemical process, refer to [40].

Note 2: In the original training sets for each type of fault, only 480 samples are
collected and the first 20 normal samples are not collected. In this study, in order to
ensure the consistency between the training sets and the test sets, we supplement the first
20 samples in the training set for normal state to the training sets for each type of fault.

5.2. Experiments
5.2.1. SWP for the TE Chemical Process Data Sets

As mentioned in Section 5.1, a total of 52 variables were selected to construct a fault
diagnosis model. The data collected from these variables have different dimensions, and
thus a commonly used data normalization method, referred to as z-score, was used to
normalize data collected from different variables before the SWP operation on the TE
chemical process data sets.

Once the z-score completed, the SWP W(12, 1) (d = 12, λ = 1) was used to obtain
the inputs of the attention-based CNN from the TE chemical process data sets. W(12, 1)
is performed on each original training set and test set that can be viewed as MTS. The
number of the image-like samples obtained from each training set is 488, and it is 948 for
each test set. There is a total of 22 training sets and 22 test sets. Therefore, the total number
of image-like samples for training and testing is 22× 488 = 10, 736 and 22× 948 = 20, 856,
respectively. The result of W(12, 1) for each original training set and test set is shown in
Table 2.

https://github.com/camaramm/tennessee-eastman-profBraatz
https://github.com/camaramm/tennessee-eastman-profBraatz
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Table 2. The result of W(12, 1) for each training set and test set.

Categories Data Set Length of Time Series The Number of Samples Obtained by W(12,1)
(Normal/Fault Category)

Normal
Training set 500 488 (488/0)

Test set 960 948 (948/0)

Faults 1–21
Training set 500 488 (9/479)

Test set 960 948 (49/899)

Note 3: The impact of the setting of d on the results will be discussed in detail in
Section 5.3.4. The setting of λ affects the number of samples obtained by SWP. The larger
the setting of λ, the smaller the number of samples obtained. In this study we are expected
to obtain as many samples as possible, so we set λ to its minimum value of 1.

One can find from Table 2 that some samples obtained from the original training set
and the test set for each fault category are labeled as normal category. In this case, the
number of samples with normal category is greater than the number of samples with fault
category, which is called category (class) imbalance [41]. Actually, one can avoid category
imbalance by increasing d if it will affect the classification results.

5.2.2. Model Training

For the fault diagnosis of the TE chemical process, an attention-based CNN model
was constructed with detailed model architecture, shown in Table 3.

Table 3. The architecture of the attention-based CNN model.

Layer Input Feature
Maps Size

Output Feature
Maps Size

Kernel
Size/Stride/Padding

Feature
extractor

Conv-1 * 1× 12× 52 3× d× 52 7× 7/1/3
MaxPool-1 3× 12× 52 3× d× 52 7× 7/1/3
Conv-2 * 3× 12× 52 5× d× 52 3× 3/1/1

MaxPool-2 5× 12× 52 5× d× 52 3× 3/1/1

Atten-1 5× 12×
52/12× 52 5× d× 52 -

Conv-3 * 5× 12× 52 10× d× 52 3× 3/1/1
MaxPool-3 10× 12× 52 10× d× 52 3× 3/1/1

Atten-2 10× 12×
52/12× 52 10× d× 52 -

Conv-4 * 10× 12× 52 1× d× 52 3× 3/1/1
MaxPool-4 1× 12× 52 1× d× 52 3× 3/1/1

Classifier
FC-1 # 625 22 -

Softmax 22 22 -

In Table 3, the convolutional layer marked with * means that the batch normalization
(BN) method proposed in [42] was used to speed up the network training; the FC layer
marked with # means that the dropout method proposed in [43] was used to prevent
overfitting, where the probability of discarding neurons is set to p = 0.75.

The constructed attention-based CNN model was trained in 100 epochs using Adam’s
algorithm [44]. The learning rate was set to 0.0001 and the number of batch samples was set
to 100. The mean squared error (MSE) loss was used as the optimization objective function
for model training.

5.3. Results Analysis
5.3.1. Evaluation Indicators

After the model is trained on the training set, it can be evaluated on the test set.
Indicators commonly used for evaluating fault diagnosis model are fault diagnosis rate
(FDR) and false positive rate (FPR). Given a category i, FDRi represents the proportion of
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the number of samples correctly predicted to category i to the number of samples with
category i, and FPRi represents the proportion of the number of samples wrongly predicted
to category i to the number of samples without category i. They are calculated as

FDRi =
TPi

TPi + TNi
, (11)

and
FPRi =

FNi
FNi + FPi

. (12)

The meaning of related symbols in Formulas (11) and (12) can be seen in Table 4.

Table 4. Statistics used to evaluate the classification performance of category i.

Number of Samples Predicted to Category i Number of Samples Not Predicted to Category i

Number of samples with
category i TPi TNi

Number of samples
without category i FPi FNi

Furthermore, the average FDR FDR and the average FPR FPR were used to evaluate
the overall classification performance. Suppose there are a total of M categories that need
to be classified, then

FDR =
∑M

i=1 TPi

∑M
i=1 TPi + TNi

, (13)

and

FPR =
∑M

i=1 FNi

∑M
i=1 FNi + FPi

= 1− FDR. (14)

5.3.2. Evaluation Result and Performance Comparison

Table 5 presents the specific FDR and FPR values for the proposed method, as well
as representative methods proposed in previous research. The findings demonstrate
that the proposal not only exhibits notable improvements in FDR and FPR performance
across general fault categories, but also demonstrates accurate classification in challenging
categories (such as fault 3, fault 9, and fault 15) where previous research struggled. These
results indicate that the proposal significantly outperforms other data-driven fault diagnosis
methods.

5.3.3. Analysis of Model Interpretability

Previous studies have predominantly utilized visualization techniques [45] and sen-
sitivity analysis methods [46] to explore the interpretability of DL models. In this study,
we employed visualization techniques to validate the interpretability of the proposed fault
diagnosis method. To achieve this, we first utilized the trained attention-based CNN model
to predict two different samples, denoted as

(
SK

d
)

i and
(
SK

d
)

j, from the test set. Subse-
quently, we obtained the three-dimensional feature maps generated by the MaxPool-1 (M1),
MaxPool-2 (M2), Atten-1 (A1), MaxPool-3 (M3), Atten-2 (A2), and MaxPool-4 (M4) layers.
These three-dimensional feature maps were further transformed into two-dimensional
feature maps through channel-wise average pooling, as per Equation (6). To facilitate
visualization, the elements of the two-dimensional feature maps were mapped to the range
of [0, 1] using min–max normalization. Finally, the variation in color was employed to
represent the magnitude of the elements in the two-dimensional feature maps, resulting in
the generation of Figures 4 and 5.
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Table 5. Performance comparison with other data-driven fault diagnosis methods.

Categories
FDR (%) FPR (%)

The
Proposal DL [47] EDBN-2 [48] MPLS [23] PCA [49] The

Proposal EDBN-2 [48]

Normal 96.85 - 90.80 - 86.25 1.60 3.34
Fault 1 99.76 100.00 100.00 100.00 96.56 0.00 0.00
Fault 2 99.76 99.75 100.00 98.88 96.88 0.00 0.08
Fault 3 93.08 - - 18.75 - 4.60 -
Fault 4 100.00 100.00 100.00 100.00 96.88 0.00 0.01
Fault 5 99.75 98.88 100.00 100.00 96.88 0.40 0.00
Fault 6 100.00 100.00 100.00 100.00 99.48 0.00 0.00
Fault 7 100.00 100.00 100.00 100.00 99.27 0.00 0.00
Fault 8 98.23 97.88 98.29 98.63 94.90 0.20 0.22
Fault 9 95.24 - - 12.13 - 0.30 -

Fault 10 98.79 99.25 80.81 91.13 87.81 0.14 0.67
Fault 11 99.77 89.25 99.74 83.25 77.81 0.00 0.00
Fault 12 99.78 99.75 100.00 99.88 97.81 0.30 0.00
Fault 13 100.00 99.75 91.98 95.50 79.17 0.00 0.00
Fault 14 99.09 95.13 100.00 100.00 98.23 0.20 0.00
Fault 15 92.33 - - 23.25 - 7.20 -
Fault 16 97.97 99.50 75.56 94.28 79.90 0.12 0.67
Fault 17 100.00 99.75 100.00 97.13 86.46 0.00 0.00
Fault 18 100.00 99.50 93.43 91.25 72.81 0.00 0.00
Fault 19 98.30 96.75 95.53 94.25 91.56 0.40 0.27
Fault 20 98.80 99.38 93.17 91.50 88.54 0.60 0.00
Fault 21 98.60 - 83.44 72.75 95.00 1.80 1.17
Average 98.46 - 94.31 - - 1.54 5.69

From Figure 4, one can summarize the following findings:

1. The raw data of
(
SK

d
)

i and
(
SK

d
)

j are indistinguishable, and the model cannot produce
distinguishable features on the outputs of M1 after the raw data is processed by a
convolutional layer and a pooling layer.

2. From M1 to M2, some distinguishable striped features began to appear, as indicated
by the red arrow. However, it can be seen that the striped features in the M2 outputs
of
(
SK

d
)

i and
(
SK

d
)

j show some differences, which implies that the extracted features
are biased. Specifically, taking the area framed by dotted rectangle in the outputs of
M2 as an example, that of

(
SK

d
)

i shows light yellow, while that of
(
SK

d
)

j shows light
green. These deviations may affect the performance of classification, so it is necessary
to eliminate them in subsequent operations.

3. From M2 to A1, one can find that the clearer striped features begin to appear for the
areas framed by dotted ellipse that needs attention, which indicates that the prior
knowledge has been integrated into the feature maps output from M2. Moreover, the
colors of the areas framed by dotted rectangle in the M2 and A1 of

(
SK

d
)

i and
(
SK

d
)

j
are darker and tend to be the same, which indicates that the deviation in the feature
maps began to be ignored owing to the prior knowledge integration.

4. From A1 to M3, the stripes of the feature maps become more clearly distinguishable,
which indicates that some detailed features are further extracted. However, the
deviation features framed by dotted rectangular are also enhanced.

5. From M3 to A2, it can be seen that the prior knowledge has been significantly enhanced
in the feature maps by comparing the areas framed by dotted ellipse in M3 and A2 and
the deviation features in feature maps have been basically eliminated by comparing
the areas framed by dotted rectangular in M3 and A2. However, one can also find
that, except for the stripes representing the prior knowledge, which are quite clear,
the other stripes are quite vague, which indicates that some detailed features in the
feature maps are ignored due to excessive attention paid to the prior knowledge.
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6. From A2 to M4, one can find that the vague stripes become clear, which indicates
that the detailed features in the feature maps is enhanced and the prior knowledge is
retained.

7. Compared to the raw data and the feature maps output from M4, the latter are distin-
guishable. Moreover, the color of stripes framed by the dotted rounded rectangle in
M4 changes in the time dimension, which indicates that the feature maps output from
M4 not only clearly contains the prior knowledge, but also that the prior knowledge is
further enhanced in the time dimension. Furthermore, some detailed features (those
lighter stripes) are also contained in the outputs of M4.

From Figure 5, one can find the final feature maps output from M4 of
(
SK

d
)

i and
(
SK

d
)

j
are significantly different, although their corresponding prior knowledge is the same. The
difference is mainly reflected in two aspects. One is that further extracted features of
the time dimension in the prior knowledge are different. The other is that some detailed
features are also different. Therefore, the model can distinguish

(
SK

d
)

i and
(
SK

d
)

j based on
these differences.

In summary, the above findings can further explain why the proposed model can
achieve significant performance in the fault diagnosis for the TE chemical process, which
shows the interpretability of the proposed model.

5.3.4. Analysis of Hyperparameter d

To explore the impact of hyperparameter d on the results of the proposed method, we
fixed the value of r to 0.07, and set d to five different values (2, 12, 32, 52, 72). We trained
the model under different settings of r and d, and tested the trained models using FDR and
FPR. The results are shown in Figure 6. It can be seen from Figure 6 that the best results
were obtained when d was set to 12. When d is set larger than 12 or smaller than 12, the
performance of the model will decrease.
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The results indicate that there seems to be an intermediate value, d = 12, that makes the
model perform best when r = 0.07 is fixed. When d is smaller than the intermediate value,
the time-dependent information used for fault diagnosis is insufficient; as a result, certain
categories may not be recognized by the model. When d is larger than the intermediate
value, some interference information may get involved, which may be because that the
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data farther away from the current time is less relevant to the fault diagnosis at the current
time.

5.3.5. Analysis of Hyperparameter r

We fixed the value of d to its optimal value, namely 12, and selected five different
values of r for the analysis of r. The obtained results of FDR and FPR under different
settings of d and r are shown in Figure 7. It can be seen from Figure 7 that the model achieves
the best performance on FDR and FPR when r = 0.07. When r < 0.07, the performance of
the model decreases as r decreases. When r > 0.07, the performance of the model decreases
as r increases.
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The results indicate that there seems to be an intermediate value, r = 0.07, that makes
the model perform best when d = 12 is fixed. When r is smaller than the intermediate value,
those attributes that are not very relevant to fault diagnosis are also concerned. When r is
larger than the intermediate value, only those attributes with great relevance are concerned,
which leads to the lack of attention information.

Through the analysis of d and r, one can find that the performance of the model will
reach a unique peak at a specific d∗ and r∗, assuming that the effects of d and r on model
performance are independent of each other. Then, we can fix one parameter and change
the value of another to obtain a series of models and evaluate them on the test set. By
comparing the evaluation results of the models, d∗ and r∗ can be obtained.

5.4. Discussion on the Calculation of Attention Matrix

As indicated in Table 3, the proposed attention layer takes two inputs: the feature map
generated by the previous layer and the attention matrix corresponding to the sample. As
per Step 3 in Section 3.2, to obtain the attention matrix specific to a particular sample, the
knowledge of the label assigned to that sample is indeed required. To be more specific,
when we employ the attribute–category attention matrix A(r) to compute the attention
matrix associated with a sample, A(r) effectively conveys the category of the sample, given
that different categories exhibit distinct attention patterns towards specific attributes. But,
the specificity of such conveyance will decrease as the value of r increases. As shown
in Figure 8, when the value of r increases, some categories focus on the same attributes,
which causes the model to be confused about these categories. Such a requirement of label
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knowledge makes sense during the training process, but it does not make sense during the
testing process, since the model should make predictions based on the input data without
any knowledge of the true labels. Notification of label knowledge is equivalent to indirectly
revealing the category of the sample to the model, which is why we achieved such good
results shown in Table 5.
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Nevertheless, the success of the experimental results shows that the integration of
reliable prior knowledge into CNNs can greatly improve the accuracy and interpretability
of fault diagnosis, which instructs us to seek another definition of prior knowledge that
does not depend on labels. In what follows, we present an alternative definition of prior
knowledge without relying on labels.
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Remember that we ultimately need to obtain the data regions that need to be paid
attention to and mark them as 1, while those that do not need to be paid attention to are
marked as 0. Considering outliers in the data, it is a fact that the occurrence of faults is
always accompanied by outliers. In other words, outliers imply richer fault modes and
therefore require special attention. To this end, in step 3 of the proposed method the
attention matrix

(
AK

d
)

i related to a sample <
(
SK

d
)

i, (ym)i > can be obtained through a
certain unsupervised outlier detection technique which regards <

(
SK

d
)

i, (ym)i > as the
input, such as those presented in the studies [50,51]. In this way, we do not use any label
information, and any unsupervised outlier detection technique can be used as an asset to
gain prior knowledge for this study.

6. Conclusions and Future Works

We propose an attention-based CNN fault diagnosis method in this study. In the
proposal, the integration of prior knowledge about category–attribute correlation based
on an attention mechanism significantly improves the accuracy and interpretability of
fault diagnosis. A case study in the TE chemical benchmark verifies the effectiveness and
superiority of the proposal. Moreover, the conclusion drawn from the sensitivity analysis
on hyperparameters provides guidance to set optimal values for hyperparameters. More
importantly, we use visualization techniques to analyze the feature extraction process,
which shows that the proposal has excellent interpretability. Nevertheless, this study still
has the following limitations, which will be solved in our future research.

1. This study only validates the effectiveness of the proposal on the TE chemical process
dataset; it is necessary to use the proposal to solve other fault diagnosis problems,
such as rolling bearing fault diagnosis [52], ice detection of wind turbine blades [53],
and gearbox fault diagnosis [54], to further verify the proposal. This is crucial, as it
ensures that the proposed method can be easily applied for fault diagnosis in different
scenarios.

2. This study improves the accuracy and interpretability of fault diagnosis by integrating
prior knowledge, but the definition of prior knowledge uses label information, which
leads to some irrationality, and thus alternative prior knowledge definitions that do
not use label information need to be further studied. A feasible solution is to define the
attention matrix as outliers in the data, and then use unsupervised outlier detection
methods, such as those presented in [50,51], to obtain the attention matrix.

3. Although visualization techniques are used to analyze model interpretability in this
study, developing and using quantitative interpretability metrics, such as those pre-
sented in the study [55], are worthy of further study for validating the interpretability
of the proposed method more specifically.
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