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Abstract

:

With the rapid economic boom of Asian countries, the president of Country-A has made great efforts to reform in recent years. The prospect of economic development is promising, and business opportunities are emerging gradually, depicting a prosperous scene; accordingly, people’s livelihood consumption also has changed significantly. The original main point of consumption for urban and rural people was the old and traditional grocery store with poor sanitation, but due to the economic improvement, the quality of consumption has also improved, and convenience stores are gradually replacing grocery store. However, convenience store management involves performance, logistic, competition, and personnel costs. Both whether the store can create a net profit and evaluate and select a new store will be important keys that significantly influence business performance. Therefore, this study attempts to use the industry data analysis method for highlighting a concept of processing an experience procedure of named 3-4-8-2 components combination in two stages. First, in the data preprocessing stage, this research considers 22 condition attributes and two types of decision factors, that include net profit and new store selection, and use both techniques of attribute selection and data discretization through the analysis and prediction of data mining tools. Next, in the experiment execution stage, three well-known classifiers (Bayes net, logistic regression, and J48 decision tree) with past good performance and four models (without preprocessing, with attribute selection, with data discretization, and with attribute selection and data discretization) are used for eight different experiments through two data verification methods (percentage split and cross-validation). Conclusively, three key results are identified from empirical analysis: (1) It is found that the prediction accuracy of the J48 decision tree classifier is relatively high and stable among the three classifiers in this study; at the same time, the J48 decision tree can yield comprehensible knowledge-based rules to instruct interested parties. (2) The results of this study show that the important attributes for the net profit decision attribute include the store type, POS number, and cashier number, while the important attributes for the new store selection include the store type and cashier number. (3) There is a difference in the selection of important attributes. Furthermore, four key valuable contributions are addressed from the empirical results, including academic contributions, enterprise contributions, application contributions, and management contributions. It is expected that the direction of store layout expansion can be found and identified through this study, but there are still many risks hidden behind the considerable business opportunities that need to be carefully managed.






Keywords:


industry data application; chain convenience store; store expansion; data mining tools












1. Introduction


The International Monetary Fund (IMF) estimated that the economic growth rate of Country-A in 2017 and 2018 can reach 6.8% and 6.9%, and even more than 7% in 2020. The annual remittance of overseas workers of Country-A to their hometown is about USD 25 to 30 billion. In addition, the booming information industry has created a middle class with strong consumption ability. At the same time, the per capita income of Country-A will increase to USD 4200, so Country-A is about to enter a stage of rapid growth in the consumer market, and domestic consumption opportunities are expected [1]. In this rapid growth stage, the retail market has also undergone drastic changes, with the emergence of many department stores and shopping malls in metropolitan and suburban areas, and consumers have gradually changed their consumption patterns. With the increasing income of people in Country-A, the international chain convenience store operators sense the business opportunities. Bright and clean convenience stores are replacing traditional grocery stores on the street. In response to such changes, how do the chain convenience store operators lay out and seize the market quickly?



Thus, this study takes the chain convenience store B in Country-A as the object and analyzes the influence of decision of location selection on business benefit for store expansion of the chain convenience store B in Country-A. Due to the improvement of politics and public security as well as the positive economic development in recent years, people’s income is increasing, which leads international chain convenience store operators to find business opportunities. Convenience stores are gradually replacing the traditional grocery stores. Along with the chain convenience store operators’ certainty about Country-A people’s rising disposable income, as well as a large local and untapped retail market, the situation has encouraged the chain convenience store enterprises to actively expand their stores from city to city in the country, with the hope of changing the habits of people still shopping in traditional grocery stores. The local climate, traffic, population distribution, public security, and other factors affect the decision-making of convenience stores in store expansion. We plan to use the benefits of industry data analysis to explore which conditions are the factors that affect convenience store expansion. It is expected that the empirical results of this study can provide convenience store operators with the direction to think about their business decision making.



This study takes the chain convenience store B in Country-A as the object, referred to as “SEP” in short. The number of store expansions since 2014 has entered a rapid outbreak stage. Since 2016, about 300 stores have been added on average every year, and the total number of stores has reached 2386, among which 1866 are in Islands C, 906 are located in Metropolitan Area D, 331 in Islands E, and 189 in Islands F. Franchised stores (FSs) account for 54% of all stores, while the remaining 46% are retail stores, far outpacing the total number of other supermarkets in Country-A, such as MINISTOP, Family Mart, LAWSON, and Circle K stores [2]. In order to enhance and understand the study context described for readers, it is necessary to define the FS in this study first. The FS is a chain store or branch store assisted by the headquarters to guide technology and operation management and owned by a local operator; the headquarters charge a certain percentage of royalties and guidance fees. The headquarters and the franchisees will jointly operate and share profits to create a win-win situation. Two types of FS are FS1 and FS2. The former needs to prepare their own stores to join and pay rent, and the company and the franchisee jointly invest to reduce the business risk of the franchisee’s business. The latter is a license chain, and the company provides the cost of storefront and all equipment decoration and entrusts the franchisee to operate full-time.



This study uses the store data of the SEP company in 2018 for its research, hoping to use the real industry data mining and analysis method as the prediction tool of chain convenience store expansion. The purpose of this study is as follows: (1) To analyze whether the store operation will create a net profit by means of industry data. (2) To evaluate and select a new store (site) for expansion from specific areas by means of industry data. (3) To study the prediction accuracy of Bayes net, logistic regression, and decision tree classifiers. (4) To study the influence of new chain convenience store selection in data preprocessing of machine learning on the prediction accuracy. (5) To study the influence of random sample validation and mixed cross-validation on the accuracy of machine learning.



The remaining structure of the paper is as follows: Section 2 consists of a literature review, including some main issues such as the chain convenience store and its applications and industry data mining. Section 3 describes the proposed mixed classification model research steps and examples. Section 4 comprises the analysis of empirical results, and Section 5 contains our conclusions with several topics, such as the discussion, research findings, research contributions, research limitations, and future research.




2. Literature Review


This study mainly uses the industry data mining technique for analysis, to understand how the chain convenience store B in Country-A makes the location selection decisions and quickly occupies the market. This section introduces the international chain convenience store and its applications, industry data mining, attribute selection technique, data discretization technique, and classification algorithm.



2.1. Chain Convenience Store and Its Applications


In order to establish the operation management system, the chain retail convenience stores usually establish a set of business performance measurement systems that can be followed, to evaluate the current stores and select new stores in the future to improve business performance and competitive advantage. The store location is considered to be one of the most important factors in the business expansion of convenience stores because it is a long-term decision [3]. In store-based retailing, a good location is a key factor in attracting customers to the store and can sometimes even make up for a mediocre retail expansion application. Therefore, a good geographical location can bring a strong competitive advantage because the geographical location is considered to be one of the “unique” elements of retail operation and cannot be imitated by competitors. The importance of store location to retailers should not be underestimated. Why is the store location an important decision for retailers? First, the location is often one of the most influential considerations in a customer’s store selection decision. For example, a working couple can easily decide to shop at the store closest to their bus stop on their way home from work [4]. The selection of store location usually requires the retailer to make extensive decisions [5], as there are many factors to be considered. These include the size and character of the surrounding population, the level of competition, the mode of transport, the parking spaces and nearby shops, the cost and duration of rent, and legal restrictions. After the store location has been selected, it should be regularly surveyed in detail. A thorough analysis of the location can provide multiple advantages to the retailer. It includes an understanding of the population size and characteristics, economic fundamentals, competitive dynamics, availability of store location, regulations, and labor availability in the area. According to the traffic flow at the store location [6], one of the most important factors affecting store sales is the number of vehicles and pedestrians passing through the location (traffic flow). Retailers often use traffic statistics to evaluate the attractiveness, thus optimizing the store performance [7]. Geographic information system (GISs) are an important support system for location research and trading area analysis. These software systems combine digital maps with key location data to map trading area characteristics, such as demographic data, customer purchase data, and competitor locations [8]. The site-specific applicability of the store location evaluation technique is based on the retailer’s features (such as retail type, merchandise, and pricing strategy, etc.) and is influenced by a number of factors that need to be investigated. To guide the retail location decisions and to assess or predict the potential sales or profitability of retail stores in specific regions, districts or locations, a variety of technique assessment websites have been developed. Thus, the store location determines the potential demand for a particular location, as well as other factors that affect the potential sales and profitability [9]; in particular, the other factors may include transportation costs between customers and locations (e.g., distance or travel time) and characteristics of competitors (e.g., pricing of goods or company image). Regardless of the type of chain store, it is a basic requirement to be close to customers, such as opening in shopping malls and stations, and location should save customers shopping time. It is also necessary to understand the shopping psychology of customers. For example, customers want to buy all the necessities of daily life at one time. The distribution centers of general chain stores usually adopt the method of unified procurement and centralized supply. This is in exchange for volume discounts and reduced procurement costs. Reasonable planning of transportation routes can reduce transportation costs and obtain economies of scale. Correct product positioning can help companies gain a deep understanding of consumer needs. Formulating a marketing strategy can better serve the target market and establish a good image of the product in the minds of consumers and gain enough target consumers through favorable purchase channels and innovative services.



An analysis of the previous literature on the factors that affect the exhibition store can help the research obtain the relevant important attributes and decision-making attributes required by the convenience store chain. In addition to good products and services to open a new store, the most important thing is to set the evaluation and selection of a new location. It is not only necessary to choose a good location, but also essential to understand the analysis of competitors and peers. Given the above past literature review, we can more accurately understand the key attributes of exhibition stores. It is very important to grasp the market positioning according to the attributes and then to formulate commodity strategies. At the same time, it is also significant to understand consumer needs and to win business opportunities from a business model perspective.




2.2. Industry Data Mining


Industry data are invaluable resources for mining valuable knowledge and information from originally unstructured data to create numerous benefits, such as discovering valuable insights from massive data in advance, lowering expensive time-consuming resources and avoiding laborious work for companies, and helping interested parties gain insights for better decision-making. Given the above, it is clear that data mining from industry (e.g., the healthcare industry) is a core part of data analytics and a key discipline in the data science field. For example, Santos-Pereira et al. [10] indicated that several works have suggested the use of data mining tools, to fill the gap in large amounts of complex data, for the challenging and necessary retrieval of knowledge for the successful coverage of healthcare data mining requirements. Particularly in the big data era at present, data mining makes it possible to more easily make better decisions through some advanced data mining techniques. Generally, big data structure from new data sources is too large or too complex to be processed and is unavailable in general to past ordinary computing devices [11]; data size is its first characteristic. As such, regarding the data size for big data structure, it is of relative concern across time and a variety of industries; for example, a total of more than 1 gigabyte of data was generally considered as big data to the available computing power of past decades. However, today it can make sense to consider a big data structure as containing at least 1 terabyte of data. Simply speaking, big data are data with the well-known three V’s and consist of greater variety, increased volume, and higher velocity; another characteristic is that these big data cannot be processed by traditional data processing methods or tools [11].



More importantly, the general definition of big data shall at least contain wide properties of the “6 V’s” in data management in recent years: volume, velocity, variety, value, veracity, and variability and complexity. In greater detail: (1) Volume represents the bigness of data, which is reported in multiple terabytes. (2) Velocity represents the generated rate of data and the analyzed speed from devices, such as sensors or smartphones. (3) Variety is the data heterogeneity from a given dataset, and the heterogeneity may have various categories, such as structured data, semi-structured data, and unstructured data. (4) Value defines the various types of valuability of an attribute from large volumes of data, and the original form of big data received and analyzed is either of a low value or a high value. (5) Veracity refers to the untrustworthiness inherent in data sources. (6) Variability is the data variation in its flow rate, and complexity represents the data generated from a great number of sources. Furthermore, statistics and data mining techniques for industry data analysis include significance testing, classification, regression/prediction, cluster analysis, association rule learning, anomaly detection, and visualization. The statistical analysis provides the scientific reasoning for the procession from data to knowledge and then to action, which is crucial to data analysis from industry [11]. In [11], the authors emphasized the interest in developing suitable and efficient data analysis methods to leverage massive volumes of heterogeneous data, such as video formats, audio, and unstructured text. In addition, industry data is also a term to describe amounts of data with complexity-based and variability-based features and requires advanced IT (or machine learning) techniques to capture, store, distribute, manage, and analyze the data given. Industry data mining covers topics such as fundamental questions, classification, clustering, trends, bias analysis, next-generation database system, and applied case studies, with the contributors including researchers from academia, government, and industry [12]. In the past decade, there has been an explosion in the generation and collection of data, e.g., the widespread use of bar codes for most commercial products and the computerization of many commercial and government transactions, which has left us awash with data and in desperate need of new techniques and tools that can help automate the transformation of data into useful knowledge.



Given the above, it is understandable that the significance of industry data is not only seen in the production and mastery of useful data information but also in the professional processing of valuable data. In the era of continuous emerging big data, data visualization becomes easier and clearer with a systematic view. For example, industry data are applied in marketing research to analyze the population of each district, the consumption power of each district, the income level of each district, etc. Further, they can estimate the number of visitors and products that may be purchased in each region and calculate the potential turnover. This research is based on the above concepts and practices and studies the key factors of the new exhibition store. It is of urgent need to use data mining technology in specific industries to find out the key factors for the success of opening a new store and use rational data to evaluate the benefits.




2.3. Attribute Selection Technique


The “attribute selection” strategy for data preprocessing has been proven to be effective for all kinds of data mining and data preparation (especially high-dimensional data) and machine learning problems. The goals of attribute selection include building simpler and easier-to-understand models, improving data mining performance, and preparing clean and understandable data. The recent growth of industry data mining has presented some substantial challenges and opportunities to select the feature. It has been widely used in many research fields, such as statistical pattern analysis, machine learning [13], and data mining [14]. Armanfard et al. [15] explained that there are three reasons for using the attribute selection technique: to simplify the model, to be easy to understand, to shorten the training time and to improve the universality. Chandrashekar and Sahin [16] explained that attribute selection helps in solving the problem of too much low-value data and too little high-value data and assists to reduce the computing time, improve the prediction performance, and better understand the machine learning or pattern recognition application. Attribute selection is to search all possible combinations of all attributes in the data set and find out the group of attributes with the best prediction effect. Selecting the best part from the original data and features with good identification ability can not only simplify the calculation but also helps in understanding the causal relationship of the problem [17], which is an important part of machine learning. Attribute selection has many advantages, including: (1) Data collection: reduce the resource costs and make the data clear and easy to see. (2) Data preprocessing: delete redundant attributes to make the calculation of model building more efficient and simplify the model. (3) Data interpretation: after the attribute selection method, the interference of prediction results is improved, the explanatory ability is enhanced, and the model derivation and knowledge mining are accelerated [18]. The purpose of attribute selection is to find out the most relevant classification features, reduce the accuracy technique of dimensionally correct training sample classification, and select the important and effective condition data from the data sources.



In summary, attribute selection is the process of removing irrelevant features or attributes according to the specified feature measurement conditions to select the best features for analyzing data in a given data set. This attribute selection work is very important to deal with classification work for grouping problems; thus, this study aims to use attribute selection technology for data preprocessing to simplify the model experiment and improve model performance in advance.




2.4. Data Discretization Technique


Discretization is a basic preprocessing technology [19], and the most influential data preprocessing task, which aims to take the concise data as a category suitable for learning tasks and convert the digital attributes into discrete data, making it easier for experts to understand [20]. Advanced data mining algorithms are considered to be the correct and most useful processing methods [21]. There are two discretization methods: according to the expert’s personal judgment, the attribute can be changed to the classification distance, which is convenient to understand the result, namely expert discretization; to ensure the correctness of numerical values, different equations are used to perform the automatic data cutting, namely data discretization. In the data mining research, due to the limitation of huge data and resources, expert discretization cannot show the whole picture of results, so the automatic discretization becomes the favorite of researchers. It can simplify the calculation and data structure research, reduce the time of finding the rules, and reduce the complexity of rules. Discretization is a continuous quantization process. Continuous values are the most common rules obtained by being short, compact, and accurate, and the results are easier to be checked, used, compared, and reused. The purpose of data discretization is to set several cutting points within a specific continuous numerical range (e.g., L, M, and H represent low, medium, and high, respectively). Another function of data discretization is its ability to reduce the number of knowledge rules generated, improve the performance of classifiers, and cut off the continuous attribute value of suitability more effectively and efficiently.



Generally speaking, the advantages of discretization can meet the needs of the classification algorithm. For example, algorithms such as Bayes net cannot directly use continuous variables, and continuous data can only enter the algorithm engine after being processed by the discretization technique. Therefore, it is appropriate to this study to preferentially use the discretization technique as a data preprocessing method before the data mining stage in this study.




2.5. Classification Algorithm


Data mining mainly includes classification, association analysis, and clustering. Whether it is classification, association analysis, clustering or other data mining tools, the advantages and disadvantages of a data mining method are mainly measured from three aspects: (1) analysis efficiency, (2) operation efficiency, and (3) result interpretation. So far, few data mining methods have absolute advantages in these three aspects; thus, we should understand a data mining tool from these three aspects and choose the appropriate analysis tool to perform the data mining according to our own needs.



Thus, the classification mining tools selected and used in this study include Bayes net, logistic regression, and decision tree, since they have been commonly used in past academic research with superior performance. For example, a past study application included research on predicting bank depositor’s behavior [22], which developed the accuracy of a classifier on a real bank dataset to use telemarketing to predict the sales potential of customers ordering bank long-term deposit services; this past research was based on decision tree J48 to remove unnecessary feature models through dimensionality reduction. Moreover, past research [23] on analytical models determined job applicants. In [23], the authors used the technology of supervised and unsupervised machine learning classifiers to solve the problem that the human resource management department of an enterprise finds suitable college graduates through employment status prediction, and their final research results showed that the accuracy of logistic regression is better than other algorithms. In particular, the above two studies also had used these three classifiers, and their classification accuracy rates have a good performance. Thus, based on the above reasons, the three techniques are selected and used for identifying applications of a new chain convenience store for the purpose of data mining works. In this study, the three classification algorithms used for data analysis are described below:




	(1)

	
Bayes net: a Bayes net definition includes a directed acyclic graph (DAG) and a set of conditional probability tables. Explanation of DAG: DAG has no ring, no turning back, never turning back, and just moving forward. DAG can be redrawn, so that all edges extend in the same direction and all points have a sequence. Each node in DAG represents a random variable, which can directly observe the variable or hide the variable, while the directed edge represents the conditional dependence between the random variables. Each element in the conditional probability table corresponds to a unique vertex in the DAG and stores the joint conditional probability of this vertex for all its immediate predecessors. The training of Bayes net is divided into the following two steps: (1) to determine the topological relationship between random variables and form the DAG, which usually requires the domain experts to complete, and in order to establish a good topological structure, it usually requires repeated operations and improvements; (2) to train the Bayes net: this step is to complete the construction of the conditional probability table. If the value of each random variable can be directly observed, the training in this step is intuitive, similar to Naive Bayes classification. However, there are hidden variable vertexes in Bayes net, so the training methods are complicated, such as the gradient descent method. Research on Bayes net has been applied in various fields, such as intelligence quotient [24], learning style [25], patient discharge [26], and cervical cancer [27]. Bayes net can combine data with expert knowledge judgment and not only has the ability to predict but also can perform calculations for uncertain problems, showing the correlation between variables. For example, Bayes net is used in the prediction of consumer review analysis [28]. The Bayes net was chosen for this study experiment because it performed well in various domains when applied to classification tasks from past studies.




	(2)

	
Logistic regression: logistic is similar to linear regression analysis, mainly discussing the relationship between dependent variables and independent variables. The dependent variable (Y) in linear regression is usually a continuous variable, but the dependent variable (Y) discussed in logistic regression is mainly a category variable, especially variables divided into two categories (e.g., yes or no, with or without, agreed or disagreed, etc.). Logic regression is a statistical method used to analyze data sets with binary dependent variables (binary system). It can be used to find a relationship between a dependent binary variable and one or more independent variables. Each independent variable is multiplied by the weight and summed. This result is added to the sigmoid function to find the result between 0 and 1. Values above 0.5 are treated as 1; values below 0.5 are treated as 0, and it is important to find out the best weight or regression coefficient. Therefore, optimization techniques are used to find the optimal regression coefficient and weight [29]. Logistic regression does not require much computing resources, so it is widely used. In particular, from the study of Demidenko [30], it is indicated that there is no consensus on the approach to calculate the computational power resource and data sample size with logistic regression. Thus, the problem of defining unknown data sample size with power is important in different industry fields, especially in cases of expensive measurements of industrial applications. In [30], a Wald-based power and data sample size formula had been derived for logistic regression and proposed to minimize the total data sample sizes within a case–control study in order to obtain a power given by optimizing the ratio of control cases; as a result, the optimal control cases are equal to the square root of the alternative odds ratio. Moreover, Motrenko et al. [31] treated the parameters of a regression model as a multivariate variable and used the distance of parameter distribution functions on cross-validation datasets to measure the data sample size, and they supported an applied mathematics contribution to data mining and statistical learning.



Interestingly and importantly, it is also a key issue to address and describe the problem of related resource consumption in actual analysis when the data size is unknown. For example, the World Wide Web has grown and collected new data from being an active industry platform and has arrived at immense speed to a big data, and this situation has spawned a specialized computing basis in the data paradigm, where the massive amount of given data must be processed within a reasonable response time in order to handle its high velocity; thus, this spurred several ideas for processing fast data interests [32]. In [32], the authors proposed and optimized the prototype of their so-called Raincoat query, and they demonstrated the significant contribution in increasing the performance of a Raincoat query; concurrently, they used the random sampling method to estimate cardinality and to store less data compared to histograms, and this method is especially important since the total data size is not known like with data stream structure, which can take advantage of less time to compute the estimate data. Regarding data streams of a big data framework [33], many techniques such as different sampling algorithms have developed to overcome the dilemma between resource consumption and unknown data size and some have shown superior performance in recent years. In particular, from the research of Cardellini et al. [34], it is indicated that dealing with unbounded dataflows, data stream application is typically long running and thus likely experiences varying workloads and working conditions over time.



Looking back to logistic regression, it is easy to interpret, requires no adjustment of input features and is easy to normalize, and its output is a well-corrected predicted probability. For example, the application in predicting waiting and treatment times in emergency departments [35] has a good performance. The reason for choosing the logistic regression method in this study is that it also has excellent performance in many application fields of research, so it is adopted and also used as one target of the supervised classification tools.




	(3)

	
Decision tree: decision tree is the main application tool in the field of data mining, and its method can be verified and segmented from root in order. Each branch tree represents a verification result, and the leaf node displays the distribution state of target variables, which is finally presented in the form of the tree. Each path from root to leaf node can extract a decision tree rule, and the data can be classified into a tree structure through the selection of different variables and the designation of targets, and a classification system or prediction model with hierarchical structure can be presented [36]. A variety of decision tree algorithms have been developed in modern times, mainly including Chi-squared Automatic Interaction Detection (CHAID) [37], Classification and Regression Tree (CART) [38], Interactive Dichotomiser 3 (ID3) [39], and C4.5 [40]. Advantages of decision tree classification: the classification rules are easy to understand, the data processing time is not too long, and it can also process the string data in category. Disadvantages: it is difficult to process the continuous string data type, and the data type of time series needs to be discretized first. When there are too many data types, the error rate increases rapidly. The decision tree is easy to understand and easy to extract the characteristics of the rules, which can make the research results easier to interpret through visual graphics, such as with the classification and prediction of student grades [41]. According to the performance of the decision tree, it is suitably used for comparison with other classification methods in this study.











3. Research Methods


This section introduces the framework and research steps of the proposed mixed classification models and takes the chain convenience store B in Country-A as an example to illustrate the process of exploring the prediction model of chain convenience store location selection and store expansion through data mining techniques.



3.1. Research Framework for the Proposed Mixed Models


This study takes the chain convenience store B in Country-A as an example to study the new store location selection and analyze its new store expansion application, so as to understand the results of the country’s retail stores. Based on the performance and location data of chain convenience store B, using the data mining software as an analysis tool, this study adopts the binary classification method to construct the decision tree analysis model and takes the data from January to December 2018 as the analysis target, combined with the local climate, demographic statistics, and business circle conditions. The prediction model is used for analysis, and the rules are found with Bayes net, logistic regression, and decision tree classifiers through random proportion sampling and mixed cross-validation, to assist the logistics personnel to make decisions for store expansions through the analysis method. The research framework is shown in Figure 1. Importantly and interestingly, this study adopts a concept of hybrid procedure of named 3-4-8-2 components combination to appropriately process an experience policy in order to run the proposed mixed model with empirical case. That is, for highlighting the combination procedure of 3-4-8-2 components experiment execution stage in detail, 3 good target classifiers (Bayes net, logistic regression, and J48 decision tree) and 4 different data preprocessing models (without preprocessing, with attribute selection, with data discretization, and with attribute selection and data discretization) are experienced into 8 different experiments by using 2 data-partitioning methods (percentage-split and cross-validation) for identifying the application of new chain convenience store selection.




3.2. Mixed Classification Model Research Steps and Examples


In this study, the prediction model for the application on new chain convenience store location selection and new store expansion has the following eight key steps, and an actual example is used to experience in detail as follows:



Step 1: Establishment of research objective data. This study establishes the research direction and data collection by means of expert and field investigation. Through the data extraction and predictive analysis, this is an important step in data mining. Climate and regional population development are taken as the basis of data analysis for the location selection of store expansion. Country-A’s land is widely distributed, and since it is located in the subtropical areas, the topography of each region is greatly affected by climate. This also affects the decisions of store expansion, especially in the regions directly facing the possibility of typhoons and prone to be affected by flooding, landslides, and road collapse, which can lead to inaccessible logistics distribution; thus, a store in Islands C, Islands E, and Islands F is difficult to set up. In terms of regional population development, the Human Development Index (HDI) is a standard issued by UNDP since 1990 to measure the socio-economic development degree of countries, and countries are divided into four groups: very high, high, medium, and low. Only countries in the first group of “extremely high” are likely to become developed countries. The index values are calculated on the basis of life expectancy at birth, years of schooling (including the average and expected years of schooling), and per capita gross national income (GNI), and can be used worldwide for comparison between countries.



Step 2: Acquisition of research data. After confirming the collected data through local investigation and discussion with the IT department of chain convenience store B, the time interval from January to December 2018 is taken as the analysis range, and then the attributes of each data field are established.



Step 3: Selection of research data. The data selection is given priority to the existing store information; the data fields are the store type, zone, district, business circle, human development index, population, climate, population density coefficient, number of POS, number of cashiers, and monthly average daily performance in 2018 (a total of 22 conditional attributes), while the net profit and store expansion are the two types of decision attributes, and the recommendation for data feature of decisional attribute are made and provided by experts. For the net profit, there are two classes classified: Y (referring to have positive profit) and N (referring to negative profit–loss). Correspondingly, there are also two classes classified for new store selection (abbreviated as NSS in this study): Y refers to that this store can be selected for an expanded new-site location and N refers to do not select this site. In detail, Table 1 lists the information of 22 conditional features and two types of decisional attributes in order to identify and select applications of a new chain convenience store.



Step 4: The data are consolidated and compiled into the table. The related data information for the store data set (original source of data) used is shown in Table 2. The raw data collected from the Country-A data set has 2231 instances regarded as experimental targets. Afterwards, they are coded into suiting for experiencing and measuring the proposed model performance.



Step 5: Attribute establishment. The data are firstly standardized to facilitate the data mining software tools to analyze the climate and population density, etc., and the text is replaced by code names, as shown in Table 3. For example, the climate index is shown in Table 4. Population density is defined as the population density (PD) coded by expert recommendation: less than or equal to 10,000, more than 10,001 and less than or equal to 20,000, and more than 20,001 are distinguished by grading codes PDL (low), PDM (medium), and PDH (high), respectively. Net profit is judged by experts based on financial statements, and the grading codes are N (No profit–Loss) and Y (Profit). NSS is judged by the recommendation of experts based on a more complete and overall consideration of internal and external information and experience, and the grading codes are N (No selection) and Y (Selection).



Step 6: Attribute selection. Commonly used methods for general data mining analysis mainly include the classification, regression analysis, association rules, characteristics, change, and deviation analysis, respectively, from the different angles for data mining. This study will adopt the classification for analysis. The so-called classification analysis is to divide a set of data into several categories according to their similarity and difference. Its purpose is to make the similarity between the data in the same category as large as possible and the similarity between the data in different categories as little as possible. The attributes selection is to search all possible combinations of all the attributes in the data set and find the group of attributes with the best prediction effect. This study adopts the machine attribute selection, and the selection steps are explained in detail in Section 4.



Step 7: Data discretization. To discretize, simplify, and reduce the complexity of numerical data attributes, this study uses the automatic discretization in the data preprocessing method of the data mining package software.



Step 8: Classifier selection and execution. It is to select the suitable data attributes for analysis, select the suitable classification algorithms for different purposes, conduct the data mining to achieve the best prediction results, and evaluate the results once obtained. In this study, three well-known classifiers (Bayes net, logistic regression, and decision tree), which are commonly used in academic circles, are selected and used for the data mining to establish the prediction model. Firstly, the data sets are divided into the training and testing, and randomly divided into the training data sets and testing data sets for machine learning. It is a purpose of this study that the classification performance is evaluated to find out the most suitable model prediction method. Moreover, all the data are loaded into the analysis software for calculation. In the training and testing mode, the data mining software will randomly sample 67% of the data for training and then bring the remaining 33% into the test, and finally obtain the accuracy of the test data. The main flow chart of machine learning related to the proposed mixed models is shown in Figure 2.





4. Analysis of Empirical Results


Based on the research steps and examples of the mixed classification model established in the previous section, different experimental situations are constructed through the combination procedure of highlighting 3-4-8-2 components experience policy to further verify the contributions and research findings. Four main research steps are taken, and the experimental results and findings are described in two different decision attribute categories in each step.



4.1. Empirical Step Description


In this study, the data mining tools are used to analyze the data of classification models. This section performs the data analysis and records the results as follows: Step 1: Load the cleaned data. Step 2: Preprocess the data; verify by attribute selection and data discretization, respectively. Step 3: Execute the selected classifiers; in this study, the accuracy of Bayes net classifier, logistic regression, and decision tree are analyzed and compared. Step 4: Output the empirical results.



Step 1: Load the cleaned data. Since there is incomplete information or error situations in the obtained information, it needs to screen the information first for data cleaning. In this study, the data set used is first formatted in export text of a CSV file in Microsoft Excel, and then it is imported into a data mining tool in Weka package software, which was operated for processing data standardization analysis. Many data mining algorithms in Weka have various functions, such as calculate data similarity, execute classification, and do clustering, etc. For example, when calculating the similarity of data of multi-dimensional variables, the data units of each dimension are different, resulting in different full distances. If the unit is ignored and the similarity is calculated numerically, it will happen that the dimensional attribute with a larger full distance has a great influence on the similarity. In using Weka software, the default parameters of most algorithms are initially and automatically normalized. In order to overcome and standardize these problems of fair comparisons, this study adopts and uses all Weka’s default parameters to normalize or standardize each dimension, which is a reasonable and reliable approach.



Step 2: Preprocess the data. The research direction is established through the advice of new chain convenience stores and retail experts, and the empirical results are compared. The research data range is the stores with complete performance of each convenience store in 2018, with a total of 2231 research data. This study takes 22 conditional attributes and two types of decision attributes as the data analysis objects: the conditional attributes include the store type, zone, district, business circle, human development index, climate coefficient, population, PD coefficient, number of POS, number of cashiers, and PSD (Per Store Daily) from January to December; net profit and NSS are the decision attributes, respectively. There are two main techniques used for the data preprocessing stage: (1) Attribute selection: data mining software adopts the supervised machine learning for attribute selection, and the selected conditions are judged directly by the machine. (2) Data discretization: data discretization is carried out also by the unsupervised machine learning with data mining tools.



Step 3: Execute the selected classifier. In this study, three classifiers, Bayes net, logistic regression, and J48 decision tree, are used for data mining, and models are established and evaluated after data analysis. The following two data verification (data-partitioning) methods are adopted:




	(1)

	
The data sets are divided into the training and testing data, and the optimal prediction model is found through machine learning techniques. The data mining tool randomly samples and trains 67% data and tests the remaining 33% data to verify the accuracy of the data analysis.




	(2)

	
K times (folds) of cross-validation: the training set is divided into K subsamples and one single subsample is reserved as the data to verify the model, and the other K-1 samples are used for training. Cross-validation is repeated for K times, once for each subsample, averaging the results of K times or using other combinations, resulting in a single estimate. The advantage of this method lies in the repeated use of randomly generated subsamples for training and validation at the same time, with each result verified once. In this study, 10 times of mixed cross-validation are adopted and conducted.









Step 4: Output the empirical results. According to the collected data set, through the above experimental steps, the empirical results are produced, and a conclusion with meaningful information/knowledge is made.



According to the above research steps, highlighting components of various combinations of processing a called 3-4-8-2 experience procedure with clear definitions, including the data mining techniques (attribute selection and data discretization), classifiers (Bayes net, logistic regression, and J48–C4.5 algorithm), validation methods (percentage split and cross-validation), conditional attributes (including daily average performance), and decision attributes (net profit and NSS), are integrated into four types of models (such as A1~A4, B1~B4, …, G1~G4, and H1~H4), respectively, and eight experimental situations, as shown in Table 5.




4.2. Empirical Results


Due to the length limitation, only the decision trees of Experiment 1 to Experiment 4 and three rules are listed here. The research steps of Experiment 5 to Experiment 8 are similar to Experiment 1 to Experiment 4, so they are omitted.



	(1)

	
Experiment 1: net profit is the decision attribute, including the conditional attribute of daily average performance. 67% data are randomly sampled for training, and the remaining 33% data are for testing.







Model description:



Model A1: without attribute selection and without data discretization. Model A2: with attribute selection (Store type, Cashier, APR, MAY, JUN, AUG, and DEC). Model A3: with data discretization. Model A4: with attribute selection and with data discretization. After the experiments, the comparison table and statistical graph of Models A1-A4 net profit decision are shown in Table 6 and Figure 3, respectively.



Results of Experiment 1:



Bayes net classifier: Model A4 has the highest accuracy of 90.7609%, and Model A1 has the lowest accuracy of 88.9946%.



Logistic regression classifier: Model A4 has the highest accuracy of 90.3533%, and Model A1 has the lowest accuracy of 86.1413%.



J48 decision tree classifier: Model A2 has the lowest accuracy of 90.4891%, the other three models have an accuracy of 91.0326%. J48 decision tree takes Model A2 as an example. The decision tree is shown in Figure 4.



Rule description:



Rule 1: IF PSD MAY   >   57,516 and JUN   >   48,096 and 5   >   Cashier  ≤  6 THEN Profit   =   Y.



Assuming that the daily performance is more than 57,516 in May and 48,096 in June, and the number of cashiers is more than 5 and less than or equal to 6, it is predicted that the store in this area will create a net profit.



Rule 2: IF PSD MAY  >  57,516 and JUN  >  48,096 and Cashier  >  8 and APR  >  131,325 THEN Profit  =  Y.



Assuming that the daily performance is more than 57,516 in May and 48,096 in June, and the number of cashiers is more than 8, and the daily performance is more than 131,325 in April, it is predicted that the store in this area will create a net profit.



Rule 3: IF PSD MAY  >  57,516 and JUN  >  48,096 and Cashier  ≤  5 and DEC  ≤  136,978 THEN Profit  =  Y.



Assuming that the daily performance is more than 57,516 in May and 48,096 in June, and the number of cashiers is less than or equal to 5, and the daily performance is less than or equal to 136,978 in December, it is predicted that the store in this area will create a net profit.



According to the analysis results of J48 decision tree, after attribute selection is included, the condition of the number of cashiers is added to the important attributes, and the store performance in April, May, June, and August is an important factor to predict whether the store in this area will create a net profit.



In Experiment 1, it is found that the J48 decision tree classifier has a higher average accuracy, and Model A1 logistic regression has the lowest accuracy of 86.1413%. In terms of the model, the accuracy of the model without attribute selection or data discretization is lower, while the accuracy of the model with attribute selection is generally higher. J48 decision tree has the highest average accuracy.



	(2)

	
Experiment 2: profit is the decision attribute, including the conditional attribute of daily average performance, by cross-validation (10-fold mixed cross-validation). Model description:







Model B1: without attribute selection and without data discretization. Model B2: with attribute selection (Cashier, APR, MAY, JUN, AUG, and DEC). Model B3: with data discretization. Model B4: with attribute selection and with data discretization. The comparison table and statistical graph of Models B1-B4 net profit decision are shown in Table 7 and Figure 5.



Results of Experiment 2:



Bayes net classifier: Model B4 with attribute selection and data discretization has the highest accuracy of 90.9458%, and Model B1 without preprocessing has the lowest accuracy of 89.1528%.



Logistic regression classifier: Model B4 with attribute selection and data discretization has the highest accuracy of 90.5424%, and Model B1 without preprocessing has the lowest accuracy of 89.1528%.



J48 decision tree classifier: Model B1 has the highest accuracy of 90.8113%, and Model B2 has the lowest accuracy of 90.2734%. J48 decision tree takes Model B1 as an example. The decision tree is shown in Figure 6.



Rule description:



Rule 1: IF PSD MAY  >  57,516 and JUN  >  48,096 THEN Profit  =  Y.



Assuming that the daily performance is more than 57,516 in May and 48,096 in June, it is predicted that the store in this area can create a net profit.



Rule 2: IF PSD MAY  >  57,516 and JUN  ≤  48,096 and APR  >  56,888 THEN Profit  =  Y.



Assuming that the daily performance is more than 57,516 in May, less than or equal to 48,096 in June, and more than 56,888 in April, it is predicted that the store in this area can create a net profit.



Rule 3: IF PSD MAY  ≤  57,516 and AUG  >  51,165 and JUL  >  53,503 and OCT  ≤  58,912 THEN Profit  =  Y.



Assuming that the daily performance is less than or equal to 57,516 in May, more than 51,165 in August, more than 53,503 in July, and less than or equal to 58,912 in October, it is predicted that the store in this area can create a net profit.



According to the analysis results of J48 decision tree, based on the tree structure, the important attributes include PSD in January, April, May, August, and November, which are the important factors to predict whether the store in this area can create a net profit.



In Experiment 2, it is found that Model B1 (without preprocessing) has the highest accuracy through cross-validation, while Model B2 preprocessed with attribute selection has the lowest accuracy. In this experiment, it is found that the cross-validation method has no significant improvement in the accuracy after data preprocessing, whether it is with attribute selection or data discretization. However, compared with the other two classifiers, the accuracy of J48 is relatively stable and high.



	(3)

	
Experiment 3: NSS is the decision attribute, including the conditional attribute of daily average performance. 67% data are randomly sampled for training, and the remaining 33% data are for testing.







Model description:



Model C1: without attribute selection and without data discretization. Model C2: with attribute selection (Cashier, MAR, APR, MAY, JUN, SEP, and DEC). Model C3: with data discretization. Model C4: with attribute selection and with data discretization. The accuracy of Models C1~C4 is calculated by three classifiers: Model C1 (Bayes net   =   93.6054%, Logistic regression  =  93.0612%, J48  =  94.5578%); Model C2 (Bayes net  =  94.6939%, Logistic regression  =  93.3333%, J48  =  94.6939%); Model C3 (Bayes net   =   93.3333%, Logistic regression  =  93.8776%, J48  =  94.2857%); Model C4 (Bayes net  =  93.8776%, Logistic regression  =  94.6939%, J48  =  94.5578%). The statistical graph of Models C1-C4 new store selection decision is shown in Figure 7.



Results of Experiment 3:



Bayes net classifier: Model C2 has the highest accuracy of 94.6939%, and Model C3 has the lowest accuracy of 93.3333%.



Logistic regression classifier: Model C4 has the highest accuracy of 94.6939%, and Model C1 has the lowest accuracy of 93.0612%.



J48 decision tree classifier: Model C2 has the highest accuracy of 94.6939%, and Model C3 has the lowest accuracy of 94.2857%. J48 decision tree takes Model C2 as an example. The decision tree is shown in Figure 8.



Rule description:



Rule 1: IF PSD MAY  >  57,795 and JUN  >  48,096 THEN NSS  =  Y.



Assuming that the daily performance is more than 57,795 in May and more than 48,096 in June, it is predicted that this area (site) can be selected as a new store.



Rule 2: IF PSD MAY  >  57,795 and JUN  ≤  48,096 and APR  >  56,958 and HDI  <  0.749 and DEC  >  59,261 THEN NSS  =  Y.



Assuming that the daily performance is more than 57,795 in May, less than or equal to 48,096 in June, and more than 56,958 in April, and the human development index is less than 0.749, and the daily performance is more than 59,261 in December, it is predicted that this area (site) can be selected as a new store.



Rule 3: IF PSD MAY  ≤  57,795 and JUN  >  53,024 and APR  >  51,845 THEN NSS  =  Y.



Assuming that the daily performance is less than or equal to 57,795 in May, more than 53,024 in June, and more than 51,845 in April, it is predicted that this area (site) can be selected as a new store.



According to the analysis results of J48 decision tree, after attribute selection is included, the conditions of PSD and HDI are added to the important attributes. Based on the tree structure, the decision conditions of store performance in April, May, June, November, and December and HDI are the important factors to predict whether this area (site) can be selected as a new store.



In Experiment 3, it is found that the J48 decision tree classifier has a higher average accuracy, and the logistic regression classifier has the lowest accuracy of 93.3333%. In terms of the model, the accuracy of the model without attribute selection is lower, while the accuracy of the model with attribute selection is generally higher. J48 decision tree has the highest average accuracy.



	(4)

	
Experiment 4: NSS is a decision attribute, including the conditional attribute of daily average performance, by cross-validation (10-fold mixed cross-validation).







Model description:



Model D1: without attribute selection and without data discretization. Model D2: with attribute selection (Cashier, MAR, APR, MAY, JUN, SEP, and DEC). Model D3: with data discretization. Model D4: with attribute selection and with data discretization. The accuracy of Models D1~D4 is calculated by three classifiers: Model D1 (Bayes net  =  93.3603%, Logistic regression  =  93.0911%, J48  =  92.9116%); Model D2 (Bayes net  =  94.1229%, Logistic regression  =  93.6294%, J48  =  93.7192%); Model D3 (Bayes net  =  92.8219%, Logistic regression  =  92.9116%, J48  =  93.2257%); Model D4 (Bayes net  =  93.2705%, Logistic regression  =  93.5397%, J48  =  93.4948%). The statistical graph of Models D1-D4 new store selection decision is shown in Figure 9.



Results of Experiment 4:



Bayes net classifier: Model D2 has the highest accuracy of 94.1229%, and Model D3 has the lowest accuracy of 92.8219%.



Logistic regression classifier: Model D2 has the highest accuracy of 93.6294%, and Model D3 has the lowest accuracy of 92.9116%.



J48 decision tree classifier: Model D2 has the highest accuracy of 93.7192%, and Model D1 has the lowest accuracy of 92.9116%. J48 decision tree takes Model D1 as an example. The decision tree is shown in Figure 10.



Rule description:



Rule 1: IF PSD MAY  >  57,795 and JUN  >  48,096 THEN NSS  =  Y.



Assuming that the daily performance is more than 57,795 in May and more than 48,096 in June, it is predicted that this area (site) can be selected as a new store.



Rule 2: IF PSD MAY  >  57,795 and JUN  ≤  48,096 and APR  >  56,958 and Cashier  >  5 and SEP  >  51,744 THEN NSS  =  Y.



Assuming that the daily performance is more than 57,795 in May, less than or equal to 48,096 in June, and more than 56,958 in April, and the number of cashiers is more than 5, and the daily performance is more than 51,744 in September, it is predicted that this area (site) can be selected as a new store.



Rule 3: IF PSD MAY  >  57,795 and JUN  ≤  48,096 and APR  >  56,958 and Cashier  >  5 and SEP  ≤  51,744 and MAR  >  58,081 and DEC  >  65,854 THEN NSS  =  Y.



Assuming that the daily performance is more than 57,795 in May, less than or equal to 48,096 in June, and more than 56,958 in April, and the number of cashiers is more than 5, and the daily performance is less than or equal to 51,744 in September, more than 58,081 in March, and more than 65,854 in December, it is predicted that this area (site) can be selected as a new store.



According to the analysis results of J48 decision tree, the important attributes include the conditions such as PSD and HDI. Based on the tree structure, the decision conditions of store performance in April, May, June, September, November, and December, and HDI are the important factors to predict whether this area (site) can be selected as a new store.



In Experiment 4, it is found that Bayes net classifier has the highest accuracy, and the model with attribute selection generally has higher accuracy.




4.3. Comparison of Experiment 1 to Experiment 8


This study takes profit to represent whether the store can create a net profit or loss and NSS to represent whether this area can be selected as a new store as the decision attributes. These two decision attributes are suggested and provided by experts, and the analysis of these two data is combined with the average daily store performance from January to December 2018 as the conditional attributes, to analyze whether the condition has influence distinguished by the with/without performance condition. Based on the above data collation results, the optimal accuracy of two groups in each experiment is listed, respectively, with the statistical data of net profit as decision attribute and NSS as decision attribute, as shown in Table 8 and Table 9. The bar graph with net profit as decision attribute and NSS as decision attribute is as shown in Figure 11 and Figure 12.



	(1)

	
When to predict whether the store will create a net profit, the mixed test method has a high accuracy, while whether the performance condition (PSD) is added has a great impact, with an accuracy difference of about 10%. The accuracy of the classifier based on J48 decision tree is relatively high and stable. In addition, those with data preprocessing such as attribute selection and data discretization will also have higher accuracy than those without data preprocessing.




	(2)

	
When to predict whether this area (site) can be selected as a new store, the results are slightly different from whether the store will create a net profit. The accuracy of the test method is higher with the random sampling method, and whether the performance condition (PSD) is added has a great impact, with an accuracy difference of about 10%. The accuracy of classifiers selected in this experiment does not differ greatly. In addition, the accuracy with data preprocessing of attribute selection is higher than that without data preprocessing. The only considerable difference is that the data mining software can perform the attribute selection in the experiment but not the data discretization, resulting in poor reference for the prediction, which needs to be further studied by interested people in the future.









5. Conclusions


In the process of drawing the empirical conclusions, the empirical results of this study are obtained. The conclusions are divided into five categories, namely the discussion, research findings, research contributions, research limitations, and future research, as described below.



5.1. Discussion


The decision-making process of retail stores for identifying and confirming the study results usually follows a systematic process with two insights of managerial and technical perspectives for further achieving valuable discussion. First, this process can be broadly discussed and described in a variety of determinants for effectively identifying applications of the new chain convenience store in the five-core importance for managerial perspectives, as follows:




	(1)

	
Market selection: Considering an area or site with potential for a new store location is an important and interesting issue. It is also valuable that identifying business districts with specific functions or features can be measured based on stores, goods, service content, and demographics. Afterwards, the general selection conditions for the market of a new chain convenience store are convenient transportation, obvious landmarks, convenient parking, easy access for consumers, and targeting specific consumer groups as the primary goal. However, exploring and discussing the variables influencing market selection is a considerable task because there are too many other factors to be addressed, particularly for unpredictable events. For example, the COVID-19 epidemic is accompanied with social distancing regulations, which restrict consumers’ original shopping habits and challenge the supermarket connection with consumers. In order to minimize the contact between people, it is suggested that the location of supermarkets can be oriented towards community and delivery services. Supermarket exhibition stores are not limited to commercial areas, but they should be located in residential areas as much as possible. The purpose is to be close to consumers because the rental cost is relatively lower than that in commercial areas, and the number of stores can be more. The manpower and logistics of supermarkets may be affected by COVID-19. Automated robotics and Internet of Things (IoT) solutions can track goods and arrange shipments. Potential benefits of autonomous robots include increased efficiency, reduced errors, and improved safety. Facing the risk of uncertainty and the continuous change of online and offline consumption habits via Internet technology, it is expected that the operating mode of supermarkets can be changed more flexibly.




	(2)

	
Regional analysis: It is a key concern to select the potential best area for the new store within the selected area, e.g., investigate whether there is sufficient population, whether there is a target audience, etc. If you can know who lives in the surrounding area or how many people work nearby before you create a new store, it is possible and necessary to predict the turnover.




	(3)

	
On-site assessment: It is also a topic that can be discussed to take into account factors of on-site assessment, such as the number of competitors in the region, style, and popularity, etc. In this way, it is possible that the competition level of the region in the future can be estimated to adjust the brand product mix, product pricing, and service model.




	(4)

	
Market positioning: The data mining techniques used for industry in this study are organized to predict whether a chain of identifying new convenience stores will be profitable, and whether an area (site) can be selected as a new store. Behind the data experiment processing, we can understand the potential demand and potential store capacity of the new store location. The scale of the new store can be huge, and the products can be various, but it is impossible to meet the needs of all consumers. Each store has a certain market scope and a specific consumer group. If the target market positioning is wrong, the store will not be able to have consumer groups and will be eliminated and excluded by the market. Thus, the market positioning is a vital part of marketing expansion. In particular, the new expansion of chain convenience stores is a long-term investment, and it is not as flexible as the marketing of manufacturing companies. Especially when the COVID-19 epidemic affects the global economy, the challenges of international convenience stores will be even more severe than that of past times.




	(5)

	
Comparative studies of this paper and next-future paper: First, although the study has used past classification algorithms to construct the proposed mixed models, we still have a significantly scientific advantage and have comparative studies of “three well-known classification algorithms” (i.e., Bayes net, logistic regression, and J48 decision tree) in this paper when compared to actuarial literature. That is, we use a combination procedure of highlighting and processing a named 3-4-8-2 components experience (i.e., three above well-known classifiers with past good performance and four models (without preprocessing, with attribute selection, with data discretization, and with attribute selection and data discretization) are used for eight different experiments, through two data verification methods (percentage split and cross-validation)) to address the issue of a new chain convenience store. Furthermore, these classification algorithms used had a well-known and popular method with superior performance in a variety of application fields; thus, they are selected as the research focuses and research objects of the study. In the entire research plan, we have two phased objectives and interests: near-term (present paper) and later-term (next research). First, the present paper aims to use the past classifiers and compare them in the short term. Next, we will upgrade the subsequent research to capture and model some sophisticated new algorithms or state-of-the-art techniques to develop a robust model for further identifying applications of the new chain convenience store over the long term; at the same time, the performance of the proposed present and future new models can be compared and differentiated in order to study new issues related from the study concerns and future empirical results addressed.









Second, this process can be further discussed in three directions for identifying this application issue for technical perspectives, which can be further explored in subsequent research, as follows:




	(1)

	
About computer resources used for the data analysis: It is a valuable issue to discuss that the computer resources used for the data analysis interests have some key software/hardware elements, such as OS, CPU, RAM, HDD, GPU, and software for data analysis, etc. The quality of them will have positive influences on the data analysis processing and performance; thus, to explore the better combinations of these components is a priority concern and a valuable issue to explore in future research.




	(2)

	
About the trade-off problem between data analysis speed and analysis accuracy: Four literature cases are addressed and studied in this problem: (a) According to the study of Fujiwara and Casanova on network simulation issues [42], they indicated and faced a trade-off problem that packet-level network simulators can enable higher accuracy for simulation, but they consume disappointingly long times; conversely, although some simulation networks are developed for a higher level to enable fast simulation, they lose accuracy performance. (b) In Guiard and Rioul [43], they focused on discovering and strengthening the roots of the problem for the speed/accuracy trade-off for the sharp concern of human-computer interaction (HCI) work, and they proposed a method, which may have the help of HCI practitioners in obtaining from their experienced data more trustworthy and more comprehensive information on the superlative achievements of design options to evaluate the related resource-allocation strategy. (c) Lu et al. [44] proposed a framework of feature fusion deep learning, a residual neural network (ResNet) combined with attention modules, with limited computing resources to balance the accuracy and speed trade-off problem with the empirical results of the high performance of a promising video-based urban traffic crash detection system. As a result, they achieved a higher detection accuracy of 87.78% as well as an acceptable detection speed (FPS > 30 with GTX 1060). (d) Norman and Bobrow [45] analyzed the performance effect for limited processing resources. Their key principles have a limited process in its performance effect, either limits in the available processing resources, such as memory or processing effort, or limits in the available data quality. From the experimental results, they showed competition among processes affects a resource-limited process, but not a data-limited one.



Consequently, based on the above four examples, it is clear that data analysis speed and analysis accuracy are exactly a trade-off dilemma issue and worth discussing and examining; thus, it is also a key goal to design some related techniques or methods of interest in future work.




	(4)

	
About the problem of too much low-value data and too little high-value data from Chandrashekar and Sahin [16]: Although the process of attribute selection and modeling tools or algorithms will actively select or discard attributes according to their practicability for data analysis, attribute selection will be dependent on different characteristics of the given data, and thus it cannot practically produce highly consistent standard values for addressing the low-value data and high-value data in this study.










5.2. Research Finding


Some research findings, which can be used and referenced for interested parties, are yielded from the main empirical results of the study, as follows:




	(1)

	
In this study, three classifiers, Bayes net, logistic regression, and decision tree are used to predict whether the store will create a net profit and whether this area (site) can be selected as a new store. A set of rules are developed as reference elements according to the empirical results. This is an important purpose of this study, and this provides effective knowledge-based references to academicians and practitioners.




	(2)

	
In this experiment, the store performance is considered for comparison, and it is also found that if PSD data are not included, the accuracy of prediction would decrease by about 10%. In addition, the store size, such as the number of cashiers and POS as well as population development index, would also affect the prediction of new store expansion or profit and loss. It is obvious that current store management can be a reference for the evaluation of future store expansion in this area.




	(3)

	
In this experiment, we found that climate and population are not valuable for the analysis of data mining software when selecting the attributes. Empirically, we also found that if the data is not preprocessed, the accuracy will be about 10% lower than if the data is preprocessed. Moreover, it is expected that this research can reduce the time and cost of new store selection and opening in an enterprise’s operation, and then help the enterprise to obtain the maximum benefits and business opportunities.










5.3. Research Contribution


Conclusively, four key contributions are yielded and addressed from the study results, including academic contributions, enterprise contributions, application contributions, and management contributions, as follows:




	(1)

	
Academic contributions: In this study, four models, namely without preprocessing, with attribute selection, with data discretization, with attribute selection and data discretization, are discussed, respectively. The classifiers used are Bayes net, logistic regression, and decision tree for data analysis. Within the scope of this study, the data analysis shows that the performance of the decision tree classifier is stable, and the average accuracy is high. Moreover, to model such a hybrid approach by machine learning techniques for assessment and selection applications of new chain convenience stores is rarely seen from past studies; thus, this study owns significant research interest.




	(2)

	
Enterprise contributions: Due to the different culture and climate factors, the new store expansion application is not necessarily universal. Country-A is in the role of a developing country in ASEAN member countries, so the successful experience of Country-A’s chain convenience store B is appropriate as the research object, hoping to help enterprises desiring to develop new chain convenience stores in Country-A.




	(3)

	
Application contributions: Although modeling the mixed model from methodology views is not the key objective of this study, the core applications of the modeled methods are also key, intensified by the impressive results, to benefit the challenges of future application issues. This study provides a good bellwether in the field of data mining for new chain convenience store applications.




	(4)

	
Management contributions: This study offers trees-based knowledgeable rules as practical managerial directions for different purposes of interested parties and also contributes helpful management references to discover the related chain convenience store information from the study experiences.










5.4. Research Limitation


The scope of this study is limited to Country-A, where the store performance is prone to fluctuations due to factors, such as the gap between urban and rural wealth, the difference between the north and the south climate, the wide land, and the disparity of population density. Therefore, the scope of this study is not applicable to identify new store expansion applications in other countries.




5.5. Future Studies


Although this study has some excellent performance, it still has some space for improvement for subsequent research in the following four directions:




	(1)

	
As there are many factors that determine whether the store will create a net profit and this area (site) can be selected as a new store, such as store rent, personnel costs, water and electricity expenses, and taxes, which are not included in the scope of this study, the prediction reference may be inaccurate, and it is expected to be further explored in depth in the future.




	(2)

	
This proposed mixed method can be applied to the data analysis of different industries. For example, the commodities of fresh food stores include fresh food, daily necessities, etc., which will be affected by external environment changes of geographical location, population structure, regional attributes, weather, and seasons.




	(3)

	
The demand from different stores is different. Through data mining tools, it is possible to predict the demand of store merchandise and discuss the competition pattern among stores and the research on key factors of influencing demand.




	(4)

	
We will further build state-of-the-art classification techniques to construct a robust model for further re-identifying applications of new chain convenience store issues in our next research.
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Figure 1. Research framework. 
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Figure 2. Flow chart of machine learning related for the proposed mixed models in this study. 
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Figure 3. Models A1–A4 net profit decision (statistical graph). 
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Figure 4. Model A2 J48 tree. 
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Figure 5. Models B1-B4 net profit decision (statistical graph). 
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Figure 6. Model B1 J48 tree. 
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Figure 7. Models C1-C4 new store selection decision (statistical graph). 
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Figure 8. Model C2 J48 tree. 
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Figure 9. Models D1-D4 new store selection decision (statistical graph). 
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Figure 10. Model D2 J48 tree. 
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Figure 11. Bar graph with a net profit as decision attribute. 
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Figure 12. Bar graph with NSS as decision attribute. 
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Table 1. Store information.






Table 1. Store information.





	Item
	Domain Name
	Description
	Attribute





	01
	Store Type
	Store franchise type
	Text



	02
	Zone
	Large zone (divided by island)
	Text



	03
	District_name
	District name
	Text



	04
	Cluster_name
	Business circle
	Text



	05
	HDI
	Human development index
	Number



	06
	Climate type
	Climate coefficient
	Number



	07
	Population
	Population
	Number



	08
	Population density
	Population density coefficient
	Number



	09
	POS
	Cash register
	Number



	10
	Cashier
	Store staff
	Number



	11
	PSD(JAN)
	Average daily performance of January
	Number



	12
	PSD(FEB)
	Average daily performance of February
	Number



	13
	PSD(MAR)
	Average daily performance of March
	Number



	14
	PSD(APR)
	Average daily performance of April
	Number



	15
	PSD(MAY)
	Average daily performance of May
	Number



	16
	PSD(JUN)
	Average daily performance of June
	Number



	17
	PSD(JUL)
	Average daily performance of July
	Number



	18
	PSD(AUG)
	Average daily performance of August
	Number



	19
	PSD(SEP)
	Average daily performance of September
	Number



	20
	PSD(OCT)
	Average daily performance of October
	Number



	21
	PSD(NOV)
	Average daily performance of November
	Number



	22
	PSD(DEC)
	Average daily performance of December
	Number



	23
	NSS
	Evaluating the new store selection
	Text



	24
	Profit
	Evaluating the net profit (earning)
	Text
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Table 2. Some date set (original source of data).
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	Store Type
	Zone
	District_Name
	Cluster_Name
	HDI
	…
	PSD(OCT)
	PSD(NOV)
	PSD(DEC)
	NSS
	Profit





	CO
	South Luzon
	SOUTH FIVE
	Residential
	0.649
	…
	51,213
	50,520
	64,416
	N
	N



	FC2
	Central Luzon
	CENTRAL TWO
	School
	0.649
	…
	89,316
	86,267
	97,059
	Y
	Y



	FC3
	Central Luzon
	CENTRAL THREE
	School
	0.649
	…
	41,345
	39,879
	42,703
	N
	N



	CO
	Central Luzon
	CENTRAL THREE
	School
	0.649
	…
	70,661
	24,850
	73,793
	N
	N



	SA
	Central Luzon
	CENTRAL THREE
	Transit
	0.649
	…
	88,692
	92,361
	94,669
	Y
	N



	…
	…
	…
	…
	…
	…
	…
	…
	…
	…
	…



	CO
	Central Luzon
	CENTRAL TWO
	Residential
	0.649
	…
	80,697
	82,987
	88,594
	Y
	Y



	CO
	Visayas
	WESTHERN VISAYAS
	Transit
	0.749
	…
	31,770
	29,349
	37,762
	N
	N



	FC1
	North Luzon
	NORTH FOUR
	Transit
	0.749
	…
	33,321
	32,958
	39,839
	N
	N



	CO
	Visayas
	WESTHERN VISAYAS
	School
	0.749
	…
	30,278
	26,797
	28,565
	N
	N



	FC1
	South Luzon
	SOUTH SIX
	Commercial
	0.799
	…
	37,158
	34,260
	40,511
	N
	N
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Table 3. Code description.






Table 3. Code description.





	Item
	Domain Name
	Description





	01
	Store type
	Store franchise type



	02
	Zone
	Divided by island



	03
	District_name
	District name



	04
	Cluster_name
	Business circle



	05
	HDI
	Human development index



	06
	Climate type
	Climate coefficient



	07
	Population
	Population



	08
	Population Density
	Population density coefficient



	09
	POS
	Cash register



	10
	Cashier
	Store staff



	11~22
	PSD (January–December)
	Average daily performance of January to December



	23
	NSS
	New store selection decision



	24
	Profit
	Net profit (earning) decision
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Table 4. Definition of climate index.






Table 4. Definition of climate index.





	Climate Type
	Grading Code





	Two distinct seasons; dry from November to April and wet during the rest of the year.
	I



	There is no dry season; there is very significant rainfall from November to April and it gets wet for the rest of the year.
	II



	The seasons are not very obvious; relatively dry from November to April and wet during the rest of the year.
	III



	Rainfall is more or less evenly distributed throughout the year.
	IV
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Table 5. Eight experimental situations.






Table 5. Eight experimental situations.

















	Experiment Number
	Model Number
	Attribute Selection
	Data Discretization
	Classifiers
	Percentage Split
	Cross- Validation
	Daily Average Performance
	Protfit
	NSS





	1
	A1
	
	
	V
	V
	
	V
	V
	



	
	A2
	V
	
	V
	V
	
	V
	V
	



	
	A3
	
	V
	V
	V
	
	V
	V
	



	
	A4
	V
	V
	V
	V
	
	V
	V
	



	2
	B1
	
	
	V
	
	V
	V
	V
	



	
	B2
	V
	
	V
	
	V
	V
	V
	



	
	B3
	
	V
	V
	
	V
	V
	V
	



	
	B4
	V
	V
	V
	
	V
	V
	V
	



	3
	C1
	
	
	V
	V
	
	V
	
	V



	
	C2
	V
	
	V
	V
	
	V
	
	V



	
	C3
	
	V
	V
	V
	
	V
	
	V



	
	C4
	V
	V
	V
	V
	
	V
	
	V



	4
	D1
	
	
	V
	
	V
	V
	
	V



	
	D2
	V
	
	V
	
	V
	V
	
	V



	
	D3
	
	V
	V
	
	V
	V
	
	V



	
	D4
	V
	V
	V
	
	V
	V
	
	V



	5
	E1
	
	
	V
	V
	
	
	V
	



	
	E2
	V
	
	V
	V
	
	
	V
	



	
	E3
	
	V
	V
	V
	
	
	V
	



	
	E4
	V
	V
	V
	V
	
	
	V
	



	6
	F1
	
	
	V
	
	V
	
	V
	



	
	F2
	V
	
	V
	
	V
	
	V
	



	
	F3
	
	V
	V
	
	V
	
	V
	



	
	F4
	V
	V
	V
	
	V
	
	V
	



	7
	G1
	
	
	V
	V
	
	
	
	V



	
	G2
	V
	
	V
	V
	
	
	
	V



	
	G3
	
	V
	V
	V
	
	
	
	V



	
	G4
	V
	V
	V
	V
	
	
	
	V



	8
	H1
	
	
	V
	
	V
	
	
	V



	
	H2
	V
	
	V
	
	V
	
	
	V



	
	H3
	
	V
	V
	
	V
	
	
	V



	
	H4
	V
	V
	V
	
	V
	
	
	V
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Table 6. Models A1-A4 net profit decision (comparison table).
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	Model
	Bayes Net (%)
	Logistic Regression (%)
	J48 (%)





	A1
	88.9946
	86.1413
	91.0326



	A2
	90.2174
	87.0924
	90.4891



	A3
	89.5382
	89.1304
	91.0326



	A4
	90.7609
	90.3533
	91.0326
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Table 7. Models B1-B4 net profit decision (comparison table).
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	Model
	Bayes Net (%)
	Logistic Regression (%)
	J48 (%)





	B1
	89.1528
	87.0013
	90.8113



	B2
	90.5424
	86.7772
	90.2734



	B3
	89.9148
	89.6459
	89.6459



	B4
	90.9458
	90.5424
	90.7665
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Table 8. Statistical table of profit as decision attribute.






Table 8. Statistical table of profit as decision attribute.





	Model
	Decision attribute
	Performance Condition
	Test Method
	Bayes Net (%)
	Logistic (%)
	J48 (%)





	A1
	Profit
	Y
	Random Sampling
	88.9946
	86.1413
	91.0326



	A4
	Profit
	Y
	Random Sampling
	90.7609
	90.3533
	91.0326



	B1
	Profit
	Y
	Mixed
	89.1528
	87.0013
	90.8113



	B4
	Profit
	Y
	Mixed
	90.9458
	90.5424
	90.7665



	E1
	Profit
	N
	Random Sampling
	80.0272
	78.8043
	79.2120



	E3
	Profit
	N
	Random Sampling
	80.0272
	79.2120
	79.2120



	F1
	Profit
	N
	Mixed
	78.7987
	79.4263
	78.7539



	F3
	Profit
	N
	Mixed
	78.7987
	79.0677
	78.7539
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Table 9. Statistical table with NSS as decision attribute.






Table 9. Statistical table with NSS as decision attribute.





	Model
	Decision Attribute
	Performance Condition
	Test Method
	Bayes Net (%)
	Logistic (%)
	J48 (%)





	C1
	NSS
	Y
	Random Sampling
	93.6054
	93.0612
	94.5578



	C2
	NSS
	Y
	Random Sampling
	94.6939
	93.3333
	94.6939



	D1
	NSS
	Y
	Mixed
	93.3603
	93.0911
	92.9116



	D2
	NSS
	Y
	Mixed
	94.1229
	93.6294
	93.7192



	G1
	NSS
	N
	Random Sampling
	82.4490
	81.6327
	81.2245



	G2
	NSS
	N
	Random Sampling
	81.2245
	81.2245
	81.2245



	H1
	NSS
	N
	Mixed
	80.5294
	81.3818
	80.7537



	H2
	NSS
	N
	Mixed
	80.7088
	80.3948
	80.7537
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