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Abstract: The problem explored in this article concerns the stability of the state feedback control
of the upper-triangular stochastic nonlinear systems whose control coefficients are time-varying.
First, the state feedback control of the corresponding nominal system is carried out by utilizing
the backstepping technique combined with the appropriate Lyapunov function. Then, low-gain
homogeneous domination technology and the efficient coordinate transformation method are adopted
to realize the state feedback control of the original system and ensure the global asymptotic stability
(GAS) in probability of the system. Finally, an example is given to illustrate the feasibility and
correctness of the method.
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1. Introduction

The stability of stochastic systems occupies an essential place in the field of nonlinear
control. On the one hand, it has an important theoretical value [1–9]. On the other
hand, it has a strong practical significance [10–12]. It is worth noting that many physical
systems such as dynamic ship positioning systems [10], robotic manipulators on seaborne
platforms [11], and wireless sensor networks [12] can all be described by stochastic systems.
In the past few years, many research works have been published on stochastic nonlinear
systems [13–23], in which a quadratic or a quartic Lyapunov function is usually designed
to tackle the stability problem of stochastic nonlinear systems.

Stochastic systems are commonly divided into two types, namely upper-triangular (i.e.,
feedforward) stochastic systems and lower-triangular (i.e., feedback) stochastic systems.
In recent years, the control issues of lower-triangular stochastic nonlinear systems have
become the focus of prominent research works with the assistance of the stochastic stability
theory [24–31]. Among them, Refs. [29–31] are able to solve the stability problem of lower-
triangular stochastic nonlinear systems through a homogeneous domination technology.
The upper-triangle stochastic nonlinear systems have also attracted extensive attention due
to its wide application in machinery and the aerospace industry. For example, the cart–
pendulum system [32] and the vertical take-off and landing aircraft [33] can all be modeled
as the upper-triangular structure. However, due to the particularity and complexity of
the structure of the upper-triangular stochastic systems, many traditional methods such
as the backstepping method are no longer applicable. This is because in the differential
transformation of the Lyapunov function, stochastic differentiation produces a Hessian
cross term for the diffusion term of the system, which makes the stability of the upper-
triangular stochastic systems very challenging.

For upper-triangular systems, Ref. [34] introduces a scale gain into the controller to
control the disturbance by using the homogeneous domination technology and generalizes
this result to the upper-triangular stochastic nonlinear systems. Ref. [35] proposes a method
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for tackling the stability problem on the basis of the homogeneous domination technique,
i.e., the low-gain homogeneous domination technique. Ref. [36] then studies the stability
problem of an upper-triangular stochastic system by utilizing the method for the first time.
Furthermore, the stability problems of large-scale [37] and high-order [38] upper-triangular
stochastic nonlinear systems as well as those disturbed by a second-order moment [39]
are investigated by utilizing the low-gain homogeneous domination technique. However,
we can notice that the systems in [36–39] are all with deterministic control coefficients.
Compared with deterministic control coefficients, time-varying control coefficients have
also received extensive attention [40], where only stochastic linear systems have been
studied. The stability problem of upper-triangular stochastic nonlinear systems with
time-varying control coefficients has not been researched.

On the basis of the above-mentioned literature, this paper utilizes the Lyapunov
function and low-gain homogeneous domination technique to analyze the stability of the
state feedback of the upper-triangular stochastic systems, which have time-varying control
coefficients. This study includes at least two important contributions:

(i) The structure of the upper-triangular systems is complex. Therefore, in this article,
a stability analysis of the nominal system is firstly carried out, and then the state feedback
stability problem of the studied systems is solved by utilizing the low-gain homogeneous
domination technique.

(ii) This paper considers general upper-triangular stochastic systems. This is in contrast
to [36–39], which consider that the control coefficients of the systems are deterministic,
while we study the systems with time-varying control coefficients. Time-varying control co-
efficients have uncertain upper and lower bounds, which, together with Young’s inequality,
ensure that the stability problem is solved.

The remaining parts are as follows. Section 2 presents relevant definitions. Section 3
discusses the main results. A numerical simulation is presented in Section 4. Finally,
Section 5 brings the paper to a conclusion.

2. Relevant Definitions

The following symbols are commonly used in this paper. R+ means the set of all
nonnegative real numbers, and Rn means the real n-dimensional space. XT is its transpose,
Tr{X} is recorded as its trace when X is square, and |X| indicates the 2-norm of vector
X in Euclidean space. For A = Aij ∈ Rn×m, defining |A| = (∑n

i=1 ∑m
j=1 A2

ij)
1/2 and

|A|∞ = max1≤i≤n{∑m
j=1 |Aij|}. C i is recorded as the set of all functions with a continuous

ith partial derivative. Class K indicates all of the R+ → R+ functions that are continuous,
strictly monotonic, and equal to zero at zero; classK∞ indicates all the unbounded functions
in K; the function β(s, t) ∈ KL: R+ × R+ → R+ indicates that for a given t, β(s, t) ∈ K,
while for a given s, β(s, t) is monotonically decreasing, and limt→∞ β(s, t) = 0.

For the stochastic nonlinear system

dx = f (x)dt + gT(x)dω, ∀ x0 ∈ Rn, (1)

where the state is x ∈ Rn, ω ∈ Rr is a Wiener process for independent standards defined
in a probability space (Ω,F , P). For any t ≥ 0, when x ∈ Rn, the functions f : Rn → Rn,
gT : Rn → Rn×r are locally Lipschitz , and f (0) = 0, g(0) = 0. The following definitions
are available.

Definition 1 ([22]). ∀ε > 0, ∃β(·, ·) ∈ KL, satisfying P
{
|x(t)| < β(|x0|, t)

}
≥ 1− ε, for

∀t ≥ 0, x0 ∈ Rn \ {0}, then system (1) is said to be globally asymptotically stable in probability,
with an equilibrium point of x = 0.

Definition 2 ([35]). For the coordinates (x1, · · · , xn) ∈ Rn and 0 < ri ∈ R, i = 1, · · · , n:
(1) ∀ε > 0, defining the dilation 4ε(x) = (εr1 x1, · · · , εrn xn), where ri is the weight of the

corresponding coordinates. For convenience, we define4 = (r1, · · · , rn);
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(2) If τ ∈ R, for ∀x ∈ Rn\{0}, ε > 0, V(4ε(x)) = ετV(x1, · · · , xn), then the scalar
function V ∈ C(Rn, R) and the vector function f ∈ C(Rn, R) are homogeneous of degree τ;

(3) For ∀x ∈ Rn, such that ‖x‖4 = (∑n
i=1 |xi|2/ri )1/2.

3. Main Results

Consider the following upper-triangular stochastic nonlinear systems in this paper:

dx1 = (d1(t)x2 + f1(x̃3))dt + gT
1 (x̃3)dω,

dx2 =
(
d2(t)x3 + f2(x̃4)

)
dt + gT

2 (x̃4)dω,
...

dxn−2 =
(
dn−2(t)xn−1 + fn−2(x̃n)

)
dt + gT

n−2(x̃n)dω,

dxn−1 = dn−1(t)xndt,

dxn = dn(t)udt, (2)

where x = (x1, · · · , xn)T ∈ Rn and u ∈ R are respectively the system state and the input,
while x̃i = (xi, · · · , xn)T ∈ Rn, ω ∈ Rr is a Wiener process for independent standards
defined in a probability space (Ω,F , P). For i = 1, · · · , n− 2, the functions fi : Rn−i−1 → R
and gi : Rn−i−1 → Rr both vanish at the origin, and for i = 1, · · · , n, di(t) : R+ → R are
unknown time-varying control coefficients with a known sign.

To study system (2), we make the following assumptions:

Assumption 1. There is a constant b > 0 for i = 1, · · · , n, such that the following equation holds:

| fi(x̃i+2)| ≤ b(|xi+2|+ · · ·+ |xn|),
|gi(x̃i+2)| ≤ b(|xi+2|+ · · ·+ |xn|). (3)

Assumption 2. Suppose that the symbol for di(t), t ∈ R+ is positive, and for i = 1, · · · , n, there
are unknown normal numbers λi, µi, and µ, such that

0 < λi ≤ di(t) ≤ µi ≤ µ. (4)

Remark 1. According to Assumption 1, the nonlinear terms fi(x̃i+2) and gi(x̃i+2) of system (2)
depend on xi+2, · · · , xn, which results the upper-triangular structure. As discussed in determin-
istic upper-triangular systems [35,41,42] and stochastic upper-triangular systems [36,37,43,44],
Assumption 1 is a reasonable assumption. Assumption 2 shows that di(t) is time-varying, and
that both upper and lower bounds are unknown, which is more general than systems [36–39] with
deterministic control coefficients.

3.1. State Feedback Control of Nominal Systems

We first consider the state feedback control of nominal systems:

dzi = di(t)zi+1dt, i = 1, · · · , n− 1,

dzn = dn(t)vdt. (5)

Next, we design an appropriate state feedback controller using the backstepping
method and then conduct a stability analysis.

Step 1. Choosing a coordinate change ξ1 = z1 and the Lyapunov function V1(z̄1)
= 1

4 ξ4
1 from (5), it follows that

LV1(z̄1) ≤
∂V1

∂z1
d1z2 ≤ d1z3

1(z2 − z∗2) + d1z3
1z∗2 . (6)
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With Assumption 2, we have

d1z3
1z∗2 ≤ µz3

1z∗2 . (7)

Then, by adding the term µc1ξ4
1 to the right side of Equation (6) and then subtracting it,

and by utilizing (7), we get

LV1(z̄1) ≤ −µc1ξ4
1 + µc1ξ4

1 + d1ξ3
1(z2 − z∗2) + µξ3

1z∗2 , (8)

where c1 > 0 is a design parameter.
Clearly, selecting the virtual controller

z∗2 = −c1ξ1 := −α1ξ1 (9)

results in

LV1(z̄1) ≤ −µc1ξ4
1 + d1ξ3

1(z2 − z∗2). (10)

Step 2. In choosing ξ2 = z2 − z∗2 and the Lyapunov function V2(z̄2) = V1(z̄1) +
1
4 ξ4

2,
we can easily derive

LV2(z̄2) ≤ −µc1ξ4
1 + d1ξ3

1ξ2 + d2ξ3
2(z3 − z∗3) + d2ξ3

2z∗3 − d1ξ3
2

∂z∗2
∂z1

z2. (11)

By Lemma A4 and Assumption 2, we have

d1ξ3
1ξ2 ≤ µ

3
4

ε211ξ4
1 + µ

1
4

ε−3
211ξ4

2, (12)

and

−d1ξ3
2

∂z∗2
∂z1

z2 = −d1ξ3
2

∂z∗2
∂z1

(ξ2 − α1ξ1)

≤ µ

∣∣∣∣∂z∗2
∂z1

∣∣∣∣ξ4
2 + µ

∣∣∣∣∂z∗2
∂z1

∣∣∣∣|ξ2|3|ξ1|α1

≤ µ
1
4

ε̄212ξ4
1 + µ

√
1 +

(
∂z∗2
∂z1

)2
ξ4

2 + µ
3
4

ε̄
− 1

3
212

α1

√
1 +

(
∂z∗2
∂z1

)2
 4

3

ξ4
2, (13)

where ε211 > 0 and ε̄212 > 0 are design parameters.
According to (12) and (13), normal numbers c21 and H21 are defined as

c21 =
3
4

ε211 +
1
4

ε̄212,

H21 =
1
4

ε−3
211 +

√
1 +

(
∂z∗2
∂z1

)2
+

3
4

ε̄
− 1

3
212

α1

√
1 +

(
∂z∗2
∂z1

)2
 4

3

. (14)

Based on Assumption 2, we have

d2z3
2z∗3 ≤ µz3

2z∗3 . (15)

Therefore, substituting (12)–(15) into (11) results in

LV2(z̄2) ≤ −µc1ξ4
1 + d2ξ3

2(z3 − z∗3) + d2ξ3
2z∗3 + µc21ξ4

1 + µH21ξ4
2. (16)
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Adding the term µc2ξ4
2 to the right side of Equation (16) and then subtracting it

results in

LV2(z̄2) ≤ d2ξ3
2(z3 − z∗3) + µξ3

2z∗3 − µ(c1 − c21)ξ
4
1 + µ(c2 + H21)ξ

4
2 − µc2ξ4

2, (17)

where c2 > 0 is the selected design parameter, and c1− c21 > 0 by choosing the appropriate
design parameters.

The smooth virtual control z∗3 is shown below:

z∗3 = −(c2 + H21)ξ2 := −α2ξ2, (18)

and by substituting (18) into (17), we have

LV2(z̄2) ≤ d2ξ3
2(z3 − z∗3)− µ(c1 − c21)ξ

4
1 − µc2ξ4

2. (19)

Step i. Suppose that at step i− 1, there exists a positive definite and C2 Lyapunov
function Vi−1(z̄i−1) as well as a set of definitions for the following virtual controllers
z∗2 , · · · , z∗i

z∗2 = −α1ξ1,
...

z∗i = −αi−1ξi−1, (20)

where ξ j = zj − z∗j (1 ≤ j ≤ i− 1) and αk (1 ≤ k ≤ i− 1) are normal numbers; thus,

LVi−1(z̄i−1) ≤ −µ
i−1

∑
j=1

(
cj −

i−1

∑
k=j+1

ckj

)
ξ4

j + di−1ξ3
i−1(zi − z∗i ), (21)

where cj −∑i−1
k=j+1 ckj > 0 by choosing the appropriate design parameters.

To continue with the induction, we can select ξi = zi − z∗i and the following Lyapunov
function in the ith step:

Vi(z̄i) = Vi−1(z̄i−1) +
1
4

ξ4
i , (22)

where z̄i = (z1, · · · , zi)
T . From (21) and (22), we get

LVi(z̄i) ≤ −µ
i−1

∑
j=1

(
cj −

i−1

∑
k=j+1

ckj

)
ξ4

j + di−1ξ3
i−1ξi

+ diξ
3
i (zi+1 − z∗i+1) + diξ

3
i z∗i+1 − ξ3

i

i−1

∑
k=1

∂zi+1

∂zk
dkzk+1. (23)
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From (20), Assumption 2, and Lemma A4, we can conclude that

di−1ξ3
i−1ξi ≤ µ

3
4

εi,i−1,1ξ4
i−1 + µ

1
4

ε−3
i,i−1,1ξ4

i ,

−ξ3
i

i−1

∑
k=1

∂z∗i
∂zk

dkzk+1 ≤ µ|ξi |3
i−2

∑
k=1

∣∣∣∣ ∂z∗i
∂zk

∣∣∣∣|ξk+1|+ µ|ξi |3
i−2

∑
k=1

∣∣∣∣ ∂z∗i
∂zk

∣∣∣∣|αkξk |

+ µ

∣∣∣∣ ∂z∗i
∂zi−1

∣∣∣∣|ξi |4 + µ|ξi |3
∣∣∣∣ ∂z∗i

∂zi−1

∣∣∣∣|αi−1ξi−1|

≤ µ
i−2

∑
k=2

1
4

εik2ξ4
k + µ

i−2

∑
k=1

3
4

ε
− 1

3
i,k+1,2

√1 +
(

∂z∗i
∂zk

)2
 4

3

ξ4
i

+ µ
i−2

∑
k=1

1
4

ε̄ik2ξ4
k + µ

i−2

∑
k=1

3
4

ε̄
− 1

3
ik2

αk

√
1 +

(
∂z∗i
∂zk

)2
 4

3

ξ4
i

+ µ

√
1 +

(
∂z∗i

∂zi−1

)2

ξ4
i + µ

1
4

ε̄i,i−1,2ξ4
i−1

+ µ
3
4

ε̄
− 1

3
i,i−1,2

αi−1

√
1 +

(
∂z∗i

∂zi−1

)2
 4

3

ξ4
i . (24)

By (24), the normal numbers cik and Hi1 can be defined as follows:

ci1 =
1
4

ε̄i12,

cik =
1
4

ε̄ik2 +
1
4

εik2, k = 2, · · · , i− 2,

ci,i−1 =
3
4

εi,i−1,1 +
1
4

εi,i−1,2 +
1
4

ε̄i,i−1,2,

Hi1 =
1
4

ε−3
i,i−1,1 +

i−2

∑
k=1

3
4

ε
− 1

3
i,k+1,2

√1 +
(

∂z∗i
∂zk

)2
 4

3

+
i−2

∑
k=1

3
4

ε̄
− 1

3
ik2

αk

√
1 +

(
∂z∗i
∂zk

)2
 4

3

+

√
1 +

(
∂z∗i

∂zi−1

)2

+
3
4

ε̄
− 1

3
i,i−1,2

αi−1

√
1 +

(
∂z∗i

∂zi−1

)2
 4

3

, (25)

where εi,i−1,j (j = 1, 2) and εik2 (k = 1, · · · , i− 1) are normal numbers.
By adding and subtracting µciξ

4
i on the right side of (23) and then using (24) and (25)

in (23) results in

LVi(z̄i) ≤ −µ
i−1

∑
j=1

(
cj −

i−1

∑
k=j+1

ckj

)
ξ4

j + diξ
3
i (zi+1 − z∗i+1) + diξ

3
i z∗i+1

+ µ
i−1

∑
k=1

cikξ4
k + µHi1ξ4

i + µciξ
4
i − µciξ

4
i . (26)

Clearly, by choosing the virtual controller as

z∗i+1 = −(ci + Hi1)ξi := −αiξi, (27)
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we get

LVi(z̄i) ≤ −µ
i

∑
j=1

(
cj −

i

∑
k=j+1

ckj

)
ξ4

j + diξ
3
i (zi+1 − z∗i ), (28)

where cj −∑i
k=j+1 ckj > 0 by choosing the appropriate design parameters.

Step n. Consider the Lyapunov function for system (5):

Vn(z̄n) = Vn−1(z̄n−1) +
1
4

ξ4
n, (29)

where ξn = zn − z∗n. By (23), we have

LVn(z̄n) ≤ −µ
n−1

∑
j=1

(
cj −

n−1

∑
k=j+1

ckj

)
ξ4

j + dnξ3
nv

+ µ
n−1

∑
k=1

cnkξ4
k + µHn1ξ4

n + µcnξ4
n − µcnξ4

n, (30)

where cj − ∑n−1
k=j+1 ckj > 0 by choosing the appropriate design parameters. Obviously,

designing the state feedback control law

v = −(cn + Hn1)ξn := −αnξn (31)

yields

LVn(z̄n) ≤ −µ
n

∑
j=1

(
cj −

n

∑
k=j+1

ckj

)
ξ4

j , (32)

where cj −∑n
k=j+1 ckj > 0 by choosing the appropriate design parameters.

3.2. State Feedback Control and Stability Analysis

Using the results in Section 3.1, the following main results can be obtained.

Theorem 1. Under the condition of Assumption 1, the upper-triangular stochastic nonlinear sys-
tem (2) with time-varying control coefficients can achieve global asymptotical stability in probability
by the state feedback controller.

Proof of Theorem 1. First of all, a coordinate transformation is introduced:

zi =
xi

εi−1 , v =
u
εn , i = 1, · · · , n, (33)

where 0 < ε < 1 is an undetermined parameter. Then, we have

dz1 =
(
εd1(t)z2 + f̄1(z̃3)

)
dt + ḡT

1 (z̃3)dω,

dz2 =
(
εd2(t)z3 + f̄2(z̃4)

)
dt + ḡT

2 (z̃4)dω,
...

dzn−2 =
(
εdn−2(t)zn−1 + f̄n−2(z̃n)

)
dt + ḡT

n−2(z̃n)dω,

dzn−1 = εdn−1(t)zndt,

dzn = εdn(t)vdt, (34)
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where f̄i(z̃i+2) =
fi(x̃i+2)

εi−1 , ḡi(z̃i+2) =
gi(x̃i+2)

εi−1 and z̃i = (zi, · · · , zn)T . System (34) can then be
written in compact form:

dz = εEdt + Fdt + GTdω, (35)

where

z = (z1, · · · , zn)
T ,

E(z) = (d1z2, · · · , dn−1zn, dnv)T ,

F(z) = ( f̄1(z̃3), · · · , f̄n−2(z̃n), 0, 0)T ,

GT(z) = (ḡ1(z̃3), · · · , ḡn−2(z̃n), 0, 0)T . (36)

In this paper, Ei(z) and Fi(z) respectively represent the ith element of E(z) and F(z),
and Gi(z) represents the ith element of Gi(z). Thus, by (5), (29), and (32), ∂Vn

∂z E(z) is

negative definite. Given a dilation weight of ∆ = (1, 1, · · · , 1) and ∂Vn
∂z E(z) =

n
∑

i=1

∂Vn
∂zi

Ei(z),

∂Vn
∂zi

and Ei(z) are homogeneous of degree 3 and 1, respectively. By Lemmas A2 and A3, we
can obtain

∂Vn

∂z
E(z) ≤ −µc0‖z‖4

4, (37)

for a constant c0 > 0 and ‖z‖4
4 = (∑n

i=1|zi|2)2. In view of 0 < ε < 1, by using Assumption 1
and (33), we get

∣∣ f̄i(z̃i+2)
∣∣ = ∣∣∣∣ fi(x̃i+2)

εi−1

∣∣∣∣ ≤ bε2
n

∑
j=i+2

∣∣zj
∣∣,

|ḡi(z̃i+2)| =
∣∣∣∣ gi(x̃i+2)

εi−1

∣∣∣∣ ≤ bε2
n

∑
j=i+2

∣∣zj
∣∣. (38)

Similarly, by (38) and Lemmas A2 and A3, we have

∂Vn

∂z
F(z) =

n

∑
i=1

∂Vn

∂zi
Fi(z) ≤ −c0ε2‖z‖4

4, (39)

where c0 > 0 is a number.
According Lemma A3, we know that ∂2Vn

∂zi∂zj
is homogeneous of degree 2. Noting that

G(z) ∈ Rr×n, and by using (37) and Lemmas A2 and A3, we can obtain

1
2

Tr
{

G(z)
∂2Vn

∂z2 GT(z)
}
≤ 1

2
r
∣∣∣∣G(z)

∂2Vn

∂z2 GT(z)
∣∣∣∣
∞

≤ 1
2

r
√

r
∣∣∣∣G(z)

∂2Vn

∂z2 GT(z)
∣∣∣∣

≤ 1
2

r
√

r

∣∣∣∣∣ n

∑
i,j=1

Gi(z)
∂2Vn

∂zi∂zj
GT

j (z)

∣∣∣∣∣
≤ 1

2
r
√

r
n

∑
i,j=1

∣∣∣∣∣Gi(z)
∂2Vn

∂zi∂zj
GT

j (z)

∣∣∣∣∣
≤ 1

2
r
√

r
n

∑
i,j=1

∣∣∣∣∣ ∂2Vn

∂zi∂zj

∣∣∣∣∣ · |Gi(z)| ·
∣∣∣GT

j (z)
∣∣∣

≤ c̄0ε2‖z‖4
4, (40)
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where c̄0 > 0 is a constant, and the second equation is obtained by utilizing |A|∞ ≤
√

r|A|
(A is a square matrix with an r-dimension).

For system (35), with help from (37)–(40), the following is derived:

LVn(z̄n)|(35) = ε
∂Vn

∂z
E(z) +

∂Vn

∂z
F(z) +

1
2

Tr
{

G(z)
∂2Vn

∂z2 GT(z)
}

≤ −µεc0‖z‖4
4 + c0ε2‖z‖4

4 + c̄0ε2‖z‖4
4

≤ −ε(µc0 − ε(c0 + c̄0)‖z‖4
4, (41)

Obviously, under the condition that the gain ε is sufficiently small, the right side of (41) is
negative definite. Therefore, ε is sufficiently small to make the following formula valid:

LVn(z̄n)|(35) ≤ −c‖z‖4
4, (42)

where c > 0 is a constant. According Lemma A1, system (35) is GAS in probability. It can
be known from (33) that system (2) is GAS in probability.

Remark 2. The reason why we firstly use the backstepping technique to tackle the stability problem
of the nominal systems is that it is so hard to study the stability of the original nonlinear systems
directly. Consequently, a low-gain homogeneous dominant control strategy is proposed for the
state feedback stability of upper-triangular stochastic nonlinear systems with time-varying control
coefficients. In this process, we scale the uncertain control coefficients di(t) to supper bound and use
Young’s inequality many times to tackle the stability problem of the system.

Remark 3. Since the structure of the drift and diffusion terms is symmetric, we use a low-gain in
the controller to remove the influence of the drift and diffusion terms. Compared with the existing
upper-triangular stochastic nonlinear systems, we extend the low-gain homogeneous dominance
technique from deterministic systems to time-varying systems.

Remark 4. The strict proof of Theorem 1 is not a simple task, but it also involves the verification of
Lemma A1 conditions.

4. A Simulation Example

In this section, a numerical example is used to verify the rationality and validity of the
results in Section 3.

Suppose that the following system is taken for simulation:

dx1 =
(
(5 + 0.1 sin t)x2 + x3 cos2 x3

)
dt + x3 cos x3dω,

dx2 = (3 + 2 sin t)x3dt,

dx3 = (2 + 0.5 sin t)udt. (43)

Obviously, the system satisfies Assumption 1. Notice that there exist normal numbers λi,
µi(i = 1, 2, 3), and µ, with λ1 ≤ 4.9 ≤ d1(t) ≤ 5.1 ≤ µ1 ≤ µ, λ2 ≤ 1 ≤ d2(t) ≤ 5 ≤ µ2 ≤ µ
and λ3 ≤ 1.5 ≤ d3(t) ≤ 2.5 ≤ µ3 ≤ µ, which satisfy Assumption 2.

Inputting the coordinates

z1 = x1, z2 =
x2

ε
, z3 =

x3

ε2 , v =
u
ε3 , (44)

where 0 < ε < 1 is an undetermined parameter, system (43) could be rewritten as

dz1 =
(
ε(5 + 0.1 sin t)z2 + ε2z3 cos2 ε2z3

)
dt + ε2z3 cos ε2z3dω,

dz2 = ε(3 + 2 sin t)z3dt,

dz3 = ε(2 + 0.5 sin t)vdt. (45)
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According to the design process above, the controller can be obtained as follows:

v = −598(60z1 + 4z2 + z3). (46)

By (44), we can get the controller as follows:

u = −598(60ε3x1 + 4ε2x2 + εx3). (47)

The simulation is performed by selecting ε = 0.1, x1(0) = 1, x2(0) = 0.6, and
x3(0) = 0.3. Figure 1 illustrates the responses of the closed-loop systems (43)–(47) and
verifies the effectiveness of the controller.

Remark 5. The simulation shows only a numerical example, not a real example. As can be seen
in Figure 1, under the designed controller, the response curves of the closed-loop system almost
certainly converge to zero. In general, when there is a time-varying coefficient, the controller
designed based on the backstepping technique and the low-gain homogeneous domination technology
has a better performance, so it is of great significance in practical applications. Now that we know the
importance of physical models, finding a real-world mechanical device that can be modeled directly
with system (2) or that can be transformed into a system (2) through coordinate transformation is a
top priority for future research.

Figure 1. The responses of a closed-loop system.

Remark 6. It should be further noted that the difference between this paper and other papers is
that this is a theoretical study that provides a new idea for solving the state feedback stabilization
problem of trigonometric stochastic nonlinear systems with time-varying control coefficients.
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5. Conclusions

The state feedback control problem is studied in this article by utilizing the backstep-
ping technique, the low-gain homogeneous domination technique, and some significant
inequalities. The systems are considered to be upper-triangular stochastic nonlinearities,
and the control coefficients are uncertain. The designed controller is able to ensure that the
closed-loop system is GAS almost everywhere. Based on these, there are some associated
issues that could be researched more in the future. For instance, the extension of this
control strategy to more general systems, such as high-order stochastic systems, should be
considered. A practical example for system (2) for simulation verification should also be
found. The results of fixed points in b-Metric Space can then be considered for stochastic
nonlinear systems [45,46].
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Appendix A

Lemma A1 ([2]). Considering stochastic system (1), if there exist a C2 function V(x), class K∞
functions β1 and β2, a constant c > 0, and a nonnegative function W(x), such that

β1(|x|) ≤ V(x) ≤ β2(|x|), LV ≤ −cW(x),

then the following conclusions hold:
(1) For (1), there exists an almost surely unique solution on [0, ∞) for any x0;
(2) When f (0) = 0, g(0) = 0, and W(x) = β3(|x|) is continuous, the equilibrium x = 0 is

GAS in probability and P{limt→∞ W(x(t)) = 0} = 1, where β3(·) is a class K function.

Lemma A2 ([35]). Given a dilation weight4 = (r1, · · · , rn), suppose that V1(x) and V2(x) are
homogeneous functions of degrees τ1 and τ2, respectively. Then, V1(x)V2(x) is also homogeneous
with respect to the same dilation weight4. Moreover, the homogeneous degree of V1 ·V2 is τ1 + τ2.

Lemma A3 ([35]). Suppose that V : Rn → R is a homogeneous function of degree τ with respect
to the dilation weight4. Then, the following hold:

(1) ∂V
∂xi

is homogeneous of degree τ − ri, with ri being the homogeneous weight of xi;
(2) There is a constant c̄ such that

V(x) ≤ c̄‖x‖τ
4.

Moreover, if V(x) is positive definite, then

c‖x‖τ
4 ≤ V(x),

where c > 0 is a constant.
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Lemma A4 ([47]). Let x, y be real variables, for any positive integers m, n, and any real number
ε > 0, the following inequality holds:

|x|m|y|n ≤ m
m + n

ε|x|m+n +
n

m + n
ε−

m
n |y|m+n.
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