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Abstract: Person tracking in hazardous goods factories can provide a significant improvement in
security and safety. This article proposes a face verification model which can be used to record
travel paths for staff or related persons in the factory. As face images are captured from the dynamic
crowd at entrance—exit gates of workshops, face verification is challenged by polymorphic faces, poor
illumination and changing of a person’s pose. To adapt to this situation, a new face verification model
is proposed, which is composed of two advanced deep learning neural network models. Firstly,
MTCNN (Multi-Task Cascaded Convolutional Neural Network) is used to construct a face detector.
Based on the SphereFace-20 network model, we have reconstructed a convolutional network architec-
ture with the embedded Batch Normalization elements and the optimized network parameters. The
new model, which is called the MDCNN, is used to extract efficient face features. A set of specific
processing algorithms is used in the model to process polymorphic face images. The multi-view
faces and various types of face images are used to train the models. The experimental results have
demonstrated that the proposed model outperforms most existing methods on benchmark datasets
such as the Labeled Faces in the Wild (LFW) and YouTube Face (YTF) datasets without multi-view (ac-
curacy is 99.38% and 94.30%, respectively) and the CNBC/FERET datasets with multi-view (accuracy
is 94.69%).

Keywords: hazardous goods factory; face verification; person tracking; deep learning

1. Introduction

In a hazardous goods factory, the high density of numerous workshops and workers
can easily lead to mass death, casualties and domino effects of any accidents [1]. The
whole life cycle process of hazardous goods includes multiple links such as production,
operation, storage, transportation, use and disposal. Therefore, enterprise safety production
requires vigorous promotion of the intelligent management of personnel on the job and
position traceability [2]. In existing factories, especially chemical plants, steel mills and
other places with high risk coefficient, accidents are often accompanied by heavy casualties.
To improve the safety of hazardous goods production, it is currently necessary to use
an automated hazard management system that integrates the information management
system, software system and technical means of data collection and transmission based on
local computer networks [3]. A human’s unsafe action or unsafe conditions are the direct
causes of accidents, and so these must be focused on in safety management [4]. Therefore, it
is very important to monitor and manage the staff’s movements in such factories. However,
the existing technology is not adequate enough to monitor the staff’s movements in the
factory, and the monitoring of the staff’s actions is not accurate enough. In this paper, the
features of the face are used to track individuals by means of a person tracking system with
a set of gate terminal devices based on face verification, as shown in Figure 1. P;,, denotes
the face image features captured from the person who enters a workshop or factory. P,
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denotes the face image features captured from the person who leaves a workshop or factory.
P, denotes the face image features of all persons in a workshop. Py1, Py, ..., Pwn, and
Pr change with time. For example, Py1(t + 1) = Py (t) + Piu1(t) — Pour1(t). Pw1, Pwa, - .,
Py, and Pr are reflected positions for all staff or persons in the factory. If P;, and P, are
recorded for each gate when a person goes through a gate, the person’s travel path will
be recorded.

P.1 Persons in Workshop-1 P> Persons in Workshop-2 P..n Persons in Workshop-n
1 1 I
Gate Face Gate Face Gate Face
Verification Verification Verification
Pinl | ¢ Pouﬂ Pin2 | ¢ Pout2 Pin-nl ¢ Poul—n
1
Pr Persons in Factory Gate Face

Verification | Gate of factory

PirlF | ¢ PouiF

Figure 1. The person tracking system in a hazardous goods factory using gate face verification model.

In order to improve the safety of hazardous goods factories and standardize the
behavior of staff and related individuals, the system mentioned above can be applied to
personnel tracking and positioning. To implement this system, the key task is to design the
gate face verification model for the terminal device at all the gates.

2. Materials and Methods

Since there are some problems in face verification, there are a few personnel tracking
and positioning systems based on the face verification model. In this paper, we design a
new face verification model using a set of deep learning models, MTCNN and MDCNN,
to manage with face images and recognize faces so that the personal tracking system can
capture the persons and record their travel paths in the factory.

Face recognition or verification has been one of the most active research areas for
over two decades. With the continuous optimization of technology, a large number of
face recognition models and algorithms have been proposed for various scenarios in the
literature [5-14]. In this paper, we present a comprehensive architectural model called the
gate face verification model to deal with polymorphic face inputs such as the frontal face,
multi-view faces, dynamic faces, and multiple faces in one image.

Most existing face recognition models are based on front face images. There are a few
models that can handle polymorphic face inputs. Currently, typical methods include the
Kernel Grassmann Discriminant Analysis (KGDA) [15], based on spectral algorithm, local
radon binary pattern (LRBP) for face sketch [16], and Pairwise Constrained Component
Analysis (PCCA) for learning distance metrics from sparse pairwise similarity /dissimilarity
constraints in high dimensional input space [17]. The results show that these algorithms
cannot work well for face recognition in inputs of polymorphic faces due to the flexibility
problems (see the results Section 4—Results of Experiments). As the emergence of neu-
ral network learning booms, researchers have put forward a great number of excellent
algorithms of deep convolutional neural networks (DCNN) to optimize the metric learn-
ing [12,13] and construct network models and frameworks [18] to represent more effective
features [13,16,19]. It has been shown that a DCNN model can not only extract high-level
features by combining low-level features, but also learn a compact and discriminative
feature representation when the size of the training data is sufficiently large.

Recently, the method of deep hypersphere embedding for face recognition
(SphereFace) [20] has attracted increasing attention. In [20], in order to have smaller
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maximal intra-class distance than the minimal inter-class distance under a suitably chosen
metric space for face features, the angular softmax (A-Softmax), Additive Angular Margin
Loss [6], and Angular Sparsemax [10] loss were proposed. Unlike other loss functions,
such loss can enable DCNN to learn angularly discriminative features of face images, and
they have achieved excellent performance on two real-world datasets: Labeled Faces in
the Wild (LFW) [21] and YouTube Faces (YTF) [22]. DCNN can learn high-level feature
representation more effectively as the neural network becomes deeper. However, some of
the aforementioned face recognition algorithms are based on single frontal face (without
multi-view). They are not good enough for the polymorphic faces captured from a dynamic
crowd at gates.

In this work, we propose a new face verification model in which optimal convolutional
layers are used in the convolutional neural network to adapt to multiple scenarios with
polymorphic inputs such as real-photo, multi-view faces, dynamic faces and multiple
faces in one image. One major challenge is high performance of face verification for so
many different types of inputs. The key task of this paper is to find a solution against
this challenge.

In the gate face verification model, as shown in Figure 2, two pipelines of processes
are used. The first pipeline is to extract the face image from the person who enters the
workshop/factory, in which the face image is extracted by means of the deep learning
model MTCNN [23]. Then, a set of algorithms is processed to perform a normalization of
face images. The second pipeline is to perform face feature extraction for face verification
of the person who leaves the workshop/factory. The feature extraction is performed by
the proposed MDCNN. The principle of the face verification is based on face similarity
matching in the main facial features [13,19,20].

r
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Figure 2. The gate face verification model. The MTCNN and the MDCNN are trained by different

types of face images.
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For multi-view faces, the following facts will be encountered in the face images: (1) The
change in facial posture and angle will lead to the nonlinear change in two-dimensional
shape and the change in local position information. (2) The face with multi-view has less
face detail features and more interference factors. Thus, how to extract the main feature
points in an angled facial view and learn the characteristics of angle discrimination for the
model as much as possible is an essential step. For example, Wang et al. proposed the Kernel
Grassmann Discriminant Analysis (KGDA) [15] based on a spectral algorithm. In order to
solve the computational complexity of the spectral algorithm, Lin et al. proposed the multi-
reproducing Kernel Hilbert space (Multi-RKHS) [14] via the analysis of the reproducing
kernel, and Wu et al. [24] proposed the regression algorithm to refine vector representations.
However, these algorithms are not sensitive enough for angular features and have no
processing mechanism for lost details of the negative side in the lateral face. Based on
SphereFace-20 [20], the model of DCNN is reconstructed and optimized to 27 layers, which
is called the Modified SphereFace-20, and it is used to improve the performance. In the gate
face verification model, the A-Softmax [20] and face normalization algorithms are used to
enhance the proposed model in the angular separability of features and make up for lost
details, respectively. Notice that the face extraction before normalization is implemented
by the multi-task cascaded convolutional networks (MTCNN) [23].

For the face verification, there are some algorithms such as the Pairwise-constrained
Multiple Metric Learning (PMML) [12] and Discriminative Deep Metric Learning
(DDML) [25]. The experimental results show that it is difficult for them to achieve better
performance due to incomplete feature extraction, lower learning efficiency, and insufficient
generalization ability for current network models. For the characteristics of different types
of facial features or multi-view face images, the deeper network is required. As the network
model becomes deeper, the network becomes more and more difficult to train. Furthermore,
training DCNN is complicated by the fact that the input distribution in each layer changes
during the training process. If the above problems can be effectively solved, the network
can be optimized to deal with multi-view faces. Inspired by internal covariate shift [26],
Batch Normalization (BN) [11,26] is embedded between convolution and activation for each
layer in the Modified SphereFace-20 so that stable data distribution can be achieved during
the training process and the new network is designed (see the details in the Section 3).

Our major contributions in this paper are as follows:

(1) Based on SphereFace-20, we have reconstructed the architecture and embedded
Batch Normalization for each layer to form a new network with 27 layers, which is called
MDCNN, to solve the problems of feature extraction for polymorphic faces.

(2) The face normalization module is designed in the gate face verification model for
the handling of different types of faces using a set of specific algorithms.

(3) A new gate face verification model, as shown in Figure 2, is designed with the
advanced deep learning models and the proposed MDCNN in this paper, and the models
are trained with different training datasets. It not only achieves competitive results on
several datasets: Labeled Faces in the Wild (LFW) [27], YouTube Faces (YTF) [20], and other
public databases, but also obtains better performance on our multi-faces dataset and in
real scenarios.

3. Algorithms in the Gate Face Verification Model

In this model, face detection is first performed to localize the face region in the captured
image using MTCNN [23], and the face image is normalized using a set of algorithms
proposed in this paper. Then MDCNN is proposed to extract facial features. Finally, face
verification is implemented to obtain the similarity between a pair of face images. The gate
face verification model is illustrated in Figure 2. The details and the related algorithms are
presented as follows.
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3.1. Face Extractor Based on MTCNN

In this process, face images are detected with a CNN model called multi-task cascade
convolutional neural networks (MTCNN) [23], which is trained with polymorphic faces
by a transfer learning to better adopt different face images. The face extractor based on
MTCNN consists of three networks, i.e., P-Net, R-Net, and O-Net, as illustrated in Figure 3.
For each input image, it is resized to different scales to generate an image pyramid to obtain
face images and non-maximum suppression which is used to achieve better face boxes.
Through three networks, the face box with landmarks is obtained. For more details, please

refer to [23].

12 X 12X 3

3 X 3Conv
3 X 3 MP Stride 2

’g’ g
8] S ‘ | Face box
— ) e [ W X H with center
X X
™ L) '

Face classification

Fully
connect face or not

1x1x32 | Face landmarks
5 points-coordinates

5X5X10 I X3IX16

D 24X 24%X3

3 X 3Conv

Face classification
Fully /| face or not
connect

[3r]
)
= > w
= 2 $
-t o 5 ,
@ | © 1 &L | Face box
% [ ‘ 1& [ W X H with center
) X @ |
o \
X ~N -
(3]

3 X 3 Conv

~| Face landmarks

4X4X48 I X3 X64 A :
5 points-coordinates

12 X 12 X 28

48 X 48 X 3

3 X 3-Conv
3 X 3 MP Stride 2

23 X 23 X 32

o~ o )
@ © h=l
> T > T = b4
ET ET 7 =
o= o = S|/
ov IEZ 2 = | | Face box
m%* m% ‘ o ‘ @[ W X H with center
X X o | -
L] o~ o~ ey N
] Ll o~
X X X
~ 3] o~

Face classification

Fully /| face or not
connect

.| Face landmarks
5 points-coordinates

10 X 10 X 64 4 X 4 X 64 3 X3 X128

Figure 3. P-Net, R-Net, and O-Net in MTCNN.

In Figure 4, it is shown that the results are achieved by the face detector with the
MTCNN algorithm. The bounding box regression, non-maximum suppression and real-
time face alignment are used to refine face regions. It can be seen that the extracted
face boxes are not the normalized faces with different sizes, directions, and lateral faces.
Methods to normalize the faces are addressed in the next section.

3.2. Module of Face Image Normalization

The face detector can extract the face box and five points of face landmarks. In many
practical applications, the extracted faces are different type faces such as multi-view faces,
different emotion faces, dynamic pose faces, and various direction faces. In this module, a
set of algorithms is used to reconstruct the face image to a normalized face image. The task
can be regarded as a transformation from a different face image to a normal face image.
The formal transformation My can be expressed as follows.

My =fa(M) )
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where f;(.) is the transformation function and M is the input face image extracted by
the face detector. This transformation can be implemented using a set of combinations
of mathematical transformations such as rotation transformation, affine transformation,
perspective transformation, etc. For simplicity and high speed of the performance, only the
following two operations are used in this module.

(1) Normalization of face image size

Let M represent the face image cropped from the input image using the face detector.
In the experiments of this paper, the face box is normalized to 112 x 96.

(2) Lateral face processing

Since lateral faces often appear in the captured images, the feature information of faces
is not always symmetrically distributed. The feature information is very different from
front face information and the lateral faces on the other side. Therefore, face images should
be reconstructed to a formal face image. Based on the face symmetry studied, the lateral
face image M performs a transformation to recover the feature information of the other
half of a lateral face. The half-face information in the positive side is denoted by a matrix
R, and R is reconstructed from a half of the lateral face according to the center landmark
point of the M matrix. The half face at the opposite side is denoted by a matrix U, which
can be reconstructed with the k-order transformation matrix A. That is, the characteristic
information of the opposite half face is expressed as follows:

U=R-A (2)
where A is a k x k matrix as follows:
o 0 ... 0 1
o O ... 1 0
A= | ... ... .. ... ... 3)
o 1 ... 0 0
1 0 ... 0 O

where k is the size of the normalized face M. The normalized face image can be obtained
with the fusion of R and U as follows:

M, = RelU 4)

where © is the fusion operation for merging two half face matrices by means of a face
topological model. The example result is shown in Figure 5.

Figure 4. Sample experiment results using MTCNN.
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Lateral face Extract R

Figure 5. Fusion of two half faces.

3.3. The Proposed MDCNN for Feature Extraction

In the gate face verification model, the MDCNN model is used to extract efficient
features from normalized face images. The SphereFace-20 [17] can be used to conduct this
task, but it is not good enough due to unstable distribution of data transferred between the
convolutional layers. Our studies have found that Batch Normalization is embedded in
each of the convolutional layers; the data distribution can be improved so that better results
can be achieved. Therefore, the structure with Batch Normalization as shown in Figure 6a
is embedded in each layer between the convolution operation and activation operation.

| 3 XResUnits(3 X 3,512) |

e N —
(c) Output

Figure 6. MDCNN for extraction of face features. (a) Convolutional layer with Batch Normalization.
(b) Structure of ResUnits. (c) Over all architecture of MDCNN. Where “K” means kernel size, “C”
means channels, “H” means the height of image, “W” means the width of image, and “P” means
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padding. “3 x 3 conv, 64” denotes the convolution layers with 64 filters of size 3 x 3, S2 denotes
stride 2, and “FC” is fully connected layer.

ResUnits, as shown in Figure 6b, has also been designed to construct the new network
architecture in Figure 6¢, which is called MDCNN (Modified SphereFace-20 with the Batch
Normalization). Compared with SphereFace-20 [20], the MDCNN has been extended
by seven more layers to extract the more detailed features. In this model, the angular
softmax loss is used so that the MDCNN can extract more discriminative features. After
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the normalized face My is obtained and has been normalized, the face image M is fed to
the MDCNN model for feature extraction.

Facial feature extraction is critical for face recognition, especially for multi-view faces,
and it becomes a difficult problem due to the angular deflection view and loss of details.
Since the new model has more layers to retain details of features, Batch Normalization is
used to deal with data distribution, and with the lateral faces reconstructed, the MDCNN
can improve results for different face images.

In the MDCNN, the main task of BN is to transform data to those with zero mean
and unit variance for each layer and optimize model parameters to represent the data.
Assume that the expectation and variance of the data after convolution are E[x] and Var[x],
respectively. In order to normalize to zero mean and unit variance, the universal measure
is expressed as follows:

% = (x — E[x]) A/ Var[x] 5)

where £ is output data after normalization. However, this method has an extreme influence
on the nonlinear functions; it constrains activation functions to the linear regime of the
nonlinearity [26]. When BN [11,26] is adopted after each convolution and before activation,
a pair of learning parameters oy and j3 are introduced into the network. In the process of
training, the original distribution of data is recovered using the following expressions:

S =BN,g(x) =% +p (6)
v =/ Var[x] )
B = Elx] ®)

where S is output data after joining BN. Thus, the distribution of characteristics is learned
and it is easier for the nonlinear functions to stay in their non-saturated regimes. After that,
the input of each layer has a stable distribution.

Therefore, the output of each complete convolutional layer (as shown in Figure 6a)
can be formulated as:

Sj=BNv, B(xj) = 7%+ B )
yi=9(S)(=12...,27) (10)

where S; is the output of the BN layer j, y (o) refers to the activation function of PReLu [28]
and is the output of complete convolutional layer j.

In a fully connected layer, all feature maps are feature-fused to generate a 512-
dimensional nonlinear vector Y; of facial features, which is extracted from the fusion
of the face feature from the normalized image M4 which has considered the lateral face
features in R and U.

3.4. Face Verification or Recognition

In this module, the main task is to use metric learning to discriminate the similarity
or learn a distance function. Most recent methods are based on Mahalanobis distance
learning [25] and Euclidean distance [29]. The former learns a matrix for a distance metric,
but it exaggerates the role of small variables. The latter is the distance between two points
in N-dimension Euclidean space, however, it is not compatible with A-Softmax loss. In the
gate face verification model, metric learning that has ability to learn angular distribution to
calculate similarity is required. For these issues, the cosine distance can provide reliable
metric learning for classification. Strictly speaking, the cosine distance is not a distance but
a similarity, which is based on the vector direction to determine the vector similarity and
related to the relative size of each dimension of the vector.
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In the gate face verification model, the metric learning of cosine distance is employed
to obtain the similarity for a pair of faces. The module, shown in Figure 7, is called face
verification, and it can be computed as follows:

K
Y av’?v
d(similarity) = o=l (11)
K K
Y avz Y 7702
v=1 v=1

where K = 512, d, is a 512-dimensional facial feature vector from the face images of persons
in a workshop, and #, is a 512-dimensional facial feature vector of the test face image from
persons who leave the workshop.

Face of Pgyrt Face in Py,

512 features | ™ Q, 512 features

\ /

Face verification

/\

Same person Not same person

Figure 7. Module of face verification.

3.5. Training of the Model

In gate face verification model, the training is performed separately in different mod-
ules. In the module of face verification, if metric learning methods are used, the corre-
sponding training has been performed. In this paper, the cosine distance is used to verify
faces so that only a threshold T has been determined in the training process. According
to the training data, the threshold T has determined. The similarity is calculated using
cosine distance. The similarity of two faces is compared with the threshold T to determine
whether they belong to the same person or not.

3.5.1. Training of MTCNN

The MTCNN is trained in three stages. Firstly, a labeled face image training set
with two classes (face/nonface) is used to train the P-net to obtain coarse face boxes and
landmarks. Secondly, based on coarse face boxes, the R-net is trained to obtain more refined
face boxes and landmarks. Finally, based on refined face boxes, the O-net is trained to
achieve accurate face boxes and five points of landmarks. The trained MTCNN is used for
extraction of face boxes and face landmarks from input face images.
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3.5.2. Training of MDCNN

The MDCNN is trained using the training set labeled with the face box and person
identification class instead of only labels for face/nonface. The face boxes are extracted by
the trained MTCNN, and the extracted face matrix is used to train the MDCNN. In order to
enhance discernibility, the loss related to verification can be considered in the loss function
in the training process.

4. Results of Experiments
4.1. Details of Training Process

In order to adapt to different face images, about one million face images are used to
train MTCNN and MDCNN models. In the experiment, the training dataset contains multi-
view face images from the internet and the publicly available databases CASIA-WebFace.
In order to adapt to multi-view faces, the face images are horizontally flipped for data
augmentation to extract multi-view features. Notice that the residual units [30] are also
used in the architecture of the MDCNN model. The model starts with a base learning rate
of 0.1 and is trained on a server of Model SerpurMicro E5-2678V3 in parallel on two GPU
cards (Model: Nvidia GTX 1080Ti made by ASUS in Shenzhen, China) with the batch size
of 128. In the process of training, the mini-batch Stochastic Gradient Descent (SGD) [31]
and the activation function of PReLu [32] are employed to improve convergence. The
training is finished at 30 K iterations. The experimental results have demonstrated that the
training speed increases by two times after combining with BN. In the process of testing,
the threshold of face similarity T is set to 0.70.

4.2. Evaluation for Face Recognition with Multi-View

In this part, the dataset contains 3000 pairs of face images with multi-view from CNBC
and FERET databases, while CNBC contains 1000 pairs and FERET contains 2000 pairs.
The angle of frontal faces is defined as 0°. Each face view group contains 750 pairs of faces,
respectively, in frontal, 15°, 30°, and 45°. Some samples are shown in Figure 8.

— . ~— —= —

Frontal face 15°

Figure 8. Some samples with multi-view.

To evaluate the performance of the gate face verification model for face detection (FD)
and face verification (FV) with multi-view, the gate face verification model is compared
with the existing methods [14,15,22,24] and the results are illustrated in Table 1, which
shows that our performance outperforms most of the existing algorithms and achieves
98.13% and 94.69% for face detection and verification, respectively.
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Table 1. Comparison of our method and other methods with multi-view.

Method Dataset FD (%) FV (%)
KGDA [15] FERET 58 N/A
Multi-RKHS [14] FERET 77 N/A
Wu et al. [24] Private 90.10 N/A
MTCNN [23] AFLW 93.10 N/A
Ours CNBC 96.62 90.58
Ours FERET 98.91 96.78
Ours CNBC + FERET 98.13 94.69

Since many current methods encounter problems for lateral faces in the face verifica-
tion in factory gates, we have enhanced the proposed model in dealing with lateral faces
so that the model is working well in our prototype system. More details are shown in
Section 4.5. As shown in Table 1, our model is also superior to other related methods.

4.3. Evaluation for Face Recognition Benchmark Dataset without Multi-View
4.3.1. Performance on LFW Dataset

The LFW dataset [21] contains 13,233 faces with small angle deflection, multi-expression,
different illumination conditions, and different types of skin. For the sake of following the
standard evaluation protocol, 6000 pairs of faces are randomly taken out from LFW, which
contains 3000 pairs of positive faces, 3000 pairs of negative faces, and is divided into 10 groups.
The final results are obtained from ten-fold cross validation.

To evaluate the performance of the proposed method on the LFW dataset, the gate
face verification model is compared against most excellent methods [12-14,17-20,25]. The
results are given in Table 2, which shows that the proposed algorithm outperforms most of
the existing algorithms for face recognition and maintains a high-level accuracy. It is noticed
that the accuracy of the MDCNN is slightly lower than FaceNet [19] and SphereFace-64 [20],
the reason being that the former is trained with more than 20 million data and while the
latter is 64-layers larger than the gate face verification model, it uses more memory and
more complicated architecture than the proposed model.

Table 2. Comparison of our method and other methods on the LFW.

Method Models Accuracy (%)
PMML [12] 1 76.40
STRFD + PMML [13] 1 89.35
DDML [25] 1 87.83
DDML (combined) [25] 6 90.68
DeepFace [13] 3 97.35
DeeplID2+ [18] 1 98.70
PCCA (SIFT) [17] 1 83.80
SphereFace-20 [20] 1 99.26
SphereFace-36 [20] 1 99.35
SphereFace-64 [20] 1 99.42
ArcFace (5.1 M) [6] 1 99.83
AMsoftmax [7] 1 99.17
CosFace (5 M) [8] 1 99.73
Ours (1 M) 1 99.38

4.3.2. Performance on YTF Dataset

The YTF [19] dataset consists of 3425 videos of more than 1500 different identities. In
experiments, 5000 pairs of face videos are chosen from YTF and divided into 10 groups
(each group contains 250 pairs of positive samples and 250 pairs of negative samples) to
keep the standard evaluation protocol. The method of evaluating results is similar to LFW.
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For video-based face recognition, the gate face verification model achieves 94.30%
accuracy on the YTF dataset and maintains a high running speed. The results of the
proposed model compared with most excellent methods [17-20,25] are shown in Table 3.

Table 3. Comparison of our method and other methods on the YTF.

Method Models Accuracy (%)
LBP + DDML [22] 1 81.26
STRFD + PMML [13] 1 79.48
DDML [25] 1 82.30
DDML (combined) [25] 6 82.34
DeepFace [13] 1 91.40
DeepID2+ [18] 1 93.20
SphereFace-20 [20] 1 94.10
SphereFace-36 [20] 1 94.30
SphereFace-64 [20] 1 95.00
ArcFace (5.1 M) [6] 1 98.02
CosFace (5 M) [7] 1 97.60
Ours (1 M) 1 94.30

As shown in Tables 2 and 3, SphereFace-64, ArcFace, and CosFace display a slight
improvement over our model, but the proposed MDCNN has a small network scale of
27 layers, instead of that of SphereFace-64 which is on a large network scale of 64 layers,
while ArcFace and CosFace are on a large network scale of 50 or 100 layers. The proposed
model is superior to these in efficient implementation of face verification with an economic
and small device.

4.4. Evaluation for Face Recognition with Multi-Face

Aiming at the performance of multi-face recognition in one image for the gate face
verification model, we built a multi-face dataset, which contains 500 face images from
25 individuals with different poses, expressions, illuminations, and distances. The images
were selected from several public image datasets (i.e., LFW, FERET, CelebA). Each image
was labeled by us manually. The images were divided into four groups with 125 images,
which contain one face, two faces, three faces, and four faces, respectively. If the maximum
similarity is greater than the threshold of face similarity (0.70), this will demonstrate that
the pair of faces belongs to the same identity. Table 4 shows that the gate face verification
model achieves 95.60% accuracy and maintains high speed for multi-face recognition.

Table 4. Recognition details for multi-face in one image.

Face (s) Number Recognition Accuracy (%) Time (ms)
1 125 123 98.40 83
2 125 118 94.40 92
3 125 118 94.40 101
4 125 119 95.20 99
Total 500 481 95.60

4.5. Prototype System and Test of Real Scenario at Factory Gates

In order to apply the proposed model in a factory for tracking a person, we have
designed a prototype system with gate face verification devices, as shown in Figure 9. The
gate face verification device is shown in Figure 9a, which is composed of the simplified PC
system with Intel Core i7 CPU, NVIDIA GTX1050 card, Gigabit Ethernet port, WIFI, and
4G/5G modules, (As the proposed model has less scale network, it is possible to implement
in an ARM system to form a smaller and more economic device, or it can be implemented
in 5G edge computing equipment. These are in a plan for our further study). Two cameras
are connected to the device. One is used to capture the face images at the entrance and
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the other is used to capture face images at the exit. The face verification devices can be
installed at the gates of the factory /workshop which can be connected to a network through
Ethernet cable, WiFi, or 4G/5G mobile network. The architecture of the network is shown
in Figure 9b. The server in the network can be used to manage the related information,
which can include factory management information.

Entrance
Camera

Wi /7 CLEEBEREEES

,’f.:Q\ —— 4G/5G

Face Verification

= Signal

Server
 Exit | Gigabit
Camera

WiFi Routor  Base Station

local network

Gate1 Gate2 Gate3 Gated Gate5 Gate6

Figure 9. Personal tracking system with face verification devices. (a) Face verification device.
(b) Network architecture of the prototype system.

In order to test the proposed model in a real scenario at factory gates, we have designed
a test interface for gate face verification devices, which is used to capture face images from
the factory entrance and the exit. The interface is shown in Figure 10. When a person enters
the factory, the face can be captured as shown in the left box of the interface. It should be
noted that the device/system has not stored the picture/image of the person. The system
has only stored the extracted features, which consist of a vector with 512 values represented
for example P;, in Section 1. The values cannot be reversed to image/picture, so the system
does not store private personal images and does not result in any ethical issues. As the
features are captured in the entrance and updated every day, the system is very robust
against some changes to a person’s face. In order to test the proposed model against the
lateral face and multi-faces in one image, the camera was installed far away from the exit
gate, and the device still works very well. An example is shown in Figure 10. The image
captured at the factory exit shows that the person is far away from the camera and in lateral
face in a multi-face image. The person can be correctly verified with similarity 0.91. The
device can detect multiple faces, as shown in Figure 11; the maximal face in an image is
selected for verification in the device. Figure 12 shows how a very similar person can be
identified correctly.
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& Interface of Module Test X
Threshold:
Start Exit

Similarity: 0.906479

Result:same person

Elapsed time: ms

Capture face at entrance Capture face at exit

Figure 10. The same person is captured at the entrance and the exit.

® 1 imgShow — o <

Figure 11. Multiple faces are extracted.

&% Interface of Module Test X
Threshold:
Start Exit

Similarity: 0.624833

Result: diff person

Elapsed time: ms

Capture face at entrance Capture face at exit

Figure 12. Test of different persons captured at the entrance and the exit.
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5. Conclusions

In this paper, the gate face verification model was proposed to adapt to polymor-
phic inputs (multi-view faces, dynamic faces, and multiple faces in one image) for face
verification. Experimental results demonstrated that the gate face verification model not
only outperforms most existing algorithms across several databases, including LFW, YTE,
and other public databases for multi-view face recognition, but also has better processing
power for multi-face recognition on our multi-face databases. The two main contributions
for performance improvement are the combination of the Modified SphereFace-20 and
Batch Normalization to construct the proposed architecture—MDCNN model, and based
on the model, a personal tracking system for a hazardous goods factory is proposed for
application at workshop and factory gates.
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