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Abstract

:

Disease phenotypes are generally caused by the failure of gene modules which often have similar biological roles. Through the study of biological networks, it is possible to identify the intrinsic structure of molecular interactions in order to identify the so-called “disease modules”. Community detection is an interesting and valuable approach to discovering the structure of the community in a complex network, revealing the internal organization of the nodes, and has become a leading research topic in the analysis of complex networks. This work investigates the link between biological modules and network communities in test-case biological networks that are commonly used as a reference point and which include Protein–Protein Interaction Networks, Metabolic Networks and Transcriptional Regulation Networks. In order to identify small and structurally well-defined communities in the biological context, a hybrid immune metaheuristic algorithm Hybrid-IA is proposed and compared with several metaheuristics, hyper-heuristics, and the well-known greedy algorithm Louvain, with respect to modularity maximization. Considering the limitation of modularity optimization, which can fail to identify smaller communities, the reliability of Hybrid-IA was also analyzed with respect to three well-known sensitivity analysis measures (NMI, ARI and NVI) that assess how similar the detected communities are to real ones. By inspecting all outcomes and the performed comparisons, we will see that on one hand Hybrid-IA finds slightly lower modularity values than Louvain, but outperforms all other metaheuristics, while on the other hand, it can detect communities more similar to the real ones when compared to those detected by Louvain.
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1. Introduction


In the last few years, significant advances in biological technology and the rapid adoption of high-throughput approaches [1] have made it possible the measurement of tens of thousands of “omic” data points across multiple levels (DNA, RNA, protein, metabolite, etc.) from a biological sample. The availability of a large amount of data has led to the development of new methods based on the integration analysis of molecular data with mathematical models, and the consequent consolidation of Systems Biology, an interdisciplinary research area that uses a holistic approach to biological research by using mathematical methods to derive global models of cellular processes in physiology and disease. The challenge from the systems biology point of view is to convert the data into information and knowledge so improve personalized therapies for patients. It becomes therefore necessary to carry out a high-level analysis of the representation of a biological system.



Networks are probably the most suitable tool for this type of investigation. They allow a good representation of the binary relationships between biological entities and are, for this reason, the most used tool in systems biology [2,3]. In particular, they also provide a mathematical representation of biological systems, where nodes may represent either proteins, as in the case of protein–protein interaction networks, or genes and transcription factors, as in the case of gene co-expression networks, or metabolites, in the case of metabolic networks. These interactions determine the molecular and cellular mechanisms responsible for healthy or unhealthy states in organisms and can be physical or functional. In this second case, the network nodes are associated with each other in modules, where a tightly connected group of nodes share a common function to perform a specific task. The modules detected by biological networks are generally responsible for a common phenotype and are useful in providing insights related to biological functionality. Disease phenotypes are generally caused by the failure of groups of genes that are referred to as the disease form. Since the genes responsible for a phenotype often have common functions, there is a strong association between pathological and functional modules [3,4,5].



The detection of modules within biological networks, generally responsible for a common phenotype, is useful and crucial in providing insights into the biological function of these genes. The techniques that allow the identification of modules, known as community detection techniques, are methods that play a key role in obtaining the functional modules which appear to be closely related to pathological forms, whose recognition would be useful for the molecular understanding and the etiology of the disease. From such an understanding would arise the development of specific drugs whose targets would be the genes belonging to these modules.



In this research work, we propose a hybrid immune algorithm for community detection denoted Hybrid-IA. The algorithm is inspired by the immune system dynamics, and it carries out an effective exploration of large search spaces, by combining a random search process with a deterministic one, and by efficient exploitation of the gained knowledge. Although the algorithm has been successfully applied in several research areas, including community detection [6,7], the main goal of this work is to consolidate the robustness and reliability of the proposed algorithm in detecting community structures in large biological networks. Furthermore, to reach our goal, we studied the similarity of the detected communities to the real ones. Therefore, even though the presented algorithm is essentially the same, this research paper properly extends the work in [7] by carrying out a more detailed and complete sensitivity analysis in order to assess the real robustness of Hybrid-IA in detecting communities in complex and large networks, specifically larger and purely biological networks, which needed for the algorithm to be improved in terms of storage optimization and execution time.



The rest of the paper is organized as follows. Section 2 introduces and describes the community detection problem and its relevance in the biological context. Modularity optimization, which is the basis of the detection process, is described, and formally defined in Section 2. The proposed and developed Hybrid-IA algorithm is explained in detail in Section 3. In Section 4, we present a summary of the biological networks used as a data set, whilst outcomes and comparisons are displayed and discussed in Section 5. In particular, Section 5.1 shows the performed convergence and learning analysis, while Section 5.2 examines in detail all the obtained results and performed comparisons. In Section 5.3, we present the investigation we performed on Hybrid-IA with respect to the NMI evaluation metric. Furthermore, two other functional sensitivity metrics, namely ARI and NVI, were considered and tested, the results are presented in this section as well. Conclusions and final comments are presented in Section 6.




2. Community Detection


Community detection and clustering in networks are commonly used interchangeably. The goal of community detection is to find hidden relations among the nodes in the network and use such relations to identify clusters or communities of nodes. Generally speaking, we can define a community in a network or graph as a subset of the sets of nodes that identifies a highly dense connected subgraph with sparse connections with vertices outside the subgraph.



Community detection allows us to understand the dynamics of a complex network at different scales [8,9,10], such as connections and interactions between underlying entities, and, consequently, to uncover important information that becomes useful and crucial in many application areas such as biology; medicine; economic; social sciences; and many others. It is, however, a very difficult process due to the type of information modeled by the network. One important example is represented by social relationships among people. In such cases, the study of community structures in a network is a central issue in better understanding social dynamics, and, for this, it has inspired intense research activities also in closely related fields, such as patterns of people movements [11,12,13,14,15]. In biological sciences, the ability to detect highly linked communities and their interactions might be very beneficial in understanding how genes interact and affect each other.



Modularity (Q) is a valuation measure commonly used for assessing the quality of node partitions, i.e., communities, detected in a network [16]. Given such a valuation measure, the community detection problem can easily be summarized as the problem of finding clusters that maximize   Q .   The problem is computationally hard and, specifically,  NP -complete for its decisional version [17].



Several search algorithms for clustering problems have been developed and proven to be fast and reliable in finding as good communities as possible, even when dealing with large networks, solely based on specific topological properties of complex networks [18,19]. Some other algorithms make use of both topological and attribute information for the clustering analysis of complex networks. For example, in [20] the authors have proposed a fast fuzzy clustering algorithm, called F   2  CAN, which integrates both types of information into a single fuzzy clustering framework [21] with a generalized momentum method to accelerate the convergence. Other algorithms, instead, are based on probabilistic models in which the problem of graph clustering is translated into a probabilistic inference problem, that is, a Bayesian model for attributed graph clustering [22,23].



In the context of biological networks, the authors in [24] propose a clustering framework that uses a variety of network motifs to identify functional modules based on the higher-order structure information included in a biological network, while in [25] they propose a fuzzy clustering algorithm which, after the semantic similarity between the attribute information of proteins is calculated, is used to identify protein complexes in a protein–protein interaction network.



Metaheuristics approaches have the ability to effectively tackle problems in complex, large and uncertain environments [26], thus they are more suitable for the optimization problems we are describing than exact methods. In this research paper we propose a Hybrid Immunological Algorithm, called Hybrid-IA, for the community detection problem, i.e., we apply a deterministic local search method within an evolutionary computation algorithm based on the workings of the immune system [27]. Briefly, the local search tries to improve the solutions found by the evolutionary mechanism. Using biological networks as a main case study, our goal is to prove the efficiency and robustness of Hybrid-IA in community detection.



Modularity Optimization in Networks


We do not expect a community structure in a graph to be randomly generated. Thus, communities in a graph can be detected by the difference of densities between the vertices of a given graph and the vertices of a random graph with the same size and same degree distribution.



We will use the following notations for the rest of the paper. Given an undirected graph   G = ( V , E )  , with   N = | V |   vertices and   M = | E |   edges, its adjacency matrix   A ,   and given a partition of the set of vertices V, that is the set of communities,   C = {  c 1  , … ,  c k  } ,  



	
for each vertex   i ∈ V ,     d i   will denote the degree of i, i.e., the total number of edges in E that have i as one of the endpoints;



	
for each community    c h  ,     d  c h    will denote the sum of the degrees of the vertices belonging to community   c h  , i.e.,


   d  c h   =  ∑  i ∈  c h     d i   











	
for each community    c h  ,     ℓ  c h    will denote the number of edges or links inside the community    c h  ;  



	
for each vertex   i ∈ V   and each community    c h  ,      ℓ  c h    ( i )    will denote the number of edges or links from i to vertices in    c h  .  






Given a partition   C = {  c 1  , … ,  c k  } ,   let now   δ ( i , j )   be a binary function that for every pair of vertices   i , j ∈ V   has value   δ ( i , j ) = 1   if i and j belong to the same community and   δ ( i , j ) = 0   otherwise. The modularity value of such a partitioning C is defined as:


  Q  ( C )  =  1  2 M     ∑  i = 1  N   ∑  j = 1  N    A  i j   −    d i   d j    2 M    δ  ( i , j )   ,  



(1)




where   A  i j    is the value at row i and column j of   A .  



An equivalent way to compute the modularity value is given by the following equation


  Q  ( C )  =  ∑  h = 1  k     ℓ  c h   M  −     d  c h    2 M    2   ,  



(2)







We will use the latter equation when describing the workings of the local search operator. We note that in case of one single cluster, i.e.,   | C | = 1   and therefore   δ ( i , j ) = 1   for all pairs of nodes i and   j ,   Equation (1) gives us the value   0 ,   since    ∑  i = 1  N   ∑  j = 1  N   A  i j   =  ∑  i = 1  N   d i  = 2 M .  



As proven in [17], the modularity value for any unweighted and undirected graphs G and any set of communities C verifies   − 0.5 ≤ Q ( C ) ≤ 1   and it represents a quality measure for a partition of a network into communities. A bad partitioning will result in a low value for Q implying the absence of real communities. High values of Q imply good partitions and, as a consequence, highly cohesive communities. As a consequence, community detection can be seen as the problem of maximizing Q, i.e., finding a clustering that will produce the highest value for Q as defined by Equation (1). As observed in [28], modularity optimization might not be able to identify communities that are small when compared with the network size and, in turn, produce large communities. Thus, the modules obtained through the process of modularity optimization must be checked and, possibly, rearranged.





3. Hybrid-IA: The Hybrid Immune Algorithm


Immune algorithms (IA) represent a set of computational systems, population-based metaheuristics inspired by the biological immune system and the way it acts to protect living organisms. They have been successfully applied in many search and optimization [29,30] and anomaly detection tasks [31]. The immune system has the ability to self-nonself discrimination and therefore detect, learn, and remember all the discovered foreign entities.



The hybrid immune algorithm Hybrid-IA, presented in [7], uses a local search procedure that deterministically tries to improve the found solutions. It is a well tested instance of a Clonal Selection Algorithm (CSA) [32,33], a particular class of immune algorithms, and so it is based on the two main concepts of antigen (  A g  ), which represents the problem to solve or optimize, and B cell, or antibody (  A b  ), which represents a candidate solution, i.e., a specific point in the solution space. For our specific community detection problem, given a graph   G = ( V , E ) ,   a solution is a partition of the vertices, which will identify the clusters, i.e., communities. In particular, a B cell   x →   is a sequence of   N = | V |   integers, in the interval   [ 1 , N ]  , with the understanding that    x i  = h   means that vertex i belongs to the cluster    c h  .  



At each time step t, the algorithm maintains a population   P  ( t )    of d candidate solutions. Every element of the population at time   t = 0   is created by randomly assigning each vertex i to a group h, with   h ∈ [ 1 , N ]  . Equation (1) gives the fitness function of each element    x →  ∈  P  ( t )    . The values is computed using the procedure   ComputeFitness (  P  ( t )   )  . Hybrid-IA ends its evolution and terminates when it reaches the maximum number of generations (  T  m a x   ). Algorithm 1 shows the pseudocode of Hybrid-IA.






	Algorithm 1 Pseudo-code of Hybrid-IA.



	
	1:

	
procedureHybrid-IA (d,   d u p  ,  ρ ,   τ B  ,   T  m a x   )




	2:

	
      t ← 0  




	3:

	
       P  ( t )   ← InitializePopulation  ( d )   




	4:

	
      ComputeFitness (  P  ( t )   )  




	5:

	
    while   t ≤  T  m a x     do




	6:

	
           P  ( c l o )   ← Cloning  (  P  ( t )   , d u p )   




	7:

	
           P  ( h y p )   ← Hypermutation  (  P  ( c l o )   , ρ )   




	8:

	
          ComputeFitness (  P  ( h y p )   )  




	9:

	
           (  P  a   ( t )   ,  P  a   ( h y p )   )  ← Aging  (  P  ( t )   ,  P  ( h y p )   ,  τ B  )   




	10:

	
           P  ( s e l e c t )   ←  ( μ + λ )  − Selection  (  P  a   ( t )   ,  P  a   ( h y p )   )   




	11:

	
           P  ( t + 1 )   ← LocalSearch  (  P  ( s e l e c t )   )   




	12:

	
          ComputeFitness (  P  ( t + 1 )   )  




	13:

	
          t ← t + 1  ;




	14:

	
    end while




	15:

	
end procedure














The algorithm uses three immune operators, cloning, hypermutation and aging, which are described in what follows. The input parameters d (the number of elements in the population),   d u p   (the number of duplications, i.e., clones, which are produced for each element),  ρ  (mutation rate),   τ B   (maximum age allowed for each element),   T  m a x    (maximum number of iterations) are user defined.



Let us now describe in detail the workings of the operators.



3.1. The Cloning Operator


Cloning is the first immune operator to be called. Each B cell is copied   d u p   times and so an intermediate population   P  ( c l o )    of size   d × d u p   is produced. We underline the fact that, to avoid premature convergence, the number of clones for each B cell is the same, i.e., it does not depend on its fitness value. To clarify, a number of close proportional to the fitness value of a B cell, could lead in a short amount of time to a population of B cells very similar to each other. This would in turn imply that the algorithm would not be able to perform a proper exploration of the search space, thus getting trapped in a local optimum.



Once a clone is created, Hybrid-IA assigns an age value to it. From such an assigned age until it reaches the maximum age allowed   τ B   the clone would be able to remain in the population [34,35]. In more detail, a random age chosen in the range   [ 0 :  2 3   τ B  ]   is assigned to each clone. As a consequence, each clone will stay in the population for at least    1 3   τ B    generations. The age assignment and the aging operator are able to keep the right amount of diversity among the solutions, helping the algorithm in avoiding premature convergences [36].




3.2. The Hypermutation Operator


The aim of the hypermutation operator is to efficiently and carefully explore the search space by acting on each clone in    P  ( c l o )   .   In our case, if   x →   is a cloned B cell, a mutation corresponds to the action of moving one node from a community to another.



The mutation rate, i.e., the number of mutations (changes) of each clone is inversely proportional to its fitness value. In other words, similarly to what happens with the natural immune system, the higher the fitness value of a clone, the smaller the number of mutations it will have. In more detail, if   x →   is a cloned B cell, the mutation rate is the probability to move a node from one community to another and it is given by   α =  e  − ρ  f ^   (  x →  )    ,   where    f ^   (  x →  )    is the fitness value of   x →   normalized in the range   [ 0 , 1 ]   and  ρ  is a user-defined parameter that determines the shape of the mutation rate.



Figure 1 shows the different curves of the mutation rate behavior at the varying of the  ρ  parameter. One can see how the  ρ  parameter affects the probability  α , at different fitness function values. It is possible to observe how low fitness values (which represent not good solutions) correspond to high  α  values, which means that a high number of nodes will be moved from one community to another; vice versa, at high fitness values (i.e., the best solutions), correspond low  α  values, and that is only a low number of nodes will be moved. Moreover, as expected, with lower values of  ρ  the values of  α  decrease more rapidly towards 0 when increasing normalized fitness values.



Formally, the hypermutation operator performs the following work. For each B cell, two different integers h and   h ′   are randomly chosen in the range   [ 1 , N ] .   They represent two different communities, namely   c h   and    c  h ′   .   The first one is chosen in particular among the existing community indices, whilst the latter is randomly chosen in the range   [ 1 , N ]  . Then, each of the vertices in   c h   is moved into   c  h ′    with a probability given by  α . In case   c  h ′    does not match any currently existing community, a new community will be created and added to the existing ones. Thus, depending on the value of   h ′  , i.e., whether or not it is the index of an existing community, two different mutations can occur: merging and splitting. In the first case, a subset of the vertices of community   c h   will be merged with the vertices of the community    c  h ′   .   In the second case, instead, the community   c h   will be split into two communities:   c h   itself, and a new community   c  h ′   . In Figure 2, we show for clarity a simple example of how these two cases work (merging in Figure 2a and splitting in Figure 2b).



The goal of the hypermutation operator is to discover new communities by selecting a variable percentage of nodes and moving them from their communities into others. The overall goal is to balance the effect of local search (described below) and, in turn, help the algorithm to avoid premature convergence.




3.3. The Static Aging Operator


The static aging operator is the one that plays a central role in the efficiency and robustness of Hybrid-IA, particularly when it is applied to complex and large problems. Its purpose is to assure a good turnover among the B cells and, as a consequence, to have high diversity in the population. It simply acts on each mutated B cell and decides, based on its age, whether to remove it or not from both   P  ( t )    and    P  ( h y p )   ,   independently from its fitness value. Therefore, when the age of a B cell reaches the value    τ B  + 1 ,   it will be removed from the population. The only exception, using the variant called elitist aging operator, could be made for the best current solution which could be kept in the population even if its age is higher than   τ B  .




3.4. The Selection Operator


Among the B cells in both populations   P  a   ( t )    and   P  a   ( h y p )    that survived the aging phase, the   ( μ + λ )  -Selection operator with   μ = d   and   λ = ( d × d u p ) ,   selects the best d elements. The elements of this population,   P  ( s e l e c t )   , will be the starting point to perform the local search. Since it selects the best d elements, the operator guarantees monotonicity of the population fitness evolution.




3.5. Local Search


Given a set of communities   C = {  c 1  , … ,  c k  } ,   if we move a vertex i from the community   c h   to the community   c  h ′   , we obtain a new set of communities   C ′   which differs from C just on the placement of vertex   i .   The modularity of   C ′   may differ from the modularity of C and such a variation, i.e.,   Δ  Q i   (  c h  ,  c  h ′   )  = Q  (  C ′  )  − Q  ( C )    is called move gain.



Using Equation (2) we have


  Δ  Q i   (  c h  ,  c  h ′   )  = Q  (  C ′  )  − Q  ( C )  =    ℓ  c  h ′     ( i )  −  ℓ  c h    ( i )   M  +  d i      d  c h   −  d i  −  d  c  h ′      2  M 2     ,  



(3)







If   Δ  Q i   (  c h  ,  c  h ′   )  > 0  , then moving node i from the community   c h   to the community   c  h ′    increases the modularity value. The Move Vertex (MV) (see [37]) methodology has the goal of finding a node i to move from its community   c h   to an adjacent community   c  h ′    so to maximize   Δ  Q i   :


   argmax  j ∈ A d j  ( i )  ,  j ∈  c  h ′     Δ  Q i   (  c h  ,  c  h ′   )  ,  



(4)




where   i ∈  c h    and   A d j ( i )   is the adjacency list of node i.



The designed local search (LS) operator drives the algorithm towards more promising regions and, consequently, it properly speeds up its convergence. It explores the neighbourhood of each solution by using Move Vertex. In more detail, for each solution in   P  ( s e l e c t )   , we can compute for each community   c h   of the solution the value


  χ  (  c h  )  =   ℓ  c h    d  c h    ,  








i.e., the ratio between the total number of links inside the community and the sum of the degrees of its vertices.



Within each community    c h  ,   we can compute for each of its vertices i the ratio


  χ  (  c h  , i )  =    ℓ  c h    ( i )    d i   ,  








i.e., the ratio between the links with other vertices of the community and its degree. High values of   χ (  c h  )   identify dense, well-formed communities while low values poorly formed communities. Similarly, high values of   χ (  c h  , i )   identify those vertices which are strongly connected within their own community.



LS starts its work by sorting the communities in increasing order with respect to the ratio   χ (  c h  ) ,   and then, within each community   c h  , it sorts the nodes in increasing order with respect to the values   χ (  c h  , i ) .   Then, it applies MV on each community of the solution, starting from nodes that have at least an outgoing link, i.e., nodes that lie on the border of the community.



From a computational complexity point of view, we underline the fact that the values of Equation (3) can be efficiently computed because M and   d i   are constants, using appropriate data structures the values of   l  c h    and   d  c h    can be quickly updated, while the terms    ℓ  c h    ( i )    can be computed during when exploring all vertices adjacent to i. It follows that the moving vertex is linear on the dimension of the neighborhood of node i.





4. Biological Networks Data Set


In this section, we briefly describe the eight different biological networks we used during the tests and for which the communities were identified. They are grouped into the three types described below and refer to biological interactions and main molecular networks.



4.1. Protein–Protein Interaction (PPI) Networks


The physical interaction between proteins has always been an important consideration for gene functions. Proteins are the main participants in a variety of biological processes inside the cells, including signal transduction, homeostasis control, maintenance of internal balance and developmental processes [38]. They rarely function independently but form protein complexes [39]. The mathematical representation of the physical contacts between proteins inside the cell can be obtained through an undirected physical PPI network [40], in which nodes represent proteins and edges connect pairs of interacting proteins. By considering the spatial and temporal aspects of interactions, networks can help in understanding the general organization of protein–protein connections and in discovering the principles of their organization within the cell. PPI has a fundamental role in all biological processes and all organisms [1]. Therefore a complete knowledge of PPIs and their protein interconnections would allow the understanding of cell physiology both in pathogenic and normal states. In turn, this would have a great impact on disease diagnosis, since disease genes often interact with other disease genes [4], as well as for drug discovery and disease treatment [41,42,43]. In this work, two small Cattle PPI and Helicobacter pylori PPI Protein–Protein interactions [44,45,46] and two large networks (with a number of vertices greater than 2000), related to Yeast PPI instances [47,48] were considered. All networks in question are related to interactions between proteins in the three different organisms mentioned before (cattle, helicobacter pylori and yeast) where each node represents a protein and proteins are linked if they interact physically within the cell.




4.2. Metabolic Networks


Technological advancements and the possibility of sequencing whole genomes have made it possible not only to reconstruct the protein–protein interaction networks described above, but also to obtain the networks of biochemical reactions in many organisms. Metabolic networks are powerful tools for representing and studying a complete set of relationships between metabolites, small chemical compounds, and proteins/enzymes. They describe the set of processes and reactions that determine the biochemical and physiological properties of a cell, including the chemical reactions of metabolism, the metabolic pathways and regulatory interactions that drive these reactions. Metabolic networks make it possible to detect diseases given an enzymatic defect in a reaction that can affect flows in subsequent reactions. These defects often cause cascading effects responsible for associated metabolic diseases [49]. Therefore, this type of network can be used to understand if metabolic disorders are linked to their related reactions [50]. In order to investigate this functional information, it is necessary to identify the functional modules in it [51]. Identifying the communities in the metabolic networks will help in understanding the pathways and cycles in metabolic networks [52]. In the two real networks, we considered the metabolic networks of Caenorhabditis elegans and E. coli bacteria [53,54], each vertex represents a metabolite, and each direct link represents a reaction between them that binds the metabolite with the reaction product.




4.3. Transcriptional Regulatory Networks


Understanding the mechanisms underlying the regulation of gene expression is the main goal of contemporary biology. Important cellular processes, such as cell differentiation, cell cycle and metabolism are controlled by the complex biological mechanism of gene regulation. However, the relationship between structure and regulatory function is not easy to observe experimentally. Therefore, a System Biology-based approach is needed. In this regard, network theory is useful for understanding the activity behind these complex transcriptional regulatory mechanisms [55]. The transcriptional network can be represented as a directed graph, composed of transcription factors (TFs) and target genes (TGs) which are regulated in a tightly coordinated way.



Within the network, each node represents a gene and the edges represent direct transcriptional regulation. In case of prokaryotic organisms, each node represents an operon, i.e., a cluster of genes that are transcribed together to give a single messenger RNA (mRNA) molecule. Each edge is directed from a gene (or operon) that encodes a transcription factor to a gene (or operon) that is regulated by that transcription factor.



Transcription factors are modular proteins that regulate the gene expression of other proteins by binding to specific sites in the DNA (promoter sites) and allowing (or preventing) the synthesis of mRNA. The relationships between TFs and their targets (TGs) determine a given phenotype [56]. Moreover, in transcription regulatory networks, modules (or communities) correspond to sets of co-regulated genes [57,58,59,60]. For this reason, the problem of community detection plays a relevant role [61]. Escherichia coli and Saccharomyces cerevisiae are two well-known organisms often used as a model for studying gene regulation. In this work, we considered two transcriptional regulatory networks, E. coli TRN and Yeast TRN [62,63], they were built using transcription factors and target genes, and each edge in the network is directed from an operon that encodes a TF to an operon that it directly regulates.




4.4. Synthetic Networks


In addition to real biological networks, artificial instances were also taken into account in the experimental phase. Synthetic networks can be generated with different characteristics and with a known community structure. Using this kind of network, we can test algorithms on different scenarios and have the possibility to evaluate how good the detected communities are. The algorithm used to generate these synthetic networks is the LFR benchmarks, proposed in [64,65].



Mathematically, both the degree distributions and community size are power laws, with exponents   τ 1   and   τ 2  , respectively. The mixing parameter   μ t  , models and quantifies the relationship between the external and internal degree of each vertex. In more detail, each vertex of the networks shares a fraction   1 −  μ t    of its edges with the other vertices of its own community and the remaining fraction   μ t   with vertices outside of its community. Furthermore, the LFR benchmarks can be used to generate directed and weighted synthetic networks with overlapping communities.





5. Experimental Results


In order to evaluate the efficiency and reliability of Hybrid-IA, we performed many experiments on all the biological networks above described. In each experiment Hybrid-IA maintains a population of   d = 100   B cells; it uses a duplication parameter   d u p = 2  ; it keeps a solution for at most    τ B  = 5   generations within the population, and it uses   ρ = 1.0   as mutation shape. Such a parameter setting is a consequence of some preliminary experimental results and of some specific knowledge previously acquired.



5.1. Convergence and Learning Analysis


In the initial part of the experimental phase, to better understand the efficiency of Hybrid-IA we focused our analysis on the convergence behavior and the learning rate. We chose artificial networks as benchmark instances. Such networks were generated using the LFR algorithm [64,65] and are described in Section 4.4.



In particular, networks with 1000 nodes and average degree 15 and 20, and networks with   | V | = 5000   and average degree 20 and 25 were generated. For each of these generated networks, the maximum degree was set to 50, while the exponents of the power laws, which control the degree and community sizes distribution (  τ 1   and   τ 2  ), were set to 2 and 1, respectively. A minimum of 10 nodes to a maximum of 50 was set as sizes of the communities. The mixing parameter   μ t   was fixed to   0.5  . Finally, for these experiments, the maximum number of generations was set to    T  m a x   = 100   and 5 random instances were generated for each network parameters configuration.



Figure 3a shows the convergence plot on LFR instances with 1000 nodes and average degrees k of 15 (purple) and 20 (green). The two curves represent the best (dotted line) and average (continuous line) fitness of the population and both are averaged over 100 independent runs. From this plot we can observe how the two curves of the best fitness have the same trend for both values of k: they reach a high value of modularity in the early generations and then improve slowly. The improvement for   k = 20   compared to the first generations is minimal, while for   k = 15   the increase in modularity is slightly more significant. Instead, the average fitness curves have a similar trend in the first generations, but subsequently decrease and then gradually increase. From these two curves it can be seen how the population maintains a good degree of diversity, thus favoring a better exploration of the search space.



A similar situation can be also observed on the LFR instances with 5000 nodes. The plots in Figure 3b show the best and average fitness of the population for   k = 20   (now purple) and   k = 25   (green). For   k = 25  , Hybrid-IA obtains a high value of modularity within a few generations, and after that it stays in a steady state for the rest of the execution, reaching a high-modularity plateau [66]. On the other hand, for   k = 20   the algorithm has a growth much more constant and linear, both in terms of the best solution and the average of the population. Furthermore, in this case, the two curves of best and average fitness are well separated, indicating that the algorithm maintains a good diversity of solutions within the population.



After the convergence behavior, we investigated the learning ability of Hybrid-IA. In order to do so, we used the quantity of information the algorithm gains during the evolutionary process [67,68], that is the learned amount of information compared to the randomly generated initial population. At each generation t, let   B  m  t   be the number of the B cells whose fitness function value is equal to   m .   The distribution function   f m  ( t )    of the candidate solutions can therefore be defined as the ratio between   B  m  t   and the total number of candidate solutions:


   f  m   ( t )   =   B  m  t    ∑  m = 0  h   B  m  t    =   B  m  t  d  .  



(5)







It follows that the information gain   K ( t ,  t 0  )   can be calculated as:


  K  ( t ,  t 0  )  =  ∑ m   f  m   ( t )   log  (  f  m   ( t )   /  f  m   (  t 0  )   )  .  



(6)







The plots in Figure 4 show the information gain obtained by the algorithm during its running in different scenarios. For both values of   | V |  , Hybrid-IA is able to learn information step by step, showing thus an increasing curve until it reaches a steady state, which is exactly when the modularity of all solutions begins to become similar. The monotonically increasing of the information gain curve until reaching a steady state is consistent with the maximum information-gain principle:     d K   d t   ≥ 0  . Overall, the convergence behavior and learning process analyzed (Figure 3 and Figure 4), suggest that Hybrid-IA finds very quickly good solutions in networks with medium/high density (i.e.,   k = 20   for 1000 nodes and   k = 25   for 5000), as the community structure is well-defined. On the other hand, on sparse networks, with an unclear community structure, the algorithm converges more slowly.



In addition, we carried out a convergence analysis on the network E. coli MRN [54], which presents a very low density (see Table 1). Figure 5 shows the plots relative to the run in which Hybrid-IA has reached its best solution. Again, after the initial climb, the algorithm begins its exploration around the solutions found, improving gradually. In some places (inset plot of Figure 5a) the algorithm seems to stagnate in some local optima but, thanks to the aging operator, it manages to escape, and find better solutions. During these phases, the population tends to reduce its diversity, being almost entirely composed of solutions of equal quality.




5.2. The Biological Networks


Metaheuristics and hyper-heuristics have been successfully applied to several complex network problems, and, specifically, in computational biology area [69,70,71,72,73,74]. Thus, we compare the results obtained by Hybrid-IA on the above-described biological networks with other well-known metaheuristics, all based on a modularity optimization approach [75]. In particular, we compare it with an effective Hyper-Heuristics Differential Search Algorithm (HDSA) [76] based on the random-walk movement used by an organism to migrate, in our case artificial superorganisms; an improved Bat Algorithm based on Differential Evolution algorithm (BADE) [77]; a Scatter Search algorithm based, an evolutionary method that has been successfully applied to hard optimization problems (SSGA) [78,79]; a modified Big Bang–Big Crunch algorithm (BB-BC) [80] an optimization method that relies on both the Big Bang and Big Crunch Theory and, consequently, energy dissipation increasing randomness and disorder, followed a random regrouping of particles; the original Bat Algorithm based on echolocation behavior of bats adapted for community detection (BA) [81]; a variation of the original Gravitational Search Algorithm, modified for solving the community detection problem (GSA) [82]; and the Louvain algorithm [83], a greedy optimization method.



The characteristics of the biological networks are summarised in Table 1. In particular   Δ ( G )   is the percentage of density of the corresponding graph, i.e.,     2 · | E |   | V | · ( | V | − 1 )   · 100 .  



The parameter configuration used by Hybrid-IA is the same as described above, but the set number of generations (  T  m a x   ) depends on the size of the biological network: for instance, for networks with less than 1000 nodes,   T  m a x    was set to 1000, while for networks with more than 1000 nodes,   T  m a x    was set to 2000. It is important to highlight that the results of all the other algorithms were taken from [75].



Table 2 displays the detailed results of Hybrid-IA compared with the other algorithms. It shows for each algorithm, the best values of the Q modularity (Best) found, the average of the values (Mean), the worst modularity (Worst), the standard deviation (StD) and the number of community structures (k) in the best solution. We stress the fact that unfortunately not all algorithms were tested on the same networks, as reported in the published results. Thus, some results are missing in the table. The results obtained by Hybrid-IA show its efficiency. Noticeably, the proposed Hybrid-IA algorithm outperforms all metaheuristics (i.e., excluding Louvain) both in terms of the obtained values of modularity and mean, except for HDSA in the E. coli TRN biological network, although its best result is very close to that obtained by HDSA. Moreover, the average values obtained on Cattle PPI, E. coli TRN, C. elegans MRN and Helicobacter pylori PPI networks are better than the best modularity values obtained by the other algorithms, with the exception of the Hyper-heuristic Differential Search Algorithm (HDSA) and the best value obtained by BADE in E. coli TRN.



Let us now compare the results obtained by Hybrid-IA with the results obtained by Louvain, the only greedy algorithm included in the comparison. It is clear how Hybrid-IA performs well equating the modularity value in the Cattle PPI dataset, and exceeding it in the C. elegans MRN and E. coli MRN networks. For these datasets, Figure 6and Figure 7a,b show the detected community structures by Hybrid-IA. Figure 6b shows the communities generated for E. coli TRN network. For the other instances, although Louvain performs generally better, the modularity reached by Hybrid-IA is however closer to the optimal one. Finally, as it will be explained in more detail in the next section, although Louvain manages to achieve a better modularity value than Hybrid-IA, the latter reveals a higher number of communities. This is due to the different nature of the two algorithms since Louvain tends to aggregate communities.




5.3. Functional Sensitivity of Community Detection


Modularity allows measuring how cohesive the detected communities are, but not to assess how similar they are to the real ones. Synthetic networks allow us to use another evaluation metric, namely the Normalized Mutual Information (NMI) [84], which is widely used to compare community detection methods since it is able to disclose the similarity between the genuine community (target) and the detected community structures. Since for the biological networks reported in Table 1 the real community structure is unknown, a new dataset of networks was used for this analysis. In particular, a new set of instances was generated using the LFR algorithm (see Section 4.4), with the mixing parameter   μ t   that ranges from   0.1   to   0.8  .



In Table 3, we can see the results of Hybrid-IA on these new synthetic datasets and we can compare them with the ones obtained by Louvain. The features of the LFR networks tested are shown in the first column; for each of these lists of parameters, 5 random instances were generated. The values of modularity Q and NMI were computed over 100 independent runs for both algorithms.



Analyzing the comparison, it is possible to see how Louvain outperforms Hybrid-IA in almost all networks with 1000 vertices with respect to the Q modularity metric, and in all instances with 5000 vertices. On the other hand, though, Hybrid-IA outperforms Louvain with respect to the NMI index, in all networks except just for one (  1000 , 20 , 0.8  ).



What are the reasons behind such significant differences in the performances of the two algorithms? The combination of random search and local search that, along with the diversity in the population, introduced by the immune operators, require for Hybrid-IA a longer convergence time than Louvain. Louvain is a fast, multilevel algorithm that obtains good modularity values, but it aggregates communities too much, not reflecting the real community structures of the networks. These results prove, therefore, that Hybrid-IA is better able to detect communities that are closer to the true ones when compared with the greedy optimization algorithm. If on one hand modularity assesses the cohesion of the detected communities, on the other hand simply maximizing Q might not correspond to detecting true communities. Indeed, as it is also asserted in [28], when maximizing modularity it is possible to fail to identify smaller communities due to the degree of interconnection of the communities.



Figure 8 shows the curves of the NMI index for all LFR benchmarks with 1000 vertices. It can be observed that the two curves have the same trend: for low values of   μ t   (≤0.3), both algorithms obtain similar results, as the   μ t   parameter increases, the gap between Hybrid-IA and Louvain begins to be more consistent. However, when the mixing parameter assumes higher values, the generated LFR networks have community structures that are not well-defined, resulting, then, in low NMI values for both algorithms.



Figure 9, instead, shows the NMI curves for the LFR networks with 5000 nodes. For these instances, the difference between Louvain and Hybrid-IA is much more substantial, and it is quite evident even at low values of   μ t  .



Following this modularity limitation, we conducted a more in-depth functional sensitivity analysis based on two other community structure similarity metrics: Adjusted Rand Index (ARI) [85], for measuring the similarity of partitions, and Normalized Variation of Information (NVI) [86], which is based on the Shannon entropy and measures the lost and the gained information in changing from one clustering to another one. It is worth recalling that while NMI and ARI values close to 1 denote strong similarity between the detected community and the real one (  NMI = ARI = 1   identical communities), the NVI values, on the other hand, tend to 0 as the similarity between the compared communities increases (  NVI = 0   identical communities).



Thus, following the same experimental protocol, the three measures of functional sensitivity were computed on the synthetic networks considered above, with the addition of a larger one of 10,000 vertices. The outcomes are reported in Table 4. By analyzing this table it is possible to assert that Hybrid-IA achieves better metric values than Louvain in all three sensitivity measures. It follows therefore that, albeit Louvain achieves slightly better modularity values in almost all networks considered (mainly on the larger ones), Hybrid-IA instead is able to detect communities strongly similar to the real ones outperforming Louvain in all three sensitivity metrics. It is worth pointing out how Hybrid-IA obtains NMI and ARI values close to 1 in almost all tested networks, with particular reference to the largest one (  | V | = 10,000  ).





6. Conclusions


A Hybrid Immune Algorithm, called Hybrid-IA, was designed for the community detection problem and was tested on several large biological networks. The strength of Hybrid-IA is given not only by the immune operators (cloning, hypermutation and aging) but also by a specially designed Local Search, which aims to speed up the convergence of Hybrid-IA towards promising regions. Basically, it attempts deterministically to move a node from the belonging community to another within its neighbors with the purpose to refine and improve the solutions discovered.



In order to assess the robustness of Hybrid-IA, we performed several comparisons with other metaheuristics, hyper-heuristics and the well-known greedy algorithm Louvain. We conducted a first comparison based on the modularity function maximization. However, due to the limitation of modularity optimization in detecting communities that are comparatively small, we performed other comparisons based on Normalized Mutual Information (NMI), Adjusted Rand Index (ARI) and Normalized Variation of Information (NVI), which are evaluation metrics commonly used in community detection that simply assess how similar the communities discovered are with respect to the real ones. All in all, after inspecting all the obtained outcomes and performing all the necessary comparisons, it clearly emerges how Hybrid-IA outperforms all metaheuristics and hyper-heuristics with which it was compared, in terms of best and mean modularity values. Focusing only on the comparison with Louvain, it is possible to assert that although Hybrid-IA finds slightly lower modularity values, it is still able to detect communities more similar to the real ones than those discovered by Louvain.



Some improvements, as future works, are currently in progress. We are addressing, in particular, the problem of improving the execution time and the searchability of Hybrid-IA especially on very large networks, through an adaptive multi-level approach. In addition, since the algorithm is based on several fixed and user-defined parameters, we believe that a further significant improvement of its searchability could be obtained by dynamically adapting such parameters through Machine Learning and/or Hyper-Heuristics techniques.
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Figure 1. The  α  mutation curves at different values of  ρ . 
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Figure 2. Hypermutation operator. (a) A subset of nodes from community   c h   will be merged to an existing community   c  h ′   . (b) A subset of nodes from community   c h   will be split to create a new community   c  h ′   . 
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Figure 3. Convergence behavior of Hybrid-IA: dotted lines are for best values, continuous lines for average values. Average and best fitness value versus generations on (a) LFR(1000,15,0.5) and LFR(1000,20,0.5), and on (b) LFR(5000,20,0.5) and LFR(5000,25,0.5). 






Figure 3. Convergence behavior of Hybrid-IA: dotted lines are for best values, continuous lines for average values. Average and best fitness value versus generations on (a) LFR(1000,15,0.5) and LFR(1000,20,0.5), and on (b) LFR(5000,20,0.5) and LFR(5000,25,0.5).



[image: Informatics 10 00018 g003]







[image: Informatics 10 00018 g004 550] 





Figure 4. Learning ability of Hybrid-IA: information gain and standard deviation versus generations on (a) LFR(1000,15,0.5) and LFR(1000,20,0.5), and on (b) LFR(5000,20,0.5) and LFR(5000,25,0.5). 
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Figure 5. Convergence behavior of Hybrid-IA on E. coli MRN network. (a) Average and best fitness value of the population versus generations. (b) Information gain and standard deviation versus generations. 
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Figure 6. Community structure identified by Hybrid-IA on (a) Cattle PPI and (b) E. coli TRN networks. 
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Figure 7. Community structure identified by Hybrid-IA on (a) C. elegans MRN and (b) E. coli MRN networks. 
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Figure 8. Performances of Hybrid-IA and Louvain on the LFR instances with 1000 nodes and average degrees 15 and 20. The plots show the normalized mutual information as a function of the mixing parameter. Each point corresponds to an average over 5 produced graphs and 100 runs. 
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Figure 9. Performances of Hybrid-IA and Louvain on the LFR instances with 5000 nodes and average degrees 20 and 25. The plots show the normalized mutual information as a function of the mixing parameter. Each point corresponds to an average over 5 produced graphs and 100 runs. 
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Table 1. The biological networks used in the experiments.
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	Name
	Reference
	    | V |    
	    | E |    
	    Δ ( G )    





	Cattle PPI
	[44]
	268
	303
	0.85%



	E. coli TRN
	[62]
	418
	519
	0.60%



	C. elegans MRN
	[53]
	453
	2025
	1.98%



	Yeast TRN
	[63]
	688
	1078
	0.46%



	Helicobacter pylori PPI
	[45,46]
	724
	1403
	0.54%



	E. coli MRN
	[54]
	1039
	4741
	0.88%



	Yeast PPI (1)
	[47]
	2018
	2705
	0.13%



	Yeast PPI (2)
	[48]
	2284
	6646
	0.25%
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Table 2. Comparing the results obtained by Hybrid-IA on biological networks with the results obtained by other algorithms. The results are calculated over 100 independent runs for Hybrid-IA and Louvain, while over 30 runs for the rest.
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Name

	

	
Hybrid-IA

	
Louvain

	
HDSA

	
BADE

	
SSGA

	
BB-BC

	
BA

	
GSA






	
Cattle PPI

	
k

	
40

	
40

	
40

	
41

	
40

	
48

	
42

	
43




	
Best

	
0.7195

	
0.7195

	
0.7195

	
0.7183

	
0.7118

	
0.7095

	
0.7143

	
0.7053




	
Worst

	
0.7011

	
0.7181

	
0.7194

	
0.7059

	
0.7052

	
0.7079

	
0.7063

	
0.6949




	
Mean

	
0.7154

	
0.7193

	
0.7195

	
0.7138

	
0.7079

	
0.7084

	
0.7100

	
0.6983




	
StD

	
0.0037

	
0.0005

	
0.0001

	
0.0051

	
0.0025

	
0.0007

	
0.0035

	
0.0041




	
E. coli TRN

	
k

	
43

	
41

	
47

	
58

	
61

	
71

	
56

	
61




	
Best

	
0.7785

	
0.7793

	
0.7822

	
0.7680

	
0.7507

	
0.7520

	
0.7629

	
0.7416




	
Worst

	
0.7563

	
0.7747

	
0.7808

	
0.7560

	
0.7412

	
0.7452

	
0.7542

	
0.7328




	
Mean

	
0.7701

	
0.7779

	
0.7815

	
0.7621

	
0.7457

	
0.7485

	
0.7599

	
0.7375




	
StD

	
0.0049

	
0.0011

	
0.0006

	
0.0043

	
0.0035

	
0.0026

	
0.0034

	
0.0034




	
C. elegans MRN

	
k

	
10

	
10

	
13

	
25

	
22

	
21

	
22

	
24




	
Best

	
0.4506

	
0.4490

	
0.4185

	
0.3473

	
0.3336

	
0.3374

	
0.3514

	
0.3063




	
Worst

	
0.4321

	
0.4216

	
0.3962

	
0.3335

	
0.3124

	
0.3194

	
0.3356

	
0.2974




	
Mean

	
0.4437

	
0.4365

	
0.4074

	
0.3385

	
0.3220

	
0.3266

	
0.3438

	
0.3039




	
StD

	
0.0040

	
0.0049

	
0.0010

	
0.0054

	
0.0077

	
0.0074

	
0.0073

	
0.0037




	
Yeast TRN

	
k

	
33

	
26

	
-

	
-

	
-

	
-

	
-

	
-




	
Best

	
0.7668

	
0.7683

	
-

	
-

	
-

	
-

	
-

	
-




	
Worst

	
0.7363

	
0.7489

	
-

	
-

	
-

	
-

	
-

	
-




	
Mean

	
0.7569

	
0.7607

	
-

	
-

	
-

	
-

	
-

	
-




	
StD

	
0.0050

	
0.0033

	
-

	
-

	
-

	
-

	
-

	
-




	
Helicobacter pylori PPI

	
k

	
51

	
24

	
52

	
69

	
70

	
75

	
62

	
77




	
Best

	
0.5359

	
0.5462

	
0.5086

	
0.4926

	
0.4726

	
0.4681

	
0.4900

	
0.4600




	
Worst

	
0.5104

	
0.5356

	
0.5048

	
0.4809

	
0.4659

	
0.4642

	
0.4738

	
0.4549




	
Mean

	
0.5240

	
0.5410

	
0.5078

	
0.4854

	
0.4695

	
0.4660

	
0.4814

	
0.4567




	
StD

	
0.0056

	
0.0025

	
0.0017

	
0.0047

	
0.0021

	
0.0018

	
0.0073

	
0.0020




	
E. coli MRN

	
k

	
13

	
8

	
-

	
-

	
-

	
-

	
-

	
-




	
Best

	
0.3817

	
0.3734

	
-

	
-

	
-

	
-

	
-

	
-




	
Worst

	
0.3598

	
0.3450

	
-

	
-

	
-

	
-

	
-

	
-




	
Mean

	
0.3695

	
0.3583

	
-

	
-

	
-

	
-

	
-

	
-




	
StD

	
0.0042

	
0.0058

	
-

	
-

	
-

	
-

	
-

	
-




	
Yeast PPI (2)

	
k

	
159

	
46

	
-

	
-

	
-

	
-

	
-

	
-




	
Best

	
0.5796

	
0.5961

	
-

	
-

	
-

	
-

	
-

	
-




	
Worst

	
0.5524

	
0.5870

	
-

	
-

	
-

	
-

	
-

	
-




	
Mean

	
0.5652

	
0.5925

	
-

	
-

	
-

	
-

	
-

	
-




	
StD

	
0.0052

	
0.0019

	
-

	
-

	
-

	
-

	
-

	
-




	
Yeast PPI (1)

	
k

	
353

	
213

	
-

	
-

	
-

	
-

	
-

	
-




	
Best

	
0.7002

	
0.7648

	
-

	
-

	
-

	
-

	
-

	
-




	
Worst

	
0.6602

	
0.7519

	
-

	
-

	
-

	
-

	
-

	
-




	
Mean

	
0.6798

	
0.7609

	
-

	
-

	
-

	
-

	
-

	
-




	
StD

	
0.0078

	
0.0022

	
-

	
-

	
-

	
-

	
-

	
-
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Table 3. Comparing Hybrid-IA and Louvain on synthetic networks with 1000 and 5000 vertices, with respect to modularity (Q) and NMI evaluation metrics. In boldface are reported the best obtained values.






Table 3. Comparing Hybrid-IA and Louvain on synthetic networks with 1000 and 5000 vertices, with respect to modularity (Q) and NMI evaluation metrics. In boldface are reported the best obtained values.





	

	
Hybrid-IA

	
Louvain

	

	
Hybrid-IA

	
Louvain




	
    ( | V | , k ,  μ t  )    

	
Q

	
NMI

	
Q

	
NMI

	
    ( | V | , k ,  μ t  )    

	
Q

	
NMI

	
Q

	
NMI






	
   ( 1000 , 15 , 0.1 )   

	
0.8608

	
0.9951

	
0.8608

	
0.9918

	
   ( 5000 , 20 , 0.1 )   

	
0.8923

	
0.9988

	
0.8934

	
0.9586




	
   ( 1000 , 15 , 0.2 )   

	
0.7621

	
0.9894

	
0.7623

	
0.9807

	
   ( 5000 , 20 , 0.2 )   

	
0.7927

	
0.9965

	
0.7949

	
0.9394




	
   ( 1000 , 15 , 0.3 )   

	
0.6646

	
0.9862

	
0.6651

	
0.9716

	
   ( 5000 , 20 , 0.3 )   

	
0.6929

	
0.9965

	
0.6960

	
0.9252




	
   ( 1000 , 15 , 0.4 )   

	
0.5654

	
0.9836

	
0.5660

	
0.9691

	
   ( 5000 , 20 , 0.4 )   

	
0.5931

	
0.9948

	
0.5976

	
0.9065




	
   ( 1000 , 15 , 0.5 )   

	
0.4670

	
0.9847

	
0.4688

	
0.9462

	
   ( 5000 , 20 , 0.5 )   

	
0.4936

	
0.9951

	
0.5003

	
0.8779




	
   ( 1000 , 15 , 0.6 )   

	
0.3688

	
0.9612

	
0.3718

	
0.9113

	
   ( 5000 , 20 , 0.6 )   

	
0.3939

	
0.9966

	
0.4030

	
0.8474




	
   ( 1000 , 15 , 0.7 )   

	
0.2712

	
0.5467

	
0.2675

	
0.4977

	
   ( 5000 , 20 , 0.7 )   

	
0.2932

	
0.9927

	
0.3056

	
0.8145




	
   ( 1000 , 15 , 0.8 )   

	
0.2415

	
0.1600

	
0.2354

	
0.1536

	
   ( 5000 , 20 , 0.8 )   

	
0.2084

	
0.3285

	
0.2102

	
0.2634




	
   ( 1000 , 20 , 0.1 )   

	
0.8606

	
0.9980

	
0.8607

	
0.9931

	
   ( 5000 , 25 , 0.1 )   

	
0.8922

	
0.9993

	
0.8925

	
0.9770




	
   ( 1000 , 20 , 0.2 )   

	
0.7622

	
0.9964

	
0.7622

	
0.9914

	
   ( 5000 , 25 , 0.2 )   

	
0.7925

	
0.9988

	
0.7936

	
0.9527




	
   ( 1000 , 20 , 0.3 )   

	
0.6656

	
0.9921

	
0.6658

	
0.9830

	
   ( 5000 , 25 , 0.3 )   

	
0.6929

	
0.9986

	
0.6948

	
0.9348




	
   ( 1000 , 20 , 0.4 )   

	
0.5668

	
0.9910

	
0.5676

	
0.9656

	
   ( 5000 , 25 , 0.4 )   

	
0.5931

	
0.9987

	
0.5966

	
0.9125




	
   ( 1000 , 20 , 0.5 )   

	
0.4685

	
0.9829

	
0.4700

	
0.9491

	
   ( 5000 , 25 , 0.5 )   

	
0.4934

	
0.9955

	
0.4983

	
0.8907




	
   ( 1000 , 20 , 0.6 )   

	
0.3688

	
0.9748

	
0.3712

	
0.9263

	
   ( 5000 , 25 , 0.6 )   

	
0.3939

	
0.9950

	
0.4008

	
0.8621




	
   ( 1000 , 20 , 0.7 )   

	
0.2714

	
0.9244

	
0.2737

	
0.8230

	
   ( 5000 , 25 , 0.7 )   

	
0.2940

	
0.9951

	
0.3037

	
0.8285




	
   ( 1000 , 20 , 0.8 )   

	
0.2169

	
0.1708

	
0.2069

	
0.1793

	
   ( 5000 , 25 , 0.8 )   

	
0.1872

	
0.6067

	
0.1942

	
0.5654
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Table 4. Hybrid-IA functional sensitivity analysis on synthetic networks at different sizes: from 1000 to 10,000 vertices. NMI, ARI and NVI were considered as community structure similarity metrics. In boldface are reported the best obtained values.
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Hybrid-IA

	
Louvain




	
    ( | V | , k ,  μ t  )    

	
Q

	
NMI

	
ARI

	
NVI

	
Q

	
NMI

	
ARI

	
NVI






	
   | V | = 1000   




	
   ( 1000 , 15 , 0.1 )   

	
0.8608

	
0.9951

	
0.9873

	
0.0098

	
0.8608

	
0.9918

	
0.9785

	
0.0161




	
   ( 1000 , 15 , 0.2 )   

	
0.7621

	
0.9894

	
0.9716

	
0.0209

	
0.7623

	
0.9807

	
0.9483

	
0.0377




	
   ( 1000 , 15 , 0.3 )   

	
0.6646

	
0.9862

	
0.9567

	
0.0271

	
0.6651

	
0.9716

	
0.9175

	
0.0550




	
   ( 1000 , 15 , 0.4 )   

	
0.5654

	
0.9836

	
0.9490

	
0.0322

	
0.5660

	
0.9691

	
0.9104

	
0.0598




	
   ( 1000 , 15 , 0.5 )   

	
0.4670

	
0.9847

	
0.9467

	
0.0301

	
0.4688

	
0.9462

	
0.8274

	
0.1019




	
   ( 1000 , 15 , 0.6 )   

	
0.3688

	
0.9612

	
0.8664

	
0.0742

	
0.3718

	
0.9113

	
0.7368

	
0.1627




	
   ( 1000 , 15 , 0.7 )   

	
0.2712

	
0.5467

	
0.2379

	
0.6220

	
0.2675

	
0.4977

	
0.2168

	
0.6664




	
   ( 1000 , 15 , 0.8 )   

	
0.2415

	
0.1600

	
0.0219

	
0.9130

	
0.2354

	
0.1536

	
0.0218

	
0.9167




	
   ( 1000 , 20 , 0.1 )   

	
0.8606

	
0.9980

	
0.9948

	
0.0040

	
0.8607

	
0.9931

	
0.9842

	
0.0135




	
   ( 1000 , 20 , 0.2 )   

	
0.7622

	
0.9964

	
0.9918

	
0.0071

	
0.7622

	
0.9914

	
0.9782

	
0.0170




	
   ( 1000 , 20 , 0.3 )   

	
0.6656

	
0.9921

	
0.9771

	
0.0156

	
0.6658

	
0.9830

	
0.9525

	
0.0332




	
   ( 1000 , 20 , 0.4 )   

	
0.5668

	
0.9910

	
0.9707

	
0.0179

	
0.5676

	
0.9656

	
0.8961

	
0.0664




	
   ( 1000 , 20 , 0.5 )   

	
0.4685

	
0.9829

	
0.9426

	
0.0337

	
0.4700

	
0.9491

	
0.8363

	
0.0968




	
   ( 1000 , 20 , 0.6 )   

	
0.3688

	
0.9748

	
0.9038

	
0.0491

	
0.3712

	
0.9263

	
0.7641

	
0.1370




	
   ( 1000 , 20 , 0.7 )   

	
0.2714

	
0.9244

	
0.7561

	
0.1399

	
0.2737

	
0.8230

	
0.5403

	
0.3002




	
   ( 1000 , 20 , 0.8 )   

	
0.2169

	
0.1708

	
0.0288

	
0.9064

	
0.2069

	
0.1793

	
0.0300

	
0.9012




	
   | V | = 5000   




	
   ( 5000 , 20 , 0.1 )   

	
0.8923

	
0.9988

	
0.9940

	
0.0024

	
0.8934

	
0.9586

	
0.8194

	
0.0794




	
   ( 5000 , 20 , 0.2 )   

	
0.7927

	
0.9965

	
0.9816

	
0.0070

	
0.7949

	
0.9394

	
0.7302

	
0.1142




	
   ( 5000 , 20 , 0.3 )   

	
0.6929

	
0.9965

	
0.9808

	
0.0070

	
0.6960

	
0.9252

	
0.6678

	
0.1392




	
   ( 5000 , 20 , 0.4 )   

	
0.5931

	
0.9948

	
0.9711

	
0.0104

	
0.5976

	
0.9065

	
0.5941

	
0.1709




	
   ( 5000 , 20 , 0.5 )   

	
0.4936

	
0.9951

	
0.9728

	
0.0098

	
0.5003

	
0.8779

	
0.4959

	
0.2177




	
   ( 5000 , 20 , 0.6 )   

	
0.3939

	
0.9966

	
0.9797

	
0.0068

	
0.4030

	
0.8474

	
0.4048

	
0.2648




	
   ( 5000 , 20 , 0.7 )   

	
0.2932

	
0.9927

	
0.9539

	
0.0145

	
0.3056

	
0.8145

	
0.3327

	
0.3130




	
   ( 5000 , 20 , 0.8 )   

	
0.2084

	
0.3285

	
0.0176

	
0.8027

	
0.2102

	
0.2634

	
0.0195

	
0.8481




	
   ( 5000 , 25 , 0.1 )   

	
0.8922

	
0.9993

	
0.9966

	
0.0013

	
0.8925

	
0.9770

	
0.8928

	
0.0449




	
   ( 5000 , 25 , 0.2 )   

	
0.7925

	
0.9988

	
0.9935

	
0.0024

	
0.7936

	
0.9527

	
0.7821

	
0.0902




	
   ( 5000 , 25 , 0.3 )   

	
0.6929

	
0.9986

	
0.9921

	
0.0029

	
0.6948

	
0.9348

	
0.7026

	
0.1225




	
   ( 5000 , 25 , 0.4 )   

	
0.5931

	
0.9987

	
0.9915

	
0.0027

	
0.5966

	
0.9125

	
0.6158

	
0.1609




	
   ( 5000 , 25 , 0.5 )   

	
0.4934

	
0.9955

	
0.9747

	
0.0089

	
0.4983

	
0.8907

	
0.5366

	
0.1970




	
   ( 5000 , 25 , 0.6 )   

	
0.3939

	
0.9950

	
0.9666

	
0.0100

	
0.4008

	
0.8621

	
0.4473

	
0.2424




	
   ( 5000 , 25 , 0.7 )   

	
0.2940

	
0.9951

	
0.9653

	
0.0097

	
0.3037

	
0.8285

	
0.3604

	
0.2927




	
   ( 5000 , 25 , 0.8 )   

	
0.1872

	
0.6067

	
0.0667

	
0.5607

	
0.1942

	
0.5654

	
0.1065

	
0.6058




	
   | V | = 10,000   




	
   ( 10,000 , 20 , 0.1 )   

	
0.8938

	
0.9995

	
0.9982

	
0.0010

	
0.8945

	
0.9686

	
0.8874

	
0.0609




	
   ( 10,000 , 20 , 0.2 )   

	
0.7938

	
0.9981

	
0.9925

	
0.0037

	
0.7951

	
0.9538

	
0.8198

	
0.0883




	
   ( 10,000 , 20 , 0.3 )   

	
0.6940

	
0.9980

	
0.9925

	
0.0040

	
0.6960

	
0.9407

	
0.7563

	
0.1119




	
   ( 10,000 , 20 , 0.4 )   

	
0.5941

	
0.9977

	
0.9900

	
0.0045

	
0.5972

	
0.9202

	
0.6682

	
0.1478




	
   ( 10,000 , 20 , 0.5 )   

	
0.4942

	
0.9988

	
0.9945

	
0.0024

	
0.4986

	
0.8982

	
0.5793

	
0.1847




	
   ( 10,000 , 20 , 0.6 )   

	
0.3943

	
0.9996

	
0.9974

	
0.0008

	
0.4004

	
0.8720

	
0.4872

	
0.2269




	
   ( 10,000 , 20 , 0.7 )   

	
0.2909

	
0.9847

	
0.8556

	
0.0301

	
0.3013

	
0.8287

	
0.3737

	
0.2925




	
   ( 10,000 , 20 , 0.8 )   

	
0.2064

	
0.2621

	
0.0085

	
0.8491

	
0.2094

	
0.1704

	
0.0079

	
0.9068




	
   ( 10,000 , 25 , 0.1 )   

	
0.8937

	
0.9995

	
0.9984

	
0.0010

	
0.8940

	
0.9792

	
0.9253

	
0.0407




	
   ( 10,000 , 25 , 0.2 )   

	
0.7940

	
0.9993

	
0.9968

	
0.0014

	
0.7947

	
0.9627

	
0.8524

	
0.0719




	
   ( 10,000 , 25 , 0.3 )   

	
0.6941

	
0.9990

	
0.9955

	
0.0020

	
0.6955

	
0.9497

	
0.7946

	
0.0958




	
   ( 10,000 , 25 , 0.4 )   

	
0.5942

	
0.9992

	
0.9969

	
0.0015

	
0.5964

	
0.9320

	
0.7179

	
0.1273




	
   ( 10,000 , 25 , 0.5 )   

	
0.4944

	
0.9982

	
0.9917

	
0.0036

	
0.4978

	
0.9083

	
0.6199

	
0.1679




	
   ( 10,000 , 25 , 0.6 )   

	
0.3943

	
0.9984

	
0.9897

	
0.0032

	
0.3989

	
0.8841

	
0.5313

	
0.2077




	
   ( 10,000 , 25 , 0.7 )   

	
0.2941

	
0.9981

	
0.9860

	
0.0038

	
0.3008

	
0.8516

	
0.4299

	
0.2584




	
   ( 10,000 , 25 , 0.8 )   

	
0.1849

	
0.4316

	
0.0227

	
0.7245

	
0.1867

	
0.3352

	
0.0247

	
0.7985
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