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Abstract: I document a sizeable bias that might arise when valuing out of the money American
options via the Least Square Method proposed by Longstaff and Schwartz (2001). The key point of
this algorithm is the regression-based estimate of the continuation value of an American option. If this
regression is ill-posed, the procedure might deliver biased results. The price of the American option
might even fall below the price of its European counterpart. For call options, this is likely to occur
when the dividend yield of the underlying is high. This distortion is documented within the standard
Black–Scholes–Merton model as well as within its most common extensions (the jump-diffusion, the
stochastic volatility and the stochastic interest rates models). Finally, I propose two easy and effective
workarounds that fix this distortion.

Keywords: American options; least square method; derivatives pricing; binomial tree; stochastic
interest rates; quadrinomial tree
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1. Introduction

Whereas most of the exchange-traded options on global financial indexes can be exercised only at
maturity, thus being European-style options, the vast majority of equity options are American-style,
as they can be exercised at any time up to their maturity. Evaluation of American-style options is,
therefore, of crucial relevance in the financial industry.1

The fair pricing of this kind of claims is tricky even within simple market models due to their
embedded optimization problem. In fact, since the holder of an American option has the right to
exercise it at any time up to maturity, she will do so at the moment in which the expected payoff of
the option is maximum. Therefore, virtually at each instant in time, she has to compare what she
would get by the immediate exercise of the option to what she would get in the future if she waits
and exercises the option later on. In turns, what she would get in the future depends on her future
decisions: this recursive structure of the decision problem makes the evaluation of American claims
quite complicated. See, e.g., Detemple (2014) for an extensive review of the main pricing methods of
American-style derivatives.

Longstaff and Schwartz (2001) proposed the Least Square Methods (LSM henceforth), an interesting,
fast and flexible Monte Carlo-based algorithm to price American options. The key point of the LMS is a
regression-based approximation of the continuation value for the American option, which overcomes

1 See, e.g., the CBOE Market Statistics annual report released by the Chicago Board Options Exchange, the largest trading
market for derivatives. In 2016, the overall dollar value of all the equity options traded at the CBOE was roughly equal
to $66 billion with an average of 1.35 million equity options traded daily corresponding to 205 million call options and
135 million put through the year.
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the well known issue of recursively estimating the conditional expectation of future optimal exercises.
At maturity, the option is exercised whenever in the money. Then, the optimal policy is retrieved
going backward by comparing the immediate exercise payoff with the continuation value, which is
approximated by the fitted values of a pathwise regression of all future payoffs on the immediate payoff.
Since this regression is run on the paths along which the option is in the money, if there are too few of
them, the regression is ill-posed and produces biased estimates of the continuation value. This propagates
recursively and the final estimate of the price of the American option might be biased. Such bias might be
so large that the American option price falls below the price of its European counterpart, delivering a
price that violates the no arbitrage assumption as American options are always worth more than their
European counterparts due to the early exercise premium.

If the option starts even mildly out of the money, the probability that the underlying reverts back
to the in the money region depends on the drift of the risky asset. This drift depends in turns on
the risk-free interest rate, on the dividend yield and on the volatility of the equity. Under realistic
combinations of these parameters, the probability that initially out of the money option ends up in the
in the money region is quite low. This damages the regression-based estimation of the continuation
value of the American option thus altering (usually lowering) the final price. As an example, a high
dividend yield relative to a low risk-free interest rate depresses the drift of a lognormal risky asset and,
therefore, the stock is expected to decrease. In this case, the evaluation of an American option on this
stock through the LSM, would most likely deliver a biased result.

My analysis builds on the large literature about the weaknesses and the related improvements of
the Monte Carlo-regression based methods for pricing American options. Among others, García (2003)
and Kan and Reesor (2012) analysed and corrected the biases of the algorithm due to suboptimal
exercise decisions whereas, as an example, Belomestny et al. (2015) and Fabozzi et al. (2017) proposed
further improvements of the original LSM.

Out of the money options play a key role in hedging strategies to protect investors against
sudden drop/peak of the equity. Furthermore, Carr and Madan (2001) showed how to replicate any
derivative whose payoff is a smooth function of the underlying at maturity with fixed positions in the
bond, the stock itself and out of the money European call and put options. As European options on
equity are quite illiquid, American ones are used in practice (delivering a small deviation from the
perfect replication). Therefore, the correct evaluation of American out of the money options is relevant
as well.

The remaining of the paper is organized as follows. Section 2 analyses the aforementioned flaw of
the LSM in the standard diffusive framework of Black–Scholes–Merton. The following three sections
address this issue within the three most common extensions of the standard diffusive framework.
Section 3 deals with the jump-diffusion model, Section 4 with the stochastic interest rate framework
and, finally, Section 5 with the stochastic volatility one. Section 6 concludes.

2. American Equity Options, Constant Interest Rates

I first analyse the LSM in a simple diffusive framework, as the one of Black and Scholes (1973)
and Merton (1973). The risk-free interest rate is assumed to be deterministic. In Section 2.1, I first
review the LSM and I highlight the possible flaws that might arise when valuing out of the money
American option. Then, I propose a possible workaround to overcome them. In Section 2.2, I propose
some numerical example to quantify the size of the flaws and to show how the workaround delivers
correct results.
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2.1. Theoretical Framework

2.1.1. The Primary Assets

Assume that the market is arbitrage-free and let r ∈ (−1,+∞) be the constant prevailing risk-free
interest rate2. The risk-free interest rate is capitalized through a traded bond with price B(t) = ert.
Consider a traded lognormal risky security S whose price dynamics under the3 risk-neutral probability
measure Q solve the following stochastic differential equation (SDE henceforth):

dS(t) = (r− q)S(t)dt + σS(t)dW(t), S(0) = S0 (1)

with t ∈ R+, where W is a Q-Brownian motion, σ ∈ R+ is the constant volatility of the security, q its
continuous dividend yield and S0 ∈ R+ is its current price at t = 0. It is well known that the solution
to Equation (1) delivers the following explicit expression for the price of the risky security

S(t) = S0 exp
[(

r− q− σ2

2

)
t + σW(t)

]
, t ≥ 0. (2)

Notice that the continuously compounded rate of return over [0, t] on S,

ln
S(t)
S0

=

(
r− q− σ2

2

)
t + σW(t)

has two contributions: the first one is deterministic and depends on the drift µQ := r− q− σ2/2 of the
security; the second one is normally distributed with zero mean and variance equal to σ2t. Globally,
the expected rate of return over [0, t] is therefore normally distributed with mean µQt and variance σ2t.
Furthermore, as time goes by, the deterministic component µQt prevails over the random one σW(t)4.
Therefore, the investor expects the security to appreciate as time goes by proportionally to the constant
drift µQ.

2.1.2. The Derivatives

Let f (S), S ∈ R+, be the payoff of a derivative written on S(t). For a thorough analysis of many
derivatives in this diffusion framework, see, e.g., Björk (2009). I restrict my investigation only to
plain vanilla options; these are derivatives whose payoff can be cashed in by investors if (and only
if) it is positive and that depends only on the current value of the underlying. The two instances
of these options I will investigate are the call options, with f (S) = (S− K)+, and the put options,
with f (S) = (K− S)+, where in both cases K, the strike price of the option, is the constant quantity
specified on the contract at which the holder of the option has the right to buy or to sell, respectively,
the underlying5.

2 I advisedly allow for r ∈ [−1, 0] in order to possibly replicate also the current situation of the Eurozone where “risk-free”
government bonds, such as German ones, display negative yield up to few years maturities.

3 Under these assumptions, the market is actually also complete; therefore, the risk-neutral measure Q is unique.
4 It holds true (see, e.g., Revuz and Yor (2001)) that lim supt→+∞

W(t)√
2t log2 t

= 1 and lim inft→+∞
W(t)√
2t log2 t

= −1 almost surely;

as ±
√

2t log2 t = o(t), lim supt→+∞
µQt+σW(t)

µQt
= 1.

5 (x)∗ := max{0, x} denotes the positive part. The holder of an option will exercise it if and only if it delivers a positive
payoff; if this is not the case, the option will not be exercised and its payoff is floored at zero.
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European-style options can be exercised only at maturity T ∈ R+. As their payoff at maturity is
f (S(T)), the fundamental no-arbitrage pricing equation gives the value of these options at any time t,
from inception, t = 0, up to maturity T

πE
f (t) = EQ

[
f (S(T))

B(t)
B(T)

∣∣∣∣Ft

]
= EQ

[
f (S(T))e−r(T−t)

∣∣∣Ft

]
. (3)

For call and put options, π f (t) admits a closed form solution, the celebrated Black–Scholes–Merton
formula first derived by Black and Scholes (1973) and Merton (1973).

American-style options can be exercised at any time up to their maturity T ∈ R+. If exercised at
t ∈ [0, T], their payoff is f (S(t)). Clearly, a rational investor would exercise an American option when
the payoff it delivers is the greatest possible. Therefore, the value of an American option at any time
t is

πA
f (t) = ess sup

τ∈[t,T]
EQ
[

f (S(τ))e−r(τ−t)
∣∣∣Ft

]
, (4)

where the essential supremum accounts for the fact that the sup is taken on an (uncountable) family
of random variables defined up to zero-probability sets. In other words, the value of the American
option is determined by the optimal stopping time τ that maximizes the discounted payoff. It is well
known that πA

f (t) admits closed form expressions for neither call nor put options.
The evaluation of American options has, therefore, to rely on numerical techniques. As greatly

summed up by Detemple (2014), there are broadly three valuation approaches to tackle this issue:

• the variational inequality approach, which generalizes the Black-Scholes PDE and translates into
a free boundary problem;

• the lattice approach, inspired by the seminal work of Cox et al. (1979), who discretized the
evolution of the underlying asset S and evaluated the American option backward along this
discretization; and

• the least square method, first introduced by Longstaff and Schwartz (2001), who exploited a
Monte Carlo simulation to recursively estimate the expected future payoff of the American option.

The present work focuses on the last approach, the LSM, as it is widely used thanks to the
simplicity and the flexibility of its algorithm. Nevertheless, I show that, when implemented without
few shrewdnesses, the LSM might deliver biased results under some realistic combinations of
assets’ parameters.

2.1.3. The LSM

The general LSM is effectively illustrated in Section 2 of Longstaff and Schwartz (2001). For ease
of reading, I briefly recall here its working flow.

First, the LSM considers a uniform discretization of the investment window [0, T] and evaluates
a Bermudan-style option that can be exercised at any discrete monitoring date of the time partition.
Then, a large number of sample paths of the security S is simulated; each of them is monitored at every
possible exercise date.

The LSM runs backward in time. At maturity T, the option is exercised only along the paths in
which it ends up in the money. Therefore, the optimal exercise policy at T is known along all the paths
and simply prescribes to exercise the option when it is in the money. At any intermediate monitoring
date ti, the holder of the option considers the immediate payoff she would get by the early exercise
of the option, f (S(ti)). Along all the paths in which the immediate exercise is positive6, the holder
of the option has to decide whether she is better off by exercising it right at ti or by waiting and

6 If the payoff from the immediate exercise at ti of the option is zero, a rational investor would not exercise it and she would
surely hold it on waiting for a positive payoff later on.
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exercising it later on. In other words, she has to compare the immediate exercise value of the option to
its continuation value. This continuation value is the discounted expected value of the option as if it
were optimally exercised from ti+1 on and can be expressed by a conditional expected value as follows

EQ
[

πA
f (ti+1)e−r(ti+1−ti)

∣∣∣Fti

]
. (5)

In this discrete time backward recursion, the optimal exercise policy has been found along all the
paths from T to ti+1; consequently, the value of the American option along all the paths is known as
well at ti+1. As the key point of the algorithm, the LSM regresses pathwise the discounted values of
the American option at ti+1 on some polynomials in the immediate exercises values f (S(ti)) ∈ Fti

7.
In other words, it is assumed that

EQ
[

πA
f (ti+1)e−r(ti+1−ti)

∣∣∣Fti

]
= ∑

m∈N
βmLm ( f (S(ti))) , (6)

where {Lm(·)}m∈N is an orthonormal basis of L2.
The intuition here is that the variation across the paths in which the option is in the money

at ti conveys some information about the value of the option after a “short” time has passed.
The continuation values along all the paths are then obtained as the fitted values of the regression in
Equation (6). Once the continuation value of the option is known along all the paths, it can be compared
to the immediate exercise and the optimal exercise policy is updated for all the paths. As the optimal
exercise policy is now known from ti to T, the algorithm moves backward considering the choice the
option holder faces at ti−1.

Once the optimal policy has been derived also at t = 0, the value of the Bermudan–American
option is obtained by the average of the discounted cashflows (which may occur at different instants
in time depending on the particular path of S) across all the paths.

The LSM method is as powerful as flexible. Its implementation is indeed quite straightforward,
requires few lines of code and is reasonably fast in delivering the results. The scope of the LSM is
almost unbounded: as it works pathwise, the investor just needs to be able to simulate path by path
the relevant processes in order to exploit it. This is why it is important to avoid all the possible flaws
that come with it.

2.1.4. Possible Flaws of the LSM

As already pointed out, the key point of the algorithm is the regression-based approximation
of the continuation value that overcomes the well known issue of the recursive estimation of the
conditional expectation of future optimal exercises.

If the regression in Equation (6) is ill-posed8, there might be severe consequences in the estimation
of the continuation value of the option and, consequently, on the updating of the optimal exercise
policy and, ultimately, on the value of the option at t = 0.

I investigate two issues that might affect negatively the regression in Equation (6) at some ti:

1. there are fewer in the money paths than the number M of the polynomial taken from the
orthonormal basis of L2; and

2. the paths along which the option is in the money deliver very low immediate exercise values
that translate into a rank-deficient matrix of regressors, especially when high order polynomials
are considered.

7 Notice that, if the conditional expectation of two random variables, E[Y|X], is an element of the L2 space, since L2 is an
Hilbert space, E[Y|X] can be represented as a linear combination of the elements of an orthonormal basis of the space.

8 See, e.g., Wooldridge (2013), Section 2.2, for a careful explanation of the linear regression model and of the related necessary
assumptions for its unbiased and efficient estimation.
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Consider the linear model Y = Xβ + ε with Y, ε ∈ RN×1, X ∈ RN×M, β ∈ RM×1 where M is the
number of regressors, namely the explanatory variables, N is the number of observations and β is
the vector of parameters one is interested in. One crucial assumption for the least square estimator
of β, β̂ = (X′X)−1X′Y, to be efficient is that rank(X) = M, namely that all the regressors are linearly
independent. As, by definition, rank(X) ≤ min{M, N}, if there are not enough observation, namely if
N < M, the aforementioned hypothesis cannot hold true by construction and the estimate β̂ one gets
might display quite large variances and be far from the true value.

In the LSM, at each time step ti, N represents the number of the in the money paths and M is the
number of polynomials included. If the number of the in the money paths is less than the number of
polynomials included, the estimates of the continuation values are not reliable. This might happen
when the option starts out of the money. As concretely shown in the following subsection, when the
maturity of the option is short and the time step small, there are few in the money paths at the first
monitoring dates. The option is clearly not optimally exercised at these monitoring dates. Nevertheless,
the imprecise estimate of β one gets at these dates might distort the continuation value and make it
even negative. If this were the case, the algorithm would prescribe to exercise the option immediately
as a seemingly null payoff is still better than a negative one. Clearly, this would drastically affect the
final value of the Bermudan–American option.

The very same dramatic outcome can be reached if, at any ti, there are enough in the money paths
but the immediate exercise values along them is too close to zero. If this was the case, the matrix of
the regressors can still have no full rank as the high grade polynomials9 get closer and closer to zero.
This would make one or more regressor equal to the null vector which gives no contribution to the
rank of the matrix of regressors, which, in turns, would become rank deficient delivering the problems
outlined above.

These issues are not explicitly debated in Longstaff and Schwartz (2001) probably because of the
few possible exercise dates, 50 per year, they allow and the few basis functions, the first three Laguerre
polynomials, they exploit in the regressions.

As Clément et al. (2002) proved, the value of the Bermudan option obtained through the LSM
converges to the no-arbitrage price of the related American option as the following three quantities
jointly tend to infinity: the number of time steps, n, the number of simulated paths, NSim, and the
number of basis, m, exploited in the regression in Equation (6). When implementing the LSM, one has
to choose finite values of the three aforementioned parameters for sake of feasibility.

As can be seen in Figure 1 top, for the evaluation of American option in the standard diffusive
framework, the LSM needs at least NSim ≥ 104 and n/T ≥ 125 in order to obtain relative errors
smaller than a percentage point. Interestingly, as can be seen in Figure 1 bottom, it also turn out that
adding more basis function does not improve the estimate of the continuation value but it rather slows
the algorithm and increases the probability that one of the two pitfalls described above manifests.10

2.1.5. Fixing of the Possible Flaws of the LSM

To fix the issues described above, I propose two workarounds: the first is finance-based whereas
the second is econometric-based11.

The first one prescribes to estimate the continuation values along all the paths as the original
LSM algorithm says, namely as the fitted values of the (possibly ill-posed) regression, and then
to floor these estimates pathwise with the current value of the European option obtained by the
Black–Scholes–Merton formula. This can be seen as a financial sanity check: the expected payoff that

9 For all the possible choices of basis functions {Lm(X)}m∈N, it holds that limm→+∞,X→0 Lm(X) = 0; see Chapter 22 of
Abramowitz and Stegun (1970) for a comprehensive review of the basis functions of L2.

10 The same analysis can be carried out within any of the three extensions to the standard diffusive model: No relevant
differences arise though.

11 I’m grateful to an anonymous referee for suggesting this extremely simple and effective econometric-based workaround.
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the holder of the American option considers in her exercise decision cannot be lower than the one she
would get by exercising the option at maturity.
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Figure 1. (Top panel): Relative pricing errors with respect to the binomial tree of an American call
option in the standard Black–Scholes–Merton model with S0 = 100, K/S0 = 105, r = 3%, q = 4%,
T = 1, m = 6; the darker the cell, the higher the relative error; (Bottom panel): absolute value of the
average of the first 8 betas of the regression in Equation (6) for the evaluation of the previous American
call option. Twenty independent Monte Carlo (MC henceforth) simulations were run.

The second one prescribes to run a constrained regression where the continuation value is forced
to be non-negative. Since the flaws of the LSM are likely to arise when the early exercise of the option is
never optimal, preventing the continuation value from being negative is enough to correctly postpone
the exercise of the American option.

Both e workarounds fully solve the issue pointed out above. The following subsection shows it
by means of multiple numerical examples.

2.2. Numerical Investigation

As pointed out in the previous subsection, the issues with the LSM are more likely to arise when
the option is out of the money.

I focus my numerical investigation on the two most traded options: the American call and the
American put option. Besides the level of the initial moneyness at which the option is written, also the
particular choice of the other parameters plays a role in the determining whether the underlying is
expected to move towards the in the money/out of the money region.

The call option, namely when f (S) = (S− K)+, is out of the money at t if S(t) < K. Conversely,
the put option, with f (S) = (K− S)+, is out of the money at t if S(t) > K. Notice that, if the options
share the same parameters, these two events are clearly complementary: the call option is out of the
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money if and only if the related put option is in the money. As it can be directly derived by Equation (2),
the unconditional risk-neutral probability evaluated at t = 0 that the call option is out of the money at
a given t ∈ (0, T] is

Q (S(t) < K) = N

 ln K
S(0) −

(
r− q− σ2

2

)
t

σ
√

t

 =: N(−d2), (7)

where N(·) : R → (0, 1) is the cumulative distribution function of a 0–1 normal random variable

and d2 :=
ln S(0)

K +
(

r−q− σ2
2

)
t

σ
√

t
=

ln S(0)
K +µQt
σ
√

t
varies with t. Analogously, the unconditional risk-neutral

probability evaluated at t = 0 that the put option is out of the money at a given is N(d2). Table 1 shows
the sensitivities of these two probabilities to the parameters of the model.

Table 1. Sensitivities of N(−d2)/N(d2), the risk-neutral initial probability that the call/put option ends
out of the money at t, to the parameters of the model. + (resp. −) indicates a positive (resp. negative)
sensitivity of the probability to the parameter under investigation. ? indicates that the sign of sensitivity
of the probability to the parameter is not unique and might change. S0 is always kept constant.

K r q σ

N(−d2) + − + ?

N(d2) − + − ?

The probability in Equation (7) and its complementary one are of great interest in investigating
whether the pitfalls described in the previous subsection are likely to arise or not.

Consider the call option and fix a monitoring date ti. If at the first step of the LSM one simulates
NSim paths of the underlying, then the call option is expected to be in the money at ti along NSim ·
N(d2) paths. If NSim · N(d2) < M, where M is the number of the basis polynomials included in
the regression, or NSim · N(d2) > M but along these very few paths the option is mildly in the
money, the issues described above may arise. If the call option starts even a little bit out of the money,
the number of in the money paths expected at the first monitoring dates is extremely low; this worsens
for security with high dividend yield q and if the prevailing risk-free interest rate r is low.

Figure 2 shows the impact of the moneyness S0/K on the probability that a call option is in the
money at the first monitoring dates. As can be seen, few paths are expected to be in the money when
the option has a moneyness roughly larger than 1.04.
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Figure 2. Probability that a call option on S is in the money at the first eight monitoring dates.
Daily monitoring (250 dates for a T = 1 year maturity). The darker is the line, the higher is the
strike price K. The panel on the right zooms in the one on the left focusing on more out of the money
call options.
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Figure 3 shows the same probability that a call option on S that starts mildly out of the money
(K/S0 = 105%) reaches the in the money region at the first monitoring dates for different (and realistic)
values of r and q. As an example, if one million paths are generated (NSim = 106), none of them is
expected to be in the money at the first three monitoring dates when r = 3% and q = 4%; only three
paths are expected to be in the money at the fourth monitoring date and, since usually M ≈ 6 basis
functions are exploited in the regression, one would introduce four times a bias in the estimate of the
continuation value.
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0 0.01 0.02 0.03 0.04
0

1
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3
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Figure 3. Probability that a call option on S is in the money at the first eight monitoring dates.
Daily monitoring (250 dates for a T = 1 year maturity).

Table 2 shows some numerical examples. Three levels of moneyness are considered. In the first
case, K/S0 = 1.02, the LSM provides good results even without any correction, but in the case large
dividend yield: nevertheless, the distortion here is quite small and the price of the American option is
much larger than its European counterpart and quite close to the benchmark. However, the correction
of the LSM fixes this issue and delivers coherent results. In the other two levels of moneyness, when
the option starts a little bit more out of the money, the LSM without correction heavily underprices the
American call delivering also large standard errors.

When any of the corrections to the LSM is implemented instead, the results basically coincide
with the ones derived in the binomial model of Cox et al. (1979), which, for the large number of
the steps considered, can be assumed as a benchmark. Numerical imprecisions appear also when
early exercise is never optimal (r ≈ q) and, therefore, the price of the European option and of the
American are roughly the same. In this case, the tiny difference between the two is much smaller than
the confidence interval of the LSM’s estimates and such approach delivers unreliable results.

Completely analogous (and symmetric) results are obtained for out of the money put options,
especially when the dividend yield q is low and the risk-free interest rate r is high. See, e.g., Carr
and Chesney (1997); Detemple (2001) for a throughout discussion on the put-call symmetry for
American-style options.
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Table 2. Numerical results, Black–Scholes–Merton model. S0 = 100, T = 1, σ = 10%, 150 possible
exercise dates per year. πE

BS(0): initial price of the European call option computed with the
Black–Scholes–Merton formula. πA

CRR(0): initial price of the American call option computed with the
Cox–Ross–Rubinstein binomial tree (average of the price obtained with 250 and 251 steps). πA

LSM(0)∗

(πA
LSM(0)): initial price of the American call option computed with the LSM not corrected (corrected)

for the pitfalls previously described; the first six Laguerre polynomials are used for the regression:

Lm(x) = e
x
2

m!
dm

dxm (xme−x), with m = 0, · · · , 6; NSim = 105, standard errors obtained by 20 independent
MC simulations. MC estimates that do not include the benchmark value within the confidence interval
are denoted by ?.

K/S0 r q πE
BS(0) πA

CRR(0) πA
˜LSM

(0)∗ s.e. πA
˜LSM

(0) s.e.

102% 5% 4% 3.3955 3.3965 3.3953 (0.0031) 3.3942 (0.0026)
6% 2.5558 2.6513 2.6504 (0.0023) 2.6489 (0.0035)
8% 1.8765 2.1129 2.1133 (0.0034) 2.0134 (0.0021)

3% 4% 2.6074 2.6881 2.6879 (0.0035) 2.6900 (0.0043)
6% 1.9144 2.1376 2.1369 (0.0027) 2.1384 (0.0018)
8% 1.3694 1.7149 1.7096 ? (0.0049) 1.7118 (0.0032)

1% 4% 1.9531 2.1628 2.1602 (0.0032) 2.1609 (0.0040)
6% 1.3971 1.7324 1.7343 (0.0025) 1.7248 (0.0041)
8% 0.9724 1.3973 1.3896 ? (0.0052) 1.3976 (0.0027)

105% 5% 4% 2.2971 2.2983 1.7515 ? (0.3618) 2.2988 (0.0036)
6% 1.6672 1.7209 1.4135 ? (0.4398) 1.7193 (0.0019)
8% 1.1782 1.3048 0.9535 ? (0.3175) 1.3045 (0.0024)

3% 4% 1.7009 1.7468 1.0236 ? (0.3757) 1.7494 (0.0057)
6% 1.2020 1.3222 0.9634 ? (0.2135) 1.3204 (0.0025)
8% 0.8262 1.0018 0.7122 ? (0.2588) 1.0093 (0.0029)

1% 4% 1.2263 1.3399 0.8669 ? (0.2495) 1.3375 (0.0038)
6% 0.8429 1.0140 0.7095 ? (0.2236) 1.0124 (0.0028)
8% 0.5629 0.7667 0.3622 ? (0.2486) 0.7415 (0.0032)

108% 5% 4% 1.4930 1.4930 1.1524 ? (0.2163) 1.4921 (0.0037)
6% 1.0433 1.0719 0.8451 ? (0.2461) 1.0695 (0.0039)
8% 0.7088 0.7741 0.5428 ? (0.1856) 0.7745 (0.0026)

3% 4% 1.0644 1.0890 0.6342 ? (0.3154) 1.0894 (0.0032)
6% 0.7231 0.7853 0.5526 ? (0.2866) 0.7841 (0.0019)
8% 0.4771 0.5635 0.3623 ? (0.1849) 0.5626 (0.0032)

1% 4% 0.7377 0.7968 0.4255 ? (0.2121) 0.7965 (0.0025)
6% 0.4868 0.5711 0.3574 ? (0.1937) 0.5723 (0.0021)
8% 0.3117 0.4066 0.2114 ? (0.0984) 0.4073 (0.0024)

3. American Equity Options, Jump-Diffusion Model

In this Section, I propose a first variation of the standard Black–Scholes market. More specifically,
I allow for stock price process to jump at random dates and with an idiosyncratic intensity. For the sake
of simplicity, the risk-free interest rate is kept constant. The result is the well known jump-diffusion
model first introduced by Merton (1976), which can be seen as the first generalization of the standard
Black–Scholes–Merton model.

As in the previous section, Section 3.1 describes the theoretical aspects of the analysis, whereas
Section 3.2 contains the related numerical examples.

3.1. Theoretical Framework: The Primary Assets and the Derivatives

Assume that the market is arbitrage free. Two assets are traded: the usual riskless bond B(t) = ert

and a risky asset S. To match some features of real market data like high peaks and heavy tails, it
is convenient to relax the continuity hypothesis of the risky stock’s price and allow it to jump at
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random times. This introduces a new source risk in the market: The jump risk. Following the seminal
work of Merton (1976) and as greatly explained by Glasserman (2003), I postulate that, since jumps
are assumed to be independent of each other and of the stock’s level, the jump risk can be diversified
away by investing in many difference stocks. Hence, the investors require no jump risk premium.
This hypothesis being made, the risk-neutral measure Q becomes unique and derivatives on S can be
priced uniquely.

Under Q, the price process of S solves

dS(t) = S(t−)
(
(r− q)dt + σdWQ(t) + dJ(t)

)
, S(0) = S0, (8)

where J(t) = ∑
N(t)
j=1 (Yj − 1) is a jump process, Yjs are i.i.d. positive random variables and N(t) is a

Poisson process with intensity λ > 0 that counts how many jumps occurred before t included (with
the convention N(0) = 0). As outlined before, WQ, the Yjs and N are assumed to be independent
of each other. Jumps arrive at random instants and the waiting time before to consecutive jumps is
exponentially distributed with parameter λ. Furthermore, it is convenient to assume that the jumps
Yjs are Q-lognormally distributed with mean a and volatility b2.

Under all of these assumptions and setting m := EQ [Yj − 1
]
= ea+b2/2 − 1, the explicit solution

of S(t) in Equation (8) is

S(t) = S0 exp
[(

r− q− λm− σ2

2

)
t + σWQ(t)

] N(t)

∏
j=1

Yj

and, conditioning on n jumps having occurred before t, namely, conditioning on N(t) = n,

S(t)|N(t)=n = S0 exp
[(

r− q− λm− σ2

2

)
t + σWQ(t) + an + b

√
nZ
]

,

where Z is standard normal random variable independent of WQ(t). It also holds true in distribution

S(t)|N(t)=n = S0 exp
[(

rn(t)− q− σ2
n(t)
2

)
t + σn(t)WQ(t)

]
(9)

with rn(t) := r−mλ + n
t

(
a + b2

2

)
and σ2

n(t) := σ2 + n
t b2. The deterministic drift of S(t)|N(t)=n here is

µQ = r−mλ + na/t− q− σ2/2, strictly lower than in the standard model when a ≥ 0.
The price at t of European and American derivatives within the present jump-diffusion model

are still given by the risk-neutral expected values in Equations (3) and (4). For the European call,
with f (S(T)) = (S(T)− K)+ and suppressing the argument of rn(t) and σ2

n(t), it holds

πE
JD(t) =

∞

∑
n=0

e−λ′(T−t) (λ
′(T − t))n

n!
πE

BS(t; rn, σn) (10)

with λ′ := λ(1 + m), πE
BS(t; rn, σn) = S(t)e−q(T−t)N(dn)− Ke−r(T−t)N(dn − σn

√
T − t) and

dn :=
1

σn
√

T − t

[
ln

S(t)
K

+

(
rn − q +

σ2
n

2

)
(T − t)

]
. (11)

As usual, the pricing formula for a European put option can be retrieved by put-call parity.
The pricing of American options within the jump-diffusion model has to rely on numerical

techniques instead, based on extensions of the celebrated Black–Scholes partial differential equation
(see, e.g., Kinderlehrer and Stampacchia (2000) for a complete analysis on how to price American
options through variational inequalities and Friedman (1982) for general solving schemes for PDEs
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and free boundary problems). Zhang (1997) provided an extremely useful characterization of a finite
difference scheme to price American options in the jump-diffusion model.

3.2. Numerical Investigation

With the very same technique exploited to derive πE
JD(t) and starting from Equation (9), it can be

shown that the risk-neutral probability that a call option on S is in the money at t ∈ (0, T] is

Q (S(t) > K) =
∞

∑
n=0

e−λt (λt)n

n!
N(dn − σn

√
t). (12)

This probability is again increasing in r and decreasing in q, as Figure 4 shows. Nevertheless,
as the drift of the underlying is now smaller due to the non negligible probability of a downward jump,
this probability is slightly larger than the same one in the standard diffusive model.

This implies a lower expected growth of S that translates into smaller call option prices, as it can
be seen comparing Tables 2 and 3 that share the same parameters.

As can be seen from the numerical examples in Table 3, the LSM works almost fine also at an
intermediate level of out of moneyness, but when the dividend rate is too large.

Table 3. Numerical results, jump-diffusion. S0 = 100, T = 1, σ = 10%, a = 0, b = 1%, λ = 1; 150
possible exercise dates per year. πE

JD(0): initial price of the European call option computed with
Equation (10). πA

FD(0): initial price of the American call option computed solving the free boundary
problem by finite differences. πA

˜LSM
(0)∗ (πA

˜LSM
(0)): initial price of the American call option computed

with the LSM not corrected (corrected) for the pitfalls previously described; the regression involves the
first six Laguerre polynomials for the values of the immediate exercise payoff; NSim = 105, standard
errors obtained by 20 independent MC simulations. MC estimates that do not include the benchmark
value within the confidence interval are denoted by ?.

K/S0 r q πE
JD(0) πA

FD(0) πA
˜LSM

(0)? s.e. πA
˜LSM

(0) s.e.

102% 5% 4% 2.7297 2.7321 2.7301 (0.0025) 2.7312 (0.0031)
6% 2.1466 2.2184 2.2158 (0.0034) 2.2175 (0.0062)
8% 1.6861 1.9121 1.9134 (0.0028) 1.9103 (0.0043)

3% 4% 2.1900 2.2448 2.2442 (0.0033) 2.2456 (0.0037)
6% 1.7201 1.9289 1.9293 (0.0024) 1.9301 (0.0024)
8% 1.3339 1.7143 1.6887 ? (0.0206) 1.7142 (0.0026)

1% 4% 1.7549 1.9461 1.9436 (0.0025) 1.9458 (0.0019)
6% 1.3608 1.7283 1.7274 (0.0031) 1.7296 (0.0032)
8% 1.0425 1.5446 1.5101 ? (0.0329) 1.5439 (0.0027)

105% 5% 4% 1.9863 1.9878 1.9857 (0.0034) 1.9885 (0.0024)
6% 1.5511 1.5982 1.5998 (0.0026) 1.5997 (0.0036)
8% 1.1962 1.3516 1.3519 (0.0012) 1.3489 (0.0042)

3% 4% 1.5824 1.6182 1.6189 (0.0032) 1.6168 (0.0037)
6% 1.2204 1.3640 1.3625 (0.0048) 1.3638 (0.0031)
8% 0.9304 1.1968 1.1789 ? (0.0107) 1.1999 (0.0048)

1% 4% 1.2450 1.3766 1.3739 (0.0027) 1.3748 (0.0028)
6% 0.9492 1.2068 1.2041 (0.0029) 1.2045 (0.0026)
8% 0.7162 1.0671 0.6845 ? (0.0714) 1.0701 (0.0052)

108% 5% 4% 1.4367 1.4376 1.1214 ? (0.4147) 1.4369 (0.0028)
6% 1.1027 1.1332 0.8427 ? (0.2845) 1.1327 (0.0014)
8% 0.8370 0.9414 0.6854 ? (0.2656) 0.9402 (0.0023)

3% 4% 1.1249 1.1480 0.9697 ? (0.3274) 1.1459 (0.0043)
6% 0.8539 0.9503 0.6369 ? (0.1667) 0.9489 (0.0034)
8% 0.6419 0.8234 0.4214 ? (0.2546) 0.8251 (0.0037)

1% 4% 0.8711 0.9595 0.6214 ? (0.2652) 0.9602 (0.0026)
6% 0.6549 0.8306 0.4886 ? (0.2145) 0.8295 (0.0028)
8% 0.4882 0.7265 0.3215 ? (0.1341) 0.7255 (0.0017)
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This is coherent with the numerical figures of the previous section. Again, when the early exercise
is almost never optimal, the price of the European option falls inside the confidence interval of the
Monte Carlo estimate for the American price, making it not really reliable.
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Figure 4. Probability that a call option on S in jump-diffusion framework is in the money at the first
eight monitoring dates. Daily monitoring (250 dates for a T = 1 year maturity).

4. American Equity Options, Stochastic Interest Rates

In this section, I propose a second generalized market where the short-term risk free interest rate is
stochastic. More specifically, I assume that the interest rate follows a mean-reverting stochastic process,
as described first by the seminal work of Vasicek (1977). For the sake of simplicity, the volatilities
of both the stock price process and of the locally risk-free interest rate are assumed to be constant.
As in Sections 2 and 3, Section 4.1 describes the theoretical aspects of the analysis, whereas Section 4.2
contains the related numerical examples.

4.1. Theoretical Framework: The Primary Assets and the Derivatives

Assume that the market is arbitrage-free. The locally risk-free interest rate r follows an
Ornstein–Uhlenbeck process. The locally risk-free rate is capitalized through a bond whose price at

t is B(t) = e
∫ t

0 r(s)ds. A zero-coupon bond is traded in market as well. It pays out 1 at maturity T
and its price at t is labeled by p(t, T). As in the previous Section, this markets involves two sources
of uncertainty: The standard diffusive market risk and the interest rate one. Nevertheless, since the
investor can hedge from both through S and the T-bond, the market is complete and all the derivatives
can be uniquely priced. The explicit formula for the price of the zero-coupon bond p(t, T) can be found,
for example, in Brigo and Mercurio (2007). Finally, a lognormal risky security S is traded. I allow for a
non-zero correlation between the two processes. Under the risk-neutral measure Q, the two solve the
following SDEs:

dS(t) = S(t)
(
(r(t)− q)dt + σSdWQ

S (t)
)

, S(0) = S0

dr(t) = κ (θ − r(t))dt + σrdWQ
r (t), r(0) = r0

(13)

with 〈dWQ
S (t), dWQ

r (t)〉 = ρdt. According to standard notation, the new parameters in Equation (13)
represent: σS > 0 the volatility of the risky asset, κ the speed of mean-reversion of the short-term
interest rate, θ its long-run mean, σr > 0 the volatility of the short-term interest rate and ρ ∈ [−1, 1] the
correlation between the Brownian shocks on S and r. The explicit solution to the SDEs in Equation (13) is

S(t) = S0 exp

[∫ t

0
r(s)ds−

(
q +

σ2
S

2

)
t + σSWS(t)

]
,

r(t) = r0e−κt + θ(1− e−κt) + σr

∫ t

0
e−κ(t−s)dWr(s).

(14)
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As before, the contribution of the drift of S,
∫ t

0 r(s)ds−
(

q + σ2
S
2

)
t, prevails over its volatility part

σSWS(t). Therefore, the expected behaviour of the paths of S depends mostly on the drift.
The pricing formulas for European and American derivatives with maturity T ∈ R+ and payoff

f (S(·)) closely recall Equations (3) and (4):

πE
f (t) = EQ

[
f (S(T))

B(t)
B(T)

∣∣∣∣Ft

]
= EQ

[
f (S(T))e−

∫ T
t r(s)ds

∣∣∣Ft

]
πA

f (t) = ess sup
τ∈[t,T]

EQ
[

f (S(τ))e−
∫ τ

t r(s)ds
∣∣∣Ft

]
.

For European call and put options, the pricing formulas depart slightly from the standard
Black–Scholes–Merton ones as now the variability of the locally risk-free interest rate has to be
accounted for. The full derivation of the modified formulas can be found in the Appendix
of Battauz and Rotondi (2019). For the European call option, f (S(T)) = (S(T)− K)+ and it holds

πE
f (t) = S(t)e−q(T−t)N(d̃1)− Kp(t, T)N(d̃2) (15)

with

d̃1 =
1√
Σ2

t,T

(
ln

S(t)
Kp(t, T)

+
1
2

Σ2
t,T − q(T − t)

)
,

d̃2 = d̃1 −
√

Σ2
t,T ,

Σ2
t,T = σ2

S(T − t) + 2σSσrρ

(
−1 + e−κ(T−t) + κ(T − t)

k2

)
+ (16)

−σ2
r

(
3 + e−2κ(T−t) − 4e−κ(T−t) − 2κ(T − t)

2k3

)
,

whereas the related formula for the European put option can be retrieved by put-call parity.
The extension of the pricing to American options is less trivial. The variational inequality approach

can be generalized including the new state variable r but it becomes quite tricky. On the contrary,
the generalization of the binomial tree of Cox et al. (1979) is less involved: Battauz and Rotondi (2019)
proposed a quadrinomial tree that models the joint evolution of S and r within a lattice structure.
This allows for a relatively simple and fast evaluation of American claims.

Longstaff and Schwartz (2001) already allowed in their original work for a stochastic interest rate,
which actually changes a little the LSM described in the previous Section. Nevertheless, the valuation
algorithm suffers from the same drawbacks of the constant interest rate framework as the following
subsection shows.

4.2. Numerical Investigation

Since the core of the LSM is unchanged, the drawback spotted out in the previous section might
affect the pricing exercise also in this framework. The risk-neutral probability that the option is in
the money is still pivotal. Going through the proof of Equation (15), it turns out that, in the present
framework, the risk-neutral probability evaluated at t = 0 that a call option is in the money at a given
t ∈ (0, T] is

Q(S(t) > K) = N

 1√
Σ2

0,t

(
ln

S0

Kp(0, t)
+

1
2

Σ2
0,t − qt

) = N(d̃2), (17)

where Σ2
0,t is defined in Equation (16). At the first steps of the LSM, this probability is again extremely

low if the option starts even a little bit out of the money.
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Figure 5 shows that also when the short-term interest rate is stochastic, very few paths of a
simulation are expected to be in the money at the first monitoring dates. Without the numerical
correction proposed at the end of Section 2.1, the LSM is likely to provide again wrong estimates.
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Figure 5. Probability that a call option on S in a stochastic interest rate framework is in the money at
the first eight monitoring dates. Daily monitoring (250 dates for a T = 1 year maturity).

Table 4 shows some numerical examples that match the ones of Table 2.

Table 4. Numerical results, Vasicek model. S0 = 100, T = 1, σ = 10%, σr = 1%, κ = 1, θ = 3%;
150 possible exercise dates per year. πE

B̃S(0): initial price of the European call option computed with
Equation (15). πA

BR(0): initial price of the American call option computed with the quadrinomial
tree of Battauz and Rotondi (2019) (average of the price obtained with 150 and 151 steps). πA

˜LSM
(0)∗

(πA
˜LSM
(0)): initial price of the American call option computed with the LSM not corrected (corrected)

for the pitfalls previously described; the regression involves the first four Laguerre polynomials for the
values of the immediate exercise payoff and the first four Laguerre polynomials for the current value
of r; NSim = 105, standard errors obtained by 20 independent MC simulations. MC estimates that do
not include the benchmark value within the confidence interval are denoted by ?.

K/S0 r0 q πE
B̃S

(0) πA
BR(0) πA

˜LSM
(0)∗ s.e. πA

˜LSM
(0) s.e.

102% 5% 4% 3.1074 3.1424 3.1433 (0.0021) 3.1412 (0.0036)
6% 2.3141 2.4910 2.4901 (0.0025) 2.4896 (0.0032)
8% 1.6847 1.9970 1.9958 (0.0036) 1.9982 (0.0023)

3% 4% 2.6170 2.7026 2.7011 (0.0029) 2.7028 (0.0017)
6% 1.9232 2.1473 2.1452 (0.0039) 2.1464 (0.0026)
8% 1.3772 1.7213 1.7195 (0.0036) 1.7215 (0.0019)

1% 4% 2.1930 2.3223 2.3205 (0.0027) 2.3231 (0.0030)
6% 1.5858 1.8467 1.8452 (0.0031) 1.8450 (0.0022)
8% 1.1160 1.4803 1.4764 ? (0.0032) 1.4816 (0.0020)

105% 5% 4% 2.0746 2.0950 1.4113 ? (0.1999) 2.0941 (0.0030)
6% 1.4935 1.5882 1.0263 ? (0.2665) 1.5896 (0.0035)
8% 1.0461 1.2088 0.7596 ? (0.2133) 1.2092 (0.0031)

3% 4% 1.7116 1.7553 1.2524 ? (0.2932) 1.7569 (0.0051)
6% 1.2111 1.3275 0.8142 ? (0.3120) 1.3288 (0.0036)
8% 0.8331 1.0053 0.6368 ? (0.2743) 1.0033 (0.0042)

1% 4% 1.3966 1.4653 0.9235 ? (0.2293) 1.4658 (0.0036)
6% 0.9709 1.1037 0.8097 ? (0.1773) 1.1015 (0.0027)
8% 0.6557 0.8312 0.4521 ? (0.1884) 0.8323 (0.0017)

108% 5% 4% 1.3303 1.3430 0.9593 ? (0.2273) 1.3411 (0.0027)
6% 0.9213 0.9747 0.6695 ? (0.2874) 0.9749 (0.0020)
8% 0.6211 0.7055 0.4241 ? (0.2132) 0.7063 (0.0031)

3% 4% 1.0723 1.0966 0.7946 ? (0.1537) 1.0967 (0.0037)
6% 0.7297 0.7910 0.4215 ? (0.1632) 0.7923 (0.0021)
8% 0.4821 0.5675 0.2559 ? (0.1241) 0.5670 (0.0023)

1% 4% 0.8538 0.8903 0.4178 ? (0.1896) 0.8914 (0.0025)
6% 0.5703 0.6371 0.3558 ? (0.1181) 0.6352 (0.0028)
8% 0.3695 0.4528 0.2036 ? (0.1087) 0.4531 (0.0012)
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First, it is interesting to notice that prices do not vary much when r0 = 3% with respect to the ones
obtained with a deterministic interest rate r = 3%. This is due to the fact that, in the stochastic interest
rate case, the long-run value is exactly θ = r0; therefore, r is simply expected to oscillate around r0 = θ

in a symmetric (and thus not very relevant) way. Prices are a little bit higher in the stochastic rate
framework to account for the variability in the interest rate itself. This variability is relevant when
r0 is significantly different from θ. When r0 > θ, r is expected to decrease towards θ: This implies a
lower expected drift of S and a smaller call option’s price with respect to the standard case with a
deterministic r = r0. The converse holds true when r0 < θ, thus delivering a larger call option’s price
with respect to the standard model. If the pitfalls of the LSM are not corrected as proposed, the prices
of the American call options fall constantly below their European counterpart. If the correction is
made, instead, the LSM produces results that are comparable to the benchmark.

5. American Equity Options, Stochastic Volatility

Finally, in this section, I propose a third generalization of the standard Black–Scholes market.
More specifically, I allow for the volatility of the stock price process to be stochastic while setting,
for the sake of simplicity, the risk-free interest rate to be constant. The result is the celebrated model of
stochastic volatility first introduced by the seminal work of Heston (1993).

As in the previous sections, Section 5.1 describes the theoretical aspects of the analysis, whereas
Section 5.2 contains the related numerical examples.

5.1. Theoretical Framework: The Primary Assets and the Derivatives

Assume that the market is arbitrage-free. The instantaneous variance ν of the stock process S
follows a Cox-Ingersoll-Ross (CIR henceforth) process, namely, a mean-reverting, non-negative12

stochastic process first introduced by Cox et al. (1985). In this setting, the market involves two
state variables: the risky asset’s price and the volatility level. Consequently, there are two types of
risks: the standard diffusive risk associated to S and the new volatility risk associated to ν. Since
only the risky stock S and the riskless bond B(t) = ert are traded, the market is not complete as the
investor cannot hedge from the volatility risk. Therefore, the risk neutral measure Q is not unique.
Nevertheless, uniqueness of contingent claims’ prices in this incomplete market is still attainable by
making an assumption on the price of volatility risk. As proposed by Heston (1993), I assume that the
price of volatility risk is proportional to the instantaneous volatility itself and I denote the constant
of proportionality by λν, which becomes another exogenous parameter of the model. Thanks to this
assumption, the risk-neutral measure Q is unique and the processes that drive the markets solve the
following SDEs

dS(t) = (r− q)S(t)dt +
√

ν(t)S(t)dWQ
S (t), S(0) = S0

dν(t) = [κ (ν∞ − ν(t))− λνν(t)]dt + ξ
√

ν(t)dWQ
ν (t), ν(0) = ν0

(18)

with 〈dWQ
S , WQ

ν 〉 = ρdt. According to standard notation, the new parameters in Equation (18)
represent: κ the speed of mean-reversion on the volatility, ν∞ its long-run mean, ξ the volatility of the
volatility process (the so called “vol of vol”), and ρ ∈ [−1, 1] the correlation between the Brownian
shocks on S and ν. Although ν(t) admits no explicit solution13, the one for S(t) in Equation (18) is

S(t) = S0 exp
[(

r− q− ν(t)
2

)
t +
√

ν(t)WQ
S (t)

]
, t ≥ 0. (19)

12 With respect to the specification of ν(t) in Equation (18), if the so-called Feller condition holds true, namely if 2κθ > ξ2, ν(t)
is also strictly positive almost surely.

13 As effectively explained in Subsection 3.4 of Glasserman (2003), a CIR process is not explicitly solvable; nevertheless, it can
be shown that it is distributed, up to a scale factor, as a non-central chi-squared random variable.
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As before, the contribution of the drift of S,
(

r− q− ν(t)
2

)
t prevails over its diffusive part√

ν(t)WQ
S (t) and it is still the main driver of its expected future behaviour.

The price at t of European and American options are still given by the risk-neutral expected
values in Equation (3) and (4), where now the dynamics of S is shown by Equation (19).

For European options, the closed-form pricing formula are derived in the first section
of Heston (1993). For the European call option, namely when the payoff function is f (S(T)) =

(S(T)− K)+, it holds at any t ∈ [0, T]

πE
H(t) = S(t)e−q(T−t)P1 − Ke−r(T−t)P2 (20)

with

Pj =
1
2
+

1
π

∫ +∞

0
Re
[

1
ix

exp
(
ix (S(t)− ln(K)) + Cj(T − t, x) + Dj(T − t, x)ν(t)

)]
dx, j = 1, 2,

(21)
where i is the imaginary unit, Re[·] the real part operator and, for j = 1, 2,

Cj(τ, x) = (r− q)xiτ +
κν∞

ξ2

[
(bj − ρξxi + dj(x))τ − 2ln

(
1− gj(x)edj(x)τ

1− gj(x)

)]
,

Dj(τ, x) =
bj − ρξxi + dj(x)

ξ2 ,

gj(x) =
bj − ρξxi + dj(x)
bj − ρξxi− dj(x)

,

dj(x) =
√
(ρξxi− bj)2 − ξ2(2ujxi− x2),

u1 = 0.5, u2 = −0.5, b1 = κ + λνν− ρξ, b2 = κ + λ.

The analogous formula for the European put option can be retrieved by put-call parity.
The pricing of American option within this stochastic volatility framework is quite challenging.

This is precisely one of the cases in which the LSM is of great help as, on the contrary, one can easily
simulate the paths of Equation (18). The benchmark I will compare the performance of the modified
LSM to is a finite difference approach to the free boundary problem for the American call option
(see, e.g., Pascucci (2008) on this approach). The following numerical investigation focuses on the
American call option in the Heston model; analogous results can be retrieved by the put–call symmetry
for American options within the Heston model described by Battauz et al. (2014).

5.2. Numerical Investigation

By analogy with the standard Black–Scholes–Merton formula and as carefully described
by Heston (1993), P2 in Equation (20) represents the risk-neutral probability that an European call
option on S closes in the money. As in the previous cases, this probability depends heavily on the drift
of S,

(
r− q− ν(t)

2

)
t, and it is increasing with respect to the risk-free interest rate and decreasing with

respect to the dividend yield.
Figure 6 provides a graphical illustration of this intuition. Notice that, as in the previous cases,

at the first monitoring dates, very few paths are expected to be in the money if the option is even
mildly out of the money at inception. As before, this worsens when the drift of the underlying
becomes negative.

Table 5 shows some numerical examples in the spirit of the previous sections. First, prices of
the options are a little bit larger here with respect to the standard model due to the positive volatility
risk premium. Then, the LSM fails in providing correct estimates in the very same cases of the
standard model. Nevertheless, the correction is still effective.
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Figure 6. Probability that a call option on S in within the Heston model is in the money at the first
eight monitoring dates. Daily monitoring (250 dates for a T = 1 year maturity).

Table 5. Numerical results, Heston model. S0 = 100, T = 1, ν0 = 0.01, ξ = 10%, κ = 1, ν∞ = 0.01,
λν = 10%; 150 possible exercise dates per year. πE

H(0): initial price of the European call option
computed with Equation (20). πA

BR(0): initial price of the American call option computed solving
the free boundary problem by finite differences. πA

˜LSM
(0)∗ (πA

˜LSM
(0)): initial price of the American

call option computed with the LSM not corrected (corrected) for the pitfalls previously described;
the regression involves the first four Laguerre polynomials for the values of the immediate exercise
payoff and the first four Laguerre polynomials for the current value of ν; NSim = 105, standard errors
obtained by 20 independent MC simulations. MC estimates that do not include the benchmark value
within the confidence interval are denoted by ?.

K/S0 r q πE
H(0) πA

FD(0) πA
˜LSM

(0)∗ s.e. πA
˜LSM

(0) s.e.

102% 5% 4% 3.2587 3.2588 3.2530 (0.0065) 3.2580 (0.0036)
6% 2.3580 2.4389 2.4401 (0.0042) 2.4405 (0.0039)
8% 1.6416 1.8626 1.8601 (0.0028) 1.8647 (0.0038)

3% 4% 2.4057 2.4741 2.4809 (0.0070) 2.4762 (0.0024)
6% 1.6748 1.8841 1.8802 (0.0045) 1.8890 (0.0040)
8% 1.1198 1.4607 1.4572? (0.0021) 1.4589 (0.0047)

1% 4% 1.7087 1.9062 1.9063 (0.0023) 1.9058 (0.0036)
6% 1.1424 1.4746 1.4736 (0.0013) 1.4759 (0.0028)
8% 0.7326 1.1628 1.1604? (0.0017) 1.1597 (0.0053)

105% 5% 4% 2.0737 2.0738 1.4938? (0.3181) 2.0744 (0.0029)
6% 1.4186 1.4820 0.6268? (0.2667) 1.4835 (0.0032)
8% 0.9316 1.0361 0.5911? (0.1911) 1.0395 (0.0039)

3% 4% 1.4473 1.4820 0.6037? (0.2722) 1.4796 (0.0035)
6% 0.9504 1.0500 0.5094? (0.1900) 1.0524 (0.0027)
8% 0.5976 0.7486 0.4932? (0.1214) 0.7471 (0.0024)

1% 4% 0.9697 1.0643 0.5353? (0.1909) 1.0644 (0.0023)
6% 0.6107 0.7574 0.5181? (0.1281) 0.7568 (0.0017)
8% 0.3686 0.5440 0.2180? (0.1039) 0.5436 (0.0021)

108% 5% 4% 1.2346 1.2347 0.3744? (0.1680) 1.2336 (0.0029)
6% 0.7975 0.8168 0.2408? (0.1277) 0.8176 (0.0035)
8% 0.4940 0.5408 0.2372? (0.0880) 0.5400 (0.0024)

3% 4% 0.8136 0.8304 0.2964? (0.1243) 0.8329 (0,0027)
6% 0.5040 0.5488 0.2497? (0.0823) 0.5508 (0.0028)
8% 0.2992 0.3616 0.1409? (0.0534) 0.3638 (0.0020)

1% 4% 0.5142 0.5570 0.4261? (0.1136) 0.5544 (0.0023)
6% 0.3053 0.3664 0.2439? (0.0935) 0.3691 (0.0018)
8% 0.1736 0.2410 0.1273? (0.0636) 0.2399 (0.0015)
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6. Conclusions

The Least Square Methods proposed by Longstaff and Schwartz (2001) is one of the most widely
used algorithms to price American equity options. I quantified and corrected a sizeable bias that
could arise if the regression exploited for the approximation of the continuation value of the option
is ill-posed. I showed that this might happen when the option is even mildly out of the money at
inception and when the underlying is not likely to go back into the in the money region. For American
call options, this is likely to happen when the risk-free interest rate is low and the dividend yield is
higher within the all the most commons financial market models.
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