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#### Abstract

FT-IR spectroscopy is the basic finger-print method for qualitative and quantitative analysis of nitrogen, boron, and hydrogen impurities in natural and synthetic diamonds. In quantitative measurements of impurity concentrations, external standard samples are required for the calibration procedure during the analysis. In this study, the double-phonon mid-IR absorption coefficient of optical phonons of the diamond host matrix, the robust internal mid-IR absorption standard, was accurately measured for tens of diverse diamond samples, thus enabling precise calibrated measurements of ultra-low detectable impurity concentrations.
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## 1. Introduction

Physical (optical, electrical, etc.) properties of natural, synthetic, and treated diamonds are mainly determined by the presence of defects formed by nitrogen impurities and numerous aggregates [1]. Time-tested classification of diamond types (IIa, IaA, IaB, Ib, IIb) is based on differences in infrared (IR) absorption spectra of main nitrogen and boron impurity defects in diamond [2-4]. Accurate measurements of impurity concentrations by Fourier-transform infrared (FT-IR) spectroscopy are necessary to analyze the genesis of the color of natural diamonds from various kimberlite clusters [5-7]. Moreover, precise determination of impurities concentration helps to investigate the atomistic transformation of initial defects in diamonds induced by laser-driven photoexcitation processes [8].

The characteristic features of the IR spectra used to estimate the concentration of the defects are mostly presented in the wavenumber range of $400-1400 \mathrm{~cm}^{-1}$ (one-phonon area). As an exception, two narrow spectral lines at $3107 \mathrm{~cm}^{-1}$ and $1405 \mathrm{~cm}^{-1}$ are due to $\mathrm{N}_{3} \mathrm{VH}$ defect, which is typical for natural diamonds. The absorption spectra of the main nitrogen-related defects are listed in CAXBD97 Excel spreadsheet, composed by Dr. David Fisher (DTC Research Centre, Maidenhead, UK) [9], which is widely used as reference data for spectral deconvolution. This method was implemented in several software packages for rapid analysis and quantification of IR-active defects in diamonds [10-13]. However, the measurement of IR absorption and its analysis often face a number of difficulties and uncertainties. One of them is an insufficient dynamic range of signal when measuring uncut crystals [14], which leads to errors in determining the path length of light in crystal and inaccurate estimation of high nitrogen concentrations. Another problem is the reliable estimation and correction of the spectrum slope (baseline) introduced by light scattering on crystal surfaces. The third problem is the lack of data on IR absorption spectra for the main
defects including D and X components for the one-phonon region [10], the contribution of positively charged single nitrogen absorption [9], a possible impact of natural radiation defects [15], and the total IR light absorbance in thick diamonds [16]

The range of wavenumbers from $1400 \mathrm{~cm}^{-1}$ to $4000 \mathrm{~cm}^{-1}$ accounts for the intrinsic two-phonon (1400-2666 $\mathrm{cm}^{-1}$ ) and three-phonon (2666-4000 $\mathrm{cm}^{-1}$ ) lattice absorption. Two-phonon absorption is often used as an inner standard of the path length of light inside the crystal. This possibility is indispensable in the case of IR absorption analysis in uncut diamonds or crystals with non-parallel-plane faces (almost all jewelry diamonds), so it is exploited for scaling of spectra in the aforementioned programs before calculating concentration of defects. Meanwhile, reference data from different sources demonstrate a significant scatter in the values of absorption coefficient values in the two-phonon region: the values vary from $11 \mathrm{~cm}^{-1}$ [17-20] to $15 \mathrm{~cm}^{-1}$ [21,22] at the most intense absorption peaks in the range of $1900-2100 \mathrm{~cm}^{-1}$. Some researchers suggested that the intrinsic absorption may depend on impurity-defect composition of diamond [22]. Since the amount of absorbed light depends exponentially on the absorption coefficient, these uncertainties can lead to crucial errors in determining the path length (especially for large crystals) and, consequently, in determining the impurity concentrations. Moreover, using the range of intense absorption peaks ( $1900-2100 \mathrm{~cm}^{-1}$ ) as a reference for the scaling of spectra is unreliable for an optical path longer than a few mm due to the low intensity of light reaching a sensor of a spectrophotometer and low signal-to-noise ratio. Hence, the choice of a different spectral subrange as a standard of the intrinsic optical absorption or a different method for measuring the path length of light is in demand.

In this work, we present a methodological procedure for accurate measurements of main nitrogen-related defect concentrations from IR spectra and an algorithm for processing acquired spectral data that ensures maximum accuracy and dynamic range. The problem of the exact measurement of the intrinsic two-phonon absorption in diamonds of different types was also considered.

## 2. Materials and Methods

We characterized 48 thin polished plates (thickness $50-400 \mu \mathrm{~m}$, linear dimensions $3-5 \mathrm{~mm}$, root mean square roughness $<5 \mathrm{~nm}$, (110)-facet within $\pm 5^{\circ}$ tolerance) cut from natural diamonds (Yakutia, Russia) of various types with considerable difference in the concentration of nitrogen-related defects. FT-IR transmission spectra were measured at five points of each plate using a spectrometer Vertex 70v (Bruker, Billerica, MA, USA) in the range of wavenumbers from $400 \mathrm{~cm}^{-1}$ to $5000 \mathrm{~cm}^{-1}$ (wavelengths from $2 \mu \mathrm{~m}$ to $25 \mu \mathrm{~m}$ ) with $1 \mathrm{~cm}^{-1}$ step and diaphragm $\varnothing 1 \mathrm{~mm}$ at room temperature. To analyze the appropriateness of using an interference component of the transmission spectrum for accurate determining of the path length of light, i.e., the thickness of the plates at the spectra measuring point, we selected 18 plates (further denoted by sample numbers in the range from T200 to T222 with some gaps) whose spectra demonstrated distinctly visible interference orders across the whole range. Additionally, for one plate with the best plane-parallelism (sample number T190), FT-IR spectra were acquired in a wider range of $400-30,000 \mathrm{~cm}^{-1}$ (wavelengths $25-0.33 \mu \mathrm{~m}$ ) for in-depth analysis of the dispersion curve. The thicknesses of all selected samples were measured multiple times at the same five points using an indicator gauge ABSOLUTE Digimatic Indicator ID-S (Mitutoyo, Kanagawa, Japan) with a measuring accuracy of $1 \mu \mathrm{~m}$.

The acquired FT-IR transmission spectra were digitally processed according to an algorithm, which provided separation of the interference component and the component related to bulk diamond absorption. Since the period of the interference signal changed little within the examined spectral range of $400-4000 \mathrm{~cm}^{-1}$, this component could be easily selected or suppressed using a digital narrow-band filter. Therefore, we calculated the fast Fourier transform (FFT) of each spectrum, automatically detected the highest peak corresponding to the interference signal, constructed a pair of complementary band-pass and band-rejection (notch) filters, applied them and obtained two filtered signals after the
inverse FFT. The signal processing algorithm and other methods proposed in this work were implemented by the authors using MATLAB programming language.

The separated interference component was analyzed to estimate the dependence of the optical path length on the wavelength using the locations of extrema produced by Fabry-Perot interference for thin plate as defined in Section 3.1. According to the plate thickness measured by the indicator gauge, this dependence was transformed to the dispersion curve to evaluate the refractive index of each sample. In Section 3.2, we use the averaged dispersion curve of diamond and the separated interference components for each plate to calculate their thicknesses, which constitutes the proposed interferometric method for measuring the path length.

The rectified spectra were additionally processed using a Savitzky-Golay filter to reduce the remaining random noise and then subjected to the baseline correction and normalization using four methods. Method 1 corresponds to the procedure described in ref. [13]; the software was taken from the open GitHub repository linked with that paper. Methods 2-4 are the variations of the baseline correction technique proposed in this work with different parameters; its detailed description is given in Section 3.2.

## 3. Results and Discussion

### 3.1. Interference and Refractive Index of Diamond

Most of the measured FT-IR spectra contain interference components with numerous orders (Fabry-Perot interference for thin plate). As an example, a transmission spectrum of T190 plate with more than 730 interference orders from mid-IR to ultraviolet (UV) range is shown in Figure 1a.


Figure 1. Characterization of interference signal in FT-IR transmission spectrum of plane-parallel diamond plate: (a) Two parts of measured spectrum with a gap between $2700 \mathrm{~cm}^{-1}$ and $25,000 \mathrm{~cm}^{-1}$; left (red color) and right (blue) parts of the spectrum correspond to left and right vertical axes; (b) Positions of minima (min.) and maxima (max.) of interference signal depending on interference order and linear approximations (lin. approx.) of these dependencies. The inset shows an enlarged part of the plot.

Under normal incidence of light, the optical transmission coefficient is well described by the Airy formula [23,24]:

$$
\begin{equation*}
T=B\left[1-F \cos \left(\frac{4 \pi n d}{\lambda}\right)\right]^{-1}=B\left[1-F \cos \left(\frac{4 \pi v n d}{10,000}\right)\right]^{-1} \tag{1}
\end{equation*}
$$

where $F$ is the amplitude of the interference component, $d$ is the plate thickness ( $\mu \mathrm{m}$ ) at the measuring point, $n$ is the refractive index of diamond, $\lambda$ is the wavelength ( $\mu \mathrm{m}$ ), $v=10,000 / \lambda$ is the wavenumber $\left(\mathrm{cm}^{-1}\right)$, and $B$ is a slowly varying function of $v$, which is determined by reflection, scattering and absorption of light in the plate. The amplitude $F$
also depends on optical reflection and scattering on the surfaces of the plate, the volume absorption, and plane-parallelism of the plate within the measuring aperture.

Figure 1 demonstrates the interference orders starting from the 11th order (minimum at $408.8 \mathrm{~cm}^{-1}$; maximum at $432.0 \mathrm{~cm}^{-1}$ ). The interference amplitude $F$ decreases with an increase in the interference order, which is mainly caused by non-ideal plane-parallelism and roughness of the plate faces. Nevertheless, extrema of the interference component are clearly distinguishable even in the UV range of the spectrum. As wavenumber increases, the gap between the extrema of the interference signal slightly diminishes due to changes in the optical path length $n(v) d$ caused by the normal dispersion of the diamond refractive index. These dispersion-related changes can be seen in Figure 1b as a deviation of the experimental dependence of the extrema positions on the order of interference from its linear approximation.

The linear extrapolations of the extrema positions to the range of lower frequencies can be seen in the inset of Figure 1b. It is noteworthy that the estimated position of the zero order maximum is equal to $0 \mathrm{~cm}^{-1}$ with an accuracy better than $2 \mathrm{~cm}^{-1}$. This means that the refractive index is almost constant for the range of wavenumbers from $0 \mathrm{~cm}^{-1}$ to $400 \mathrm{~cm}^{-1}$ ( $25 \mu \mathrm{~m}$ or 12 THz ), the absorption of electromagnetic radiation is negligible, and the square of the refractive index is close to a low-frequency permittivity $\left(2.38^{2}=5.66\right)$.

The interference analysis allows us to calculate the dependence of the optical path length $n(v) d$ on the wavenumber $v$, which is further converted to the dispersion curve $n(v)$ using the thickness of the plate measured by the indicator gauge with $0.01 \%$ accuracy. The estimated dispersion curve corresponding to the spectrum shown in Figure 1 is given in Figure 2 along with data from other sources [22,25] summarizing the results of 15 papers.


Figure 2. Refractive index of diamond: experimental data (purple solid line; accuracy is shown by vertical bar), approximation using Sellmeier formula (green dashed line), quadratic approximation (blue dash-dotted line), and data from other sources (black squares and red circles are used for data from refs. [22,25], respectively).

According to the dispersion theory, two intensive absorption peaks with maxima at $0.106 \mu \mathrm{~m}$ and $0.175 \mu \mathrm{~m}$ determine the spectral dependency of the diamond refractive index. Figure 2 contains the approximation of this dependency based on the dispersion theory [25] using the Sellmeier formula $[22,26]$ :

$$
\begin{equation*}
n^{2}=1+\frac{4.3356 \cdot \lambda^{2}}{\lambda^{2}-0.106^{2}}+0.3306 \frac{\lambda^{2}}{\lambda^{2}-0.175^{2}} \tag{2}
\end{equation*}
$$

where $\lambda$ is given in $\mu \mathrm{m}$. As can be seen from Figure 2, our experimental data are in good agreement with Equation (2). Another option is to use a simple empirical dependence (quadratic approximation)

$$
\begin{equation*}
n=2.38\left(1+5.6 \cdot 10^{-11} v^{2}\right)=2.38+0.0133 / \lambda^{2} \tag{3}
\end{equation*}
$$

where $v$ is in $\mathrm{cm}^{-1}$ and $\lambda$ is in $\mu \mathrm{m}$. This approximation provides sufficient accuracy in the range $400-28,000 \mathrm{~cm}^{-1}$ but underestimates the refractive index for wavelengths shorter than $0.36 \mu \mathrm{~m}$. In the IR range from $400 \mathrm{~cm}^{-1}$ to $4000 \mathrm{~cm}^{-1}$, which is mainly analyzed in this paper, the refractive index changes by less than 0.002 and is equal to $2.380 \pm 0.002$. The value of 2.38 can also be called a low-frequency refractive index. We should note that different estimates of this value (from 2.37 to 2.387 ) are given in refs. [18,25,27,28].

The measured transmission spectra for many plates demonstrate beats in the interference amplitude due to the non-plane-parallelism of the plate faces. To illustrate this point, Figure 3 shows the spectra of six diamond plates (samples T203, T206, T210, T214, T221, and T222), as well as the enlarged fragments of the low-frequency range with the most pronounced interference signal. The presence of beats can reduce the accuracy of the calculated optical path length, so we excluded the subranges with considerable beats from further analysis.


Figure 3. FT-IR transmission spectra of plates cut from natural diamonds of different types (upper part: IIa (sample T206), black line; IaA (T214), red; IaB (T221), blue; lower part: IIa-IaAB (T203), green line; IIa-IaA (T222), purple line; IIa-IaB (T210), cyan line). The insets show the enlarged view of the spectra in the range $500-1500 \mathrm{~cm}^{-1}$ and the positions of peaks corresponding to $A$ and $B$ centers (spectral assignment after [22]); the spectra in the insets are shifted along the vertical axis for clarity.

For further analysis, we classified the samples according to the characteristic IR features observed in their spectra and used the following color indication for Figure 3 and some subsequent figures. Thus, black color indicates type IIa plates without noticeable characteristic features in the one-phonon range (samples T200, T204, T206, T207, T208, and T220), red is used for IaA type (T213 and T214), and blue corresponds to IaB type (T216 and T221). For the last two types, the optical absorption in the one-phonon range is higher than in the two-phonon range due to high concentration of nitrogen-related defects, and they were distinguished by the position of the transmission minimum corresponding to either A ( $1282 \mathrm{~cm}^{-1}$ [15]) or B ( $1175 \mathrm{~cm}^{-1}$ [15]) peak (see the corresponding spectra for IaA and IaB in the upper part of Figure 3). The plates with lower concentrations of these defects (the optical absorption in the one-phonon range is lower than in the two-phonon range) related to IaA type (labeled as IIa-IaA, samples T201, T202, T218, and T222) and IaB type (labeled as IIa-IaB, samples T210 and T211) are shown in the purple and cyan colors, respectively, in the lower part of Figure 3. Two plates (T203 and T215) with slight but distinct differences from IIa type without a predominance of A or B peaks are further referred to as mixed type IIa-IaAB and specified by the green color. Figure 4 presents the refractive indices calculated using the proposed interferometric technique for 18 plates in accordance with the classification and the color indication introduced above. The measurement error shown by vertical bars is mostly determined by the uncertainty of thickness measured using the indicator gauge.


Figure 4. Refractive index of 18 diamond plates (sample numbers and types are specified by shape and color of symbols according to the legend in the right part) calculated using the interferometric method in various subranges of IR spectrum. Vertical bars represent measurement errors; horizontal bars indicate the subranges of spectra used for calculations.

Statistical processing of all measurement results indicates that the refractive index of diamond does not depend on the type and concentration of the main defects within the measurement accuracy of 0.002 in the spectral range $400-5000 \mathrm{~cm}^{-1}$. This conclusion is in agreement with the data given in refs. [22,29]. The experimental result is also supported by an analysis of the contribution of absorption in the IR range to the refractive index using the Kramers-Kronig relations. Our calculations show that even with the largest absorption in the one-phonon region (at the highest encountered nitrogen concentrations of 0.3\%) this contribution does not exceed 0.001 . In the last century, some studies reported on the dependence of the refractive index of diamond on its impurity-defective composition [25]. It is possible that such an impression arose because of different heating of diamonds of different quality during optical measurements in the IR region. The dependence of the refractive index on temperature is known with sufficient accuracy [28,30]. Since the refractive index with an accuracy of 0.002 does not depend on the concentration of impurities and defects,
the dispersion described by formula (2) or the quadratic approximation (3) (see Figure 2) is valid for all diamonds. As a result, we can further use this dispersion curve to estimate the thickness from the positions of extrema in the interference component of the spectra for all samples, which is the main idea of the proposed interferometric technique.

### 3.2. Intrinsic Diamond Lattice Absorption in IR Range

The values of the absorption coefficient caused by two- and three-phonon intrinsic absorption are used as reference data for baseline correction and simultaneous scaling to 1 cm thickness. Hence, knowing them with high accuracy is crucial for subsequent spectral decomposition and robust determining of nitrogen concentrations. However, these values may vary depending on temperature [28,30] and isotopic composition [31]. In order to obtain an accurate spectral characteristic of intrinsic absorption in the range $400-4000 \mathrm{~cm}^{-1}$, we used measured IR spectra of type IIa samples (T200, T204, T206, T207, T208, and T220) and the corresponding thicknesses estimated using the proposed interferometric technique. The scattering of light, which has a major effect on the slope of the spectrum (the baseline), was significantly reduced in our experiments since we measured absorption of thin polished plates. The acquired average characteristic (the evaluated accuracy is better than $\pm 0.05 \mathrm{~cm}^{-1}$ ) is listed in Supplementary Materials and demonstrated in Figure 5 as well as data from refs. [22,29,32].


Figure 5. Experimentally acquired spectral characteristic of intrinsic diamond absorption (black line, with an uncertainty of $\pm 0.05 \mathrm{~cm}^{-1}$ ) and absorption coefficients values at individual wavenumbers (data from refs. [22,29,32], colored symbols, uncertainty is indicated by vertical bar if known).

In the range of wavenumbers less than $1400 \mathrm{~cm}^{-1}$, the intrinsic optical absorption of diamond decreases exponentially. According to the results of laser calorimetry, the intrinsic absorption of natural and synthetic low-nitrogen type IIa diamonds does not exceed $0.05 \mathrm{~cm}^{-1}$ at a wavelength of $10.6 \mu \mathrm{~m}\left(943 \mathrm{~cm}^{-1}\right)$ [19,33-35].

In contradiction to ref. [31], we did not detect four-phonon absorption; it was not observed even at a temperature of 823 K [29]. Although if we extrapolate the intensity ratio of two- and three-phonon absorption (about 10) to the range above $4000 \mathrm{~cm}^{-1}$, where the four-phonon absorption is expected, the signal-to-noise ratio in our measurements was sufficient to detect four-phonon absorption.

The values of the absorption coefficient at wavenumbers $1990-1995 \mathrm{~cm}^{-1}, 2030 \mathrm{~cm}^{-1}$ and $2170 \mathrm{~cm}^{-1}$, where maxima are observed (see Figure 5), are typically used as a standard for determining the path length of light [10,22]. Unfortunately, when measuring uncut crystals or crystals with non-parallel faces, the intensity of the transmitted light may drop by two orders of magnitude [14] due to scattering and refraction of light on the crystal surfaces. Therefore, the signal-to-noise ratio of the measured transmission spectra in the subrange 1900-2200 $\mathrm{cm}^{-1}$, where the intrinsic absorption coefficient is higher than $10 \mathrm{~cm}^{-1}$, usually becomes very low if the path length in diamond exceeds 0.3 cm . The sharpness of peaks in this range can potentially lead to a large error in determining their height and
location because of limited spectral resolution, sampling period, and noise. In addition, this spectral range includes water absorption peaks, which can significantly affect the result when using non-vacuum IR spectrometers. We suggest using the $2332-2666 \mathrm{~cm}^{-1}$ subrange, which provides the highest signal-to-noise ratio for measurements on most spectrometers. In non-vacuum IR spectrometers, the region $2250-2395 \mathrm{~cm}^{-1}$ accounts for the absorption of $\mathrm{CO}_{2}$, but this does not interfere with measurements in the region $2420-2540 \mathrm{~cm}^{-1}$, where the optical absorption is approximately constant and amounts to $4.5-4.6 \mathrm{~cm}^{-1}$. With this value, the signal is attenuated by a factor of 10 only when the light path is longer than 5 mm .

To correct the baseline and normalize the spectrum, we propose using several points at which the values of the intrinsic absorption coefficient of diamond are known with sufficient accuracy (as shown in Figure 6). We suppose that for $i$ th point $(i=1 \ldots N)$ this reference value $\mu_{i}$ is related to the value $a_{i}$ of the analyzed spectrum at the same wavenumber $v_{i}$ by the following equation

$$
\begin{equation*}
\sum_{j=0}^{M} p_{j} v_{i}^{j}+\mu_{i} d=a_{i} \tag{4}
\end{equation*}
$$

where $p_{j}$ are the polynomial coefficients with maximum degree $M$, which describe the baseline, and $d$ is the thickness of the sample (the path length). Thus, we can write Equation (4) for each point and calculate the values of $p_{j}$ and $d$ as a solution of the obtained system of $N$ equations. If $N=M+2$, one can find the exact solution, and the least squares method can be used for $N>M+2$.


Figure 6. Specification of points (P1-P5) used for baseline correction and scaling of absorption spectra: reference spectrum (black line), points and subranges used for their localization (red color), and ranges used in the method from ref. [13] (for comparison, green color).

We assume that the absorption coefficient $\mu$ is equal to zero for the wavenumbers less than $400 \mathrm{~cm}^{-1}$ (point P5) and higher than $4000 \mathrm{~cm}^{-1}$ (point P1). According to the previously obtained characteristic (see Figure 5), the reference value of the absorption coefficient is equal to $0.37 \mathrm{~cm}^{-1}$ at point P2 $\left(2666 \mathrm{~cm}^{-1}\right)$. The values of the analyzed spectrum $a_{i}$ at these points are calculated as the average value in a small neighborhood around the corresponding wavenumbers $v_{i}$. For point P3 $\left(2493 \mathrm{~cm}^{-1}\right)$, the value $a_{3}$ is estimated as the average in the range from $2460 \mathrm{~cm}^{-1}$ to $2526 \mathrm{~cm}^{-1}$; this interval is shown in red in Figure 6. In the $1820-1887 \mathrm{~cm}^{-1}$ subrange, the spectrum is approximated by a straight line, and the value $a_{4}$ for point P4 is defined as the ordinate of the point on this line at $1838.8 \mathrm{~cm}^{-1}$. Reference values for points P3 and P4 are taken equal to $4.6 \mathrm{~cm}^{-1}$.

When five points are used, the maximum degree $M$ of the polynomial in Equation (4) is 3. For comparison, the baseline correction method in ref. [13] uses a non-linear minimization of the squared error to match the reference absorption spectrum and straight baseline in the three ranges highlighted in green in Figure 6 (from $1500 \mathrm{~cm}^{-1}$ to $2312 \mathrm{~cm}^{-1}$, from $2391 \mathrm{~cm}^{-1}$ to $3000 \mathrm{~cm}^{-1}$, and from $3800 \mathrm{~cm}^{-1}$ to $4000 \mathrm{~cm}^{-1}$ ). In this case, the scale factor (sample thickness) and two baseline coefficients (straight line) act as parameters. The proposed method is faster and does not require iterative minimization. It can be used both independently and as a method for determining the first approximation for subsequent
comparison with the reference spectrum in some selected ranges for a given degree of the polynomial.

After the coefficients $p_{j}$ and thickness $d$ have been found, the values of the corrected spectrum $a_{\mathrm{S}}$ for each wavenumber $v$ can be calculated as

$$
\begin{equation*}
a_{\mathrm{s}}=\frac{1}{d}\left(a-\sum_{j=0}^{M} p_{j} v^{j}\right) \tag{5}
\end{equation*}
$$

The normalized spectra for 18 samples, obtained by different methods, are shown in Figure 7. An example of calculated baselines along with the uncorrected spectrum is shown in Figure 8. Method 1 corresponds to ref. [13]. The results for the proposed method with $M=1$ (straight baseline) and $M=3$ are labeled as Method 2 and 3, respectively. Method 4 also uses Equation (4) but takes all values $a_{i}$ and $\mu_{i}$ of the analyzed spectrum and the reference spectrum (Figure 5), respectively, in the three ranges highlighted in green in Figure 6 and also at the $400 \mathrm{~cm}^{-1}$ point. As a result, a system with a large number $N$ is obtained, and its solution is found using the least squares method for the maximum degree $M$ equal to 3 or more (the demonstrated example uses $M=5$ ). As can be seen from Figure 8, the processed spectra have a noticeable bend of the baseline for wavenumbers lower than $1400 \mathrm{~cm}^{-1}$, which hampers the use of methods with a straight baseline (Methods 1 and 2). Thus, Methods 3 and 4 are preferable for obtaining adequate results using the spectral decomposition in the one-phonon range afterwards.
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Figure 7. Absorption spectra of 18 samples (see the legend in the bottom part for sample numbers and types of diamonds) after baseline correction and normalization: method from ref. [13] (Method 1); proposed method with $M=1$ (Method 2); proposed method with $M=3$ (Method 3); method using the same ranges as Method 1 with added point at $400 \mathrm{~cm}^{-1}$ and $M=5($ Method 4$)$.


Figure 8. Uncorrected absorption spectrum (black solid line) and baselines obtained by various methods (colored lines, see the notation in the right part) for sample T206.

The thicknesses estimated using all methods as well as the thicknesses $d_{\mathrm{m}}$ measured using the indicator gauge are presented in Table 1 for 18 samples. The error values $\left(d-d_{\mathrm{m}}\right)$ are listed in each column for Methods 1-4. In the rightmost column ('Interf.'), the difference $\left(d_{\mathrm{int}}-d_{\mathrm{m}}\right)$ is provided, where $d_{\mathrm{int}}$ is the thickness estimated using the proposed interferometric technique in the range $410-4000 \mathrm{~cm}^{-1}$ and the refractive index defined by Equation (3). All methods, except for Method 2, provide an error in estimating the plate thickness (path length) of less than $10 \%$. Deviations from the indicator gauge measurements for Methods 1 and 4 are comparable to the discrepancies between the results of the interferometric method and the indicator.

Table 1. Measured and estimated thickness of samples.

| Sample Number | Sample Type | Thickness, $\mu \mathrm{m}$ | Error, $\mu \mathrm{m}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Method 1 | Method 2 | Method 3 | Method 4 | Interf. * |
| T200 | IIa | 216.2 | 0.9 | 51.1 | -16.3 | -4.8 | -1.6 |
| T201 | IIa-IaA | 211.3 | -0.8 | 47.2 | -16.2 | -6.4 | -3.1 |
| T202 | IIa-IaA | 168.4 | -1.9 | 55.7 | -16.4 | -6.7 | -6.2 |
| T203 | IIa-IaAB | 166.8 | -0.9 | 64.7 | -14.7 | -6.7 | -7.3 |
| T204 | IIa | 220.8 | -2.2 | 63.0 | -18.6 | -8.2 | -6.1 |
| T206 | IIa | 150.2 | 2.9 | 34.3 | -9.7 | -1.7 | -1.7 |
| T207 | IIa | 314.4 | -1.9 | 53.4 | -23.3 | -9.9 | -6.9 |
| T208 | IIa | 192.4 | 3.1 | 29.5 | -10.9 | -1.4 | -0.8 |
| T210 | IIa-IaB | 395.4 | -1.0 | 22.1 | -24.7 | -10.1 | -2.8 |
| T211 | IIa-IaB | 259.7 | 1.9 | 44.7 | -15.7 | -4.9 | -2.7 |
| T213 | IaA | 281.7 | 8.3 | -15.5 | 26.7 | -1.9 | -0.4 |
| T214 | IaA | 295.3 | 1.3 | 29.8 | 0.6 | -7.9 | -5.1 |
| T215 | IIa-IaAB | 331.5 | 4.5 | 37.0 | -15.8 | -3.3 | 2.8 |
| T216 | IaB | 412.3 | 2.6 | 53.2 | 20.5 | -7.7 | -0.4 |
| T218 | IIa-IaA | 205.6 | 7.4 | 34.5 | -8.2 | 0.3 | 0.1 |
| T220 | IIa | 201.3 | 2.2 | 27.6 | -11.4 | -4.0 | -2.0 |
| T221 | IaB | 218.7 | 3.5 | 49.5 | -11.4 | -3.4 | -2.8 |
| T222 | IIa-IaA | 184.8 | -1.3 | 30.2 | -15.2 | -7.3 | -1.8 |
| Mean | - | - | 1.6 | 39.6 | -10.0 | -5.3 | -2.7 |
| Standard dev. | - | - | 3.0 | 18.7 | 13.5 | 3.0 | 2.7 |

* The proposed interferometric technique.


## 4. Conclusions

In this study, we proposed an interferometric method for determining the optical path length in thin plane-parallel diamond plates and applied it to measure the refractive index of various natural diamond samples. The results allowed us to obtain a robust estimate of thickness for each sample and get an accurate spectral characteristic of intrinsic absorption in the mid-IR range by averaging the data for Ila-type diamond samples. Using the acquired characteristic and its five stable reference points, the accurate general iterative procedure of the baseline correction and scaling of mid-IR diamond spectra was developed. The
proposed techniques were demonstrated to enable more precise measurements of diamond thicknesses for diverse weakly and strongly absorbing natural diamonds and pave a way to precise measurements of weak mid-IR absorption of ultralow impurity concentrations.

Supplementary Materials: The following supporting information can be downloaded at: https:/ / www.mdpi.com/article/10.3390/chemosensors11060313/s1. Table S1: Standard of spectral characteristic of intrinsic diamond absorption.
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