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Abstract

:

Resolution of fuzzy relational inequalities (FRIs) plays a significant role in decision-making, image compression and fuzzy control. This paper studies the resolution of a kind of FRIs with Boolean semi-tensor product composition. First, by resorting to the column stacking technique, the equivalent form of FRIs with Boolean semi-tensor product composition is obtained, which is a system of FRIs (SFRIs) with max–min composition. Second, based on the semi-tensor product method, all the solutions to FRIs with Boolean semi-tensor product composition are obtained by finding all possible parameter set solutions. Finally, a general procedure is developed for the resolution of FRIs with Boolean semi-tensor product composition. Two illustrative examples are worked out to show the effectiveness of the obtained new results.
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1. Introduction


Resolution of fuzzy relational equations (FREs) and fuzzy relational inequalities (FRIs) has wide applications in several research fields including decision-making, image compression, fuzzy control and so on [1,2,3,4]. E. Sanchez initiated the resolution theory of FREs and applied it to medical research [5]. Since then, the resolution of FREs (FRIs) has become a heated topic [6,7,8]. The resolution of FREs with max-product composition was considered in [9,10,11]. Cornejo et al. [12,13] investigated the solvability of bipolar max-product FREs. Several effective alternatives for solving fuzzy nonlinear equations were proposed in [14,15,16]. An algorithm for solving FREs with max-T composition was established in [17]. The resolution of FREs with max–min composition was investigated in [18,19,20]. Besides the study of FREs and FRIs, the resolution of system of fuzzy relational equations (SFREs) and system of fuzzy relational inequalities (SFRIs) has also been widely studied [21,22].



Recently, the semi-tensor product of matrices has been put forward by Cheng [23], which has been widely applied to the analysis and control of finite-value dynamical systems, including controllability [24,25], observability [26], stability and stabilization [27,28,29], optimal control [30], synchronization [31], game theory [32,33,34,35,36] and so on [37,38]. Lu et al. [39] presented a detailed survey on the applications of semi-tensor product of matrices to finite-value dynamical systems. In particular, the semi-tensor product method has also been applied to the modeling of fuzzy systems [40,41] and resolution of FREs and FRIs [42,43]. Cheng et al. [44] first applied the semi-tensor product method to the resolution of FREs with max–min composition. Based on the semi-tensor product of matrices, Li and Wang [45] studied the resolution of FRIs with max–min composition. Several kinds of FRIs and SFRIs with max–min composition were considered in [46] by virtue of a column stacking approach.



In the past decade, dimension-varying systems have received intensive attention due to the wide applications in spacecrafts, vehicle clutch systems and biological systems [47]. When considering dimension-varying fuzzy systems, it is significant to deal with fuzzy relations with incompatible dimensions. However, all the existing results on the resolution of FREs and FRIs just considered the case where fuzzy matrices have compatible dimensions (see Definition 2 below). When the dimensions of two fuzzy matrices are not compatible, we call it Boolean semi-tensor product composition. Therefore, it is meaningful to investigate the resolution of FREs and FRIs with Boolean semi-tensor product composition, and apply the obtained results to the study of dimension-varying fuzzy systems. It is easy to see that the max–min composition is a special case of Boolean semi-tensor product composition.



This paper focuses on the resolution of FRIs (see (11) below) and SFRIs (see (12) below) with Boolean semi-tensor product composition, and aims to propose a general procedure to obtain all the solutions. The main contributions of this paper are two-fold. On one hand, we investigate the basic theory of Boolean semi-tensor product. Compared with semi-tensor product, we find that some important properties of semi-tensor product such as associative law, pseudo commutativity, and the properties of swap matrix and transpose operator still hold for Boolean semi-tensor product. On the other hand, we establish a general procedure for the resolution of FRIs and SFRIs with Boolean semi-tensor product composition, which facilitates the application of fuzzy theory in dimension-varying systems.



The remainder of this paper is organized as follows. In Section 2, we recall some necessary preliminaries. Section 3 formulates the problems studied in this paper and studies the equivalent forms of FRIs and SFRIs with Boolean semi-tensor product composition. In Section 4, a general procedure is established for the resolution of the considered FRIs and SFRIs. Two numerical examples are given to support our new results in Section 5, which is followed by a brief conclusion in Section 6.




2. Preliminaries


2.1. Semi-Tensor Product of Matrices


In this part, we present some necessary preliminaries on the semi-tensor product of matrices. For details, please refer to [23,44].



Definition 1.

Let   P ∈  M  m × n    ,   Q ∈  M  s × t    . Denote the least common multiple of n and s by   α =  lcm ( n , s )  . Then, the semi-tensor product of P and Q is


   P ⋉ Q =  ( P ⊗  I  α n   )   ( Q ⊗  I  α s   )  ,   



(1)




where ⊗ is the Kronecker product.





Lemma 1.

Let   X ∈  M  s × 1     be a column vector and   P ∈  M  m × n    . Then


   X ⋉ P = (  I s  ⊗ P ) ⋉ X .   



(2)









Denote    D k  : =  { 0 ,  1  k − 1   , ⋯ ,   k − 2   k − 1   , 1 }   . When   k = ∞  ,    D ∞  : =  [ 0 , 1 ]   . Define    Δ s  : =  {  δ s i  : i = 1 , 2 , ⋯ , s }   , where   δ s i   denotes the i-th column of identity matrix   I s  . Identify   i  k − 1    as   δ k  k − i   ,    i = 0 , 1 , ⋯ , k − 1  . Then, one can see that    D k  ∼  Δ k   .   δ k  k − i    is called the vector form of   i  k − 1    and we do not distinguish   δ k  k − i    and   i  k − 1    if no confusion arises in the sequel. For any   a , b ∈  D k   ,   a  ∨ k  b = max  { a , b }   ,   a  ∧ k  b = min  { a , b }   . When   k = ∞  ,   a ∨ b : = a  ∨ ∞  b   and   a ∧ b : = a  ∧ ∞  b  .



Lemma 2.

Let x,   y ∈  D k   . Then




	(i) 

	


   x  ∨ k  y =  M d k  ⋉ x ⋉ y ,   



(3)




where    M d k  =  δ k   [  P 1    P 2   ⋯   P k  ]   , and    P r  = [ 1  2  ⋯  r − 1     r  ⋯  r  ︸   k − r + 1   ] ,  r = 1 , 2 , ⋯ , k  ;




	(ii) 

	


   x  ∧ k  y =  M c k  ⋉ x ⋉ y ,   



(4)




where    M c k  =  δ k   [  Q 1    Q 2   ⋯   Q k  ]   , and    Q r  = [    r  ⋯  r  ︸  r   r + 1  r + 2  ⋯  k ] ,  r = 1 , 2 , ⋯ , k  .












2.2. Boolean Semi-Tensor Product Composition


To formulate the problem considered in this paper, we introduce some necessary operators. Denote the set of   s × t   matrices with their entries in   D k   by   D k  s × t   .



Definition 2.

Let   P =  (  p  i , j   )  ∈  D  ∞   m × n    ,   Q =  (  q  i , j   )  ∈  D  ∞   n × s    . Then, the max–min composition operator, denoted by “∘", is defined as


   R =  (  r  i , j   )  = P ∘ Q ∈  D  ∞   m × s   ,   








where    r  i , j   =  ∨  k = 1  n   (  p  i , k   ∧  q  k , j   )   .





Definition 3.

Let   P =  (  p  i , j   )  ∈  D  ∞   m × n    ,   Q =  (  q  i , j   )  ∈  D  ∞   s × t    . Then, the Boolean Kronecker product of P and Q, denoted by   P  ⊗ B  Q ∈  D  ∞   m s × n t    , is


   P  ⊗ B  Q =       p  1 , 1    ⊗ B  Q    ⋯     p  1 , n    ⊗ B  Q      ⋮      ⋮       p  m , 1    ⊗ B  Q    ⋯     p  m , n    ⊗ B  Q      ,   








where


    p  i , j    ⊗ B  Q =       p  i , j   ∧  q  1 , 1      ⋯     p  i , j   ∧  q  1 , t        ⋮      ⋮       p  i , j   ∧  q  s , 1      ⋯     p  i , j   ∧  q  s , t        .   













Similar to the ordinary Kronecker product, one can obtain the following properties of Boolean Kronecker product.



Proposition 1.






	(i) 

	
Let P, Q, R be three real matrices with arbitrary dimensions. Then


   P  ⊗ B  Q  ⊗ B  R = P  ⊗ B   ( Q  ⊗ B  R )  .   



(5)








	(ii) 

	
Let   P ∈  M  m × n    ,   Q ∈  M  s × t    . Then


     ( P  ⊗ B  Q )  ⊤  =  P ⊤   ⊗ B   Q ⊤  .   



(6)















Definition 4.

Let   P =  (  p  i , j   )  ∈  D  ∞   m × n    ,   Q =  (  q  i , j   )  ∈  D  ∞   s × t    . Then, the Boolean semi-tensor product composition operator, denoted by “  ⋉ B  ", is defined as


   P  ⋉ B  Q =  ( P  ⊗ B   I  α n   )  ∘  ( Q  ⊗ B   I  α s   )  ,   



(7)




where   α =  lcm ( n , s )  .





Remark 1.

One can easily see from Definition 4 that   P  ⋉ B  Q = P ∘ Q   holds for   n = s  .





Next, we present some important properties of Boolean semi-tensor product composition.



Proposition 2.

Let P, Q, R be three real matrices with arbitrary dimensions. Then


   P  ⋉ B  Q  ⋉ B  R = P  ⋉ B   ( Q  ⋉ B  R )  .   



(8)









Proposition 3.

Let   P ∈  M  m × n    ,   Q ∈  M  s × t    . Then


     ( P  ⋉ B  Q )  ⊤  =  Q ⊤   ⋉ B   P ⊤  .   



(9)









Proof of Proposition 3.

A simple calculation shows that


      ( P  ⋉ B  Q )  ⊤    =     [  ( P  ⊗ B   I  α n   )  ∘  ( Q  ⊗ B   I  α s   )  ]  ⊤         =      ( Q  ⊗ B   I  α s   )  ⊤  ∘   ( P  ⊗ B   I  α n   )  ⊤          =     (  Q ⊤   ⊗ B   I  α s   )  ∘  (  P ⊤   ⊗ B   I  α n   )          =     Q ⊤   ⋉ B   P ⊤  ,     








where   α =  lcm ( n , s )  . □





Proposition 4.

Let   X ∈  D  ∞   s × 1     and   Y ∈  D  ∞   t × 1     be two column vectors. Then


       W  [ s , t ]    ⋉ B  X  ⋉ B  Y = Y  ⋉ B  X ,      



(10)




where    W  [ s , t ]   : =  [  I t  ⊗  δ s 1     I t  ⊗  δ s 2    ⋯    I t  ⊗  δ s s  ]   .





Proof of Proposition 4.

Set   X =   [  x 1    x 2   ⋯   x s  ]  ⊤    and   Y =   [  y 1    y 2   ⋯   y t  ]  ⊤   . Then, it holds that


     X  ⋉ B  Y    =    ( X  ⊗ B   I t  ) ∘ Y         =    [  x 1  ∧  y 1     x 1  ∧  y 2  ⋯  x 1  ∧  y t     x 2  ∧  y 1     x 2  ∧  y 2  ⋯  x 2  ∧  y t            ⋯  x s  ∧  y 1     x s  ∧  y 2  ⋯  x s  ∧  y t    ]  ⊤  .     











Thus,


      W  [ s , t ]    ⋉ B  X  ⋉ B  Y    =     W  [ s , t ]    ⋉ B   ( X  ⋉ B  Y )          =    [  x 1  ∧  y 1     x 2  ∧  y 1  ⋯  x s  ∧  y 1     x 1  ∧  y 2     x 2  ∧  y 2  ⋯  x s  ∧  y 2            ⋯  x 1  ∧  y t     x 2  ∧  y t  ⋯  x s  ∧  y t    ]  ⊤          =    Y  ⋉ B  X .     











□







3. Problem Formulation


In this paper, we consider the following two problems:




	
Problem 1: Solve the following FRI:


  G ⩽ A  ⋉ B  X ⩽ H ,  



(11)




where   X ∈  D  ∞   p × q     is an unknown matrix,   A ∈  D  ∞   m × n    ,   G ,  H ∈  D  ∞     α m  n  ×   α q  p      are known matrices, and   α =  lcm ( n , p )  .



	
Problem 2: Solve the following SFRIs:


       G 1  ≤  A 1   ⋉ B  X ≤  H 1  ,        G 2  ≤  A 2   ⋉ B  X ≤  H 2  ,                   ⋮        G N  ≤  A N   ⋉ B  X ≤  H N  ,      



(12)




where   X ∈  D  ∞   p × q     is an unknown matrix,    A i  ∈  D  ∞    m i  ×  n i     ,    G i  ,   H i  ∈  D  ∞      α i   m i    n i   ×    α i  q  p      are known matrices,    α i  =  lcm  (  n i  , p )   ,   i = 1 , 2 , ⋯ , N  , and   N ∈  Z +   ,   N ≥ 2  .








Let   A =  (  a  i , j   )  ∈  M  s × t    . Then, the column stacking form of A, denoted by    V c   ( A )  ∈  M  s t × 1    , is defined as


   V c   ( A )  =   [  a  1 , 1     a  2 , 1   ⋯  a  s , 1   ⋯  a  1 , t     a  2 , t   ⋯  a  s , t   ]  ⊤  .  











Using column stacking operator, we present the equivalent forms of FRI (11) and SFRIs (12) successively.



Proposition 5.

Let   A ∈  D  ∞   m × n    ,   B ∈  D  ∞   n × p    . Then


    V c   ( A ∘ B )  =  (  I p   ⊗ B  A )  ∘  V c   ( B )  .   



(13)









Proof of Proposition 5.

A direct calculation shows that


      V c   ( A ∘ B )     =     V c   [ A ∘ C o  l 1   ( B )    A ∘ C o  l 2   ( B )  ⋯ A ∘ C o  l p   ( B )  ]          =         A ∘ C o  l 1   ( B )        A ∘ C o  l 2   ( B )       ⋮      A ∘ C o  l p   ( B )       =     A   0   ⋯   0     0   A   ⋯   0     ⋮         ⋮     0   0   ⋯   A     ∘      C o  l 1   ( B )        C o  l 2   ( B )       ⋮      C o  l p   ( B )               =     (  I p   ⊗ B  A )  ∘  V c   ( B )  ,     








where   C o  l i   ( B )    denotes the i-th column of B,   i = 1 , 2 , ⋯ , p  . □





Proposition 6.

Let   A ∈  D  ∞   p × q    . Then


    V c   ( A  ⊗ B   I s  )  =  T  p , q  s  ∘  V c   ( A )  ,   



(14)




where


    T  p , q  s  =  W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   W  [  s 2  , p q ]    ⋉ B   (  V c   (  I s  )   ⊗ B   I  p q   )  .   













Proof of Proposition 6.

Let


     ξ i j    =    [  a  1 , i   ∧   (  δ s j  )  ⊤    a  2 , i   ∧   (  δ s j  )  ⊤   ⋯   a  p , i   ∧   (  δ s j  )  ⊤  ] ,  i = 1 , 2 , ⋯ , q ,  j = 1 , 2 , ⋯ , s ;       ζ  i , j     =    [  a  i , j   ∧   (  δ s 1  )  ⊤    a  i , j   ∧   (  δ s 2  )  ⊤   ⋯   a  i , j   ∧   (  δ s s  )  ⊤  ] ,  i = 1 , 2 , ⋯ , p ,  j = 1 , 2 , ⋯ , q .     











By Definition 4, it is easy to obtain that


   V c   ( A )   ⋉ B   V c   (  I s  )  =   [  ζ  1 , 1      ζ  2 , 1     ⋯    ζ  p , 1      ζ  1 , 2      ζ  2 , 2     ⋯  ζ  p , 2     ⋯    ζ  1 , q      ζ  2 , q     ⋯    ζ  p , q   ]  ⊤  .  











Then, we have


          W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   V c   ( A )   ⋉ B   V c   (  I s  )          =     W  [ s , q ]    ⋉ B    [  ξ 1 1     ξ 2 1    ⋯    ξ q 1     ξ 1 2     ξ 2 2    ⋯  ξ q 2    ⋯    ξ 1 s     ξ 2 s    ⋯    ξ q s  ]  ⊤          =     [  ξ 1 1     ξ 1 2    ⋯    ξ 1 s     ξ 2 1     ξ 2 2    ⋯  ξ 2 s    ⋯    ξ q 1     ξ q 2    ⋯    ξ q s  ]  ⊤         =     V c   ( A  ⊗ B   I s  )  ,     








which together with (8) and (10) shows that


      V c   ( A  ⊗ B   I s  )     =     W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   V c   ( A )   ⋉ B   V c   (  I s  )          =     W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   W  [  s 2  , p q ]    ⋉ B   V c   (  I s  )   ⋉ B   V c   ( A )          =     [  W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   W  [  s 2  , p q ]    ⋉ B   (  V c   (  I s  )   ⊗ B   I  p q   )  ]  ∘  V c   ( A )          =     T  p , q  s  ∘  V c   ( A )  .     











□





Remark 2.

Precisely, for (14), we have


           T  p , q  s  =  W  [ s , q ]    ⋉ B   W  [ p q , s ]    ⋉ B   W  [  s 2  , p q ]    ⋉ B   (  V c   (  I s  )   ⊗ B   I  p q   )          =    [     δ  p q  1   0  ⋯  0  ︸  s   ⋯      δ  p q  p   0  ⋯  0  ︸  s      0   δ  p q  1   0  ⋯  0  ︸  s   ⋯     0   δ  p q  p   0  ⋯  0  ︸  s   ⋯     0  ⋯  0   δ  p q  1   ︸  s   ⋯               0  ⋯  0   δ  p q  p   ︸  s       δ  p q   p + 1    0  ⋯  0  ︸  s   ⋯      δ  p q   2 p    0  ⋯  0  ︸  s      0   δ  p q   p + 1    0  ⋯  0  ︸  s   ⋯     0   δ  p q   2 p    0  ⋯  0  ︸  s   ⋯               0  ⋯  0   δ  p q   p + 1    ︸  s   ⋯     0  ⋯  0   δ  p q   2 p    ︸  s   ⋯      δ  p q   ( q − 1 ) p + 1    0  ⋯  0  ︸  s   ⋯      δ  p q   q p    0  ⋯  0  ︸  s                0   δ  p q   ( q − 1 ) p + 1    0  ⋯  0  ︸  s   ⋯     0   δ  p q   q p    0  ⋯  0  ︸  s   ⋯     0  ⋯  0   δ  p q   ( q − 1 ) p + 1    ︸  s   ⋯                0  ⋯  0   δ  p q   q p    ︸  s   ] ⊤  ∈  D  ∞    s 2  p q × p q   .      













Proposition 7.

Let   A ∈  D  ∞   m × n    ,   B ∈  D  ∞   p × q    . Then


    V c   ( A  ⋉ B  B )  = K ∘  V c   ( B )  ,   



(15)




where   K =  (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  T  p , q   α p   ∈  D  ∞      α 2  m q   n p   × p q     and   α =  lcm ( n , p )  .





Proof of Proposition 7.

By Definition 4, Propositions 5 and 6, one can obtain that


      V c   ( A  ⋉ B  B )     =     V c   (  ( A  ⊗ B   I  α n   )  ∘  ( B  ⊗ B   I  α p   )  )          =     [  I   α q  p    ⊗ B   ( A  ⊗ B   I  α n   )  ]  ∘  V c   ( B  ⊗ B   I  α p   )          =     (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  (  T  p , q   α p   ∘  V c   ( B )  )          =     [  (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  T  p , q   α p   ]  ∘  V c   ( B )  .     











□





Remark 3.

The matrix K in (15) can be represented as the following block matrix:


   K =      K ′    0   ⋯   0     0    K ′    ⋯   0     ⋮   ⋮      ⋮     0   0   ⋯    K ′      ,   








where    K ′  =    δ q 1   ⊤   ⋉ B    (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  T  p , q   α p     ⋉ B   δ q 1  ∈  D  ∞      α 2  m   n p   × p    .





Next, we present an example to illustrate Proposition 7.



Example 1.

Given   A =      0.1      0.5      0.7      0.2       1      0.3      0.2      0.6       0      0.2      0.4      0.3      ∈  D  ∞   3 × 4    , and assume that   X =  (  x  i , j   )  ∈  D  ∞   2 × 3     is an unknown matrix.





By Proposition 7, we have


   V c   ( A  ⋉ B  X )  =  [  (  I 6   ⊗ B  A )  ∘  T  2 , 3  2  ]  ∘  V c   ( X )  ,  








where


   I 6   ⊗ B  A =     A   ⋯   0     ⋮      ⋮     0   ⋯   A     ∈  D  ∞   18 × 24    








and    T  2 , 3  2  =   [  δ 6 1    0    δ 6 2    0   0    δ 6 1    0    δ 6 2     δ 6 3    0    δ 6 4    0   0    δ 6 3    0    δ 6 4     δ 6 5    0    δ 6 6    0   0    δ 6 5    0    δ 6 6  ]  ⊤   . Thus,


   V c   ( A  ⋉ B  X )  = K ∘        x  1 , 1         x  2 , 1         x  1 , 2         x  2 , 2         x  1 , 3        x  2 , 3       ⊤  ,  








where   K =      K ′    0   0     0    K ′    0     0   0    K ′       , and    K ′  =       0.1      0.6      0.6      1      0.3      0.1       0.6      1      0.1      0.6      0.1      0.3      ⊤   .



Based on Proposition 7 and Remark 3, we have the following equivalent form of FRI (11).



Theorem 1.

FRI (11) is equivalent to the following SFRIs composed of FRIs with the max–min composition:


        g 1  ≤  K ′  ∘  x 1  ≤  h 1  ,        g 2  ≤  K ′  ∘  x 2  ≤  h 2  ,                  ⋮        g q  ≤  K ′  ∘  x q  ≤  h q  ,       



(16)




where


     g   =     V c   ( G )  =   [   (  g 1  )  ⊤     (  g 2  )  ⊤   ⋯    (  g q  )  ⊤  ]  ⊤  ∈  D  ∞      α 2  m q   n p   × 1   ,   g j  ∈  D  ∞      α 2  m   n p   × 1   ,  j = 1 , 2 , ⋯ , q ;      h   =     V c   ( H )  =   [   (  h 1  )  ⊤     (  h 2  )  ⊤   ⋯    (  h q  )  ⊤  ]  ⊤  ∈  D  ∞      α 2  m q   n p   × 1   ,   h j  ∈  D  ∞      α 2  m   n p   × 1   ,  j = 1 , 2 , ⋯ , q ;      x   =     V c   ( X )  =   [   (  x 1  )  ⊤     (  x 2  )  ⊤   ⋯    (  x q  )  ⊤  ]  ⊤  ∈  D  ∞   p q × 1   ,   x j  ∈  D  ∞   p × 1   ,  j = 1 , 2 , ⋯ , q ;      








and


     K   =     (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  T  p , q   α p   =      K ′    0   ⋯   0     0    K ′    ⋯   0     ⋮   ⋮      ⋮     0   0   ⋯    K ′      ∈  D  ∞      α 2  m q   n p   × p q   ,       K ′    =       δ q 1   ⊤   ⋉ B    (  I   α q  p    ⊗ B  A  ⊗ B   I  α n   )  ∘  T  p , q   α p     ⋉ B   δ q 1  ∈  D  ∞      α 2  m   n p   × p   .      













Proof of Proposition 1.

The proof of this theorem is based on a straightforward calculation, and thus we omit it here. □





Example 2.

Recall Example 1 and given


   G =      0.1      0.2      0.4      0.3      0.2      0.3       0.2      0.1      0.3      0.1      0      0.2       0      0.1      0.2      0.2      0      0.2      ,  H =      0.3      0.5      1      0.5      0.4      0.5       0.4      0.4      0.6      0.3      0.4      0.5       0.3      0.2      0.5      0.3      0.3     1     .   











Then, according to Theorem 1, FRI


      G ≤ A  ⋉ B  X ≤ H      



(17)




is equivalent to the following SFRIs composed of FRIs with the max–min composition:


        g 1  ≤  K ′  ∘  x 1  ≤  h 1  ,        g 2  ≤  K ′  ∘  x 2  ≤  h 2  ,        g 3  ≤  K ′  ∘  x 3  ≤  h 3  ,       



(18)




where    x i  ∈  D  ∞   2 × 1    ,   g i  ,    h i  ∈  D  ∞   6 × 1    ,   i = 1 , 2 , 3   satisfy    V c   ( X )  =   [   (  x 1  )  ⊤     (  x 2  )  ⊤     (  x 3  )  ⊤  ]  ⊤   ,    V c   ( G )  =   [   (  g 1  )  ⊤     (  g 2  )  ⊤     (  g 3  )  ⊤  ]  ⊤    and    V c   ( H )  =   [   (  h 1  )  ⊤     (  h 2  )  ⊤     (  h 3  )  ⊤  ]  ⊤   , respectively, and   K ′   is given in Example 1.





Similar to Theorem 1, we can also present the equivalent form of SFRIs (12).



Theorem 2.

SFRIs (12) is equivalent to the following SFRIs composed of FRIs with the max–min composition:


        g  1 , 1   ≤    K 1   ′  ∘  x 1  ≤  h  1 , 1   ,        g  1 , 2   ≤    K 1   ′  ∘  x 2  ≤  h  1 , 2   ,                    ⋮        g  1 , q   ≤    K 1   ′  ∘  x q  ≤  h  1 , q   ,                    ⋮        g  N , 1   ≤    K N   ′  ∘  x 1  ≤  h  N , 1   ,        g  N , 2   ≤    K N   ′  ∘  x 2  ≤  h  N , 2   ,                      ⋮        g  N , q   ≤    K N   ′  ∘  x q  ≤  h  N , q   ,       



(19)




where


      g i    =     V c   (  G i  )  =   [   (  g  i , 1   )  ⊤     (  g  i , 2   )  ⊤  ⋯   (  g  i , q   )  ⊤  ]  ⊤  ∈  D  ∞      α i 2   m i  q    n i  p   × 1   ,   g  i , j   ∈  D  ∞      α i 2   m i     n i  p   × 1   ;       h i    =     V c   (  H i  )  =   [   (  h  i , 1   )  ⊤     (  h  i , 2   )  ⊤  ⋯   (  h  i , q   )  ⊤  ]  ⊤  ∈  D  ∞      α i 2   m i  q    n i  p   × 1   ,   h  i , j   ∈  D  ∞      α i 2   m i     n i  p   × 1   ;      x   =     V c   ( X )  =   [   (  x 1  )  ⊤     (  x 2  )  ⊤  ⋯   (  x q  )  ⊤  ]  ⊤  ∈  D  ∞   p q × 1   ,   x j  ∈  D  ∞   p × 1   ;      










      K i    =     (  I    α i  q  p    ⊗ B   A i   ⊗ B   I   α i   n i    )  ∘  T  p , q    α i  p   =        K i   ′    0   ⋯   0     0      K i   ′    ⋯   0     ⋮   ⋮      ⋮     0   0   ⋯      K i   ′      ∈  D  ∞      α i 2   m i  q    n i  p   × p q   ,         K i   ′    =       δ q 1   ⊤   ⋉ B    (  I    α i  q  p    ⊗ B   A i   ⊗ B   I   α i   n i    )  ∘  T  p , q    α i  p     ⋉ B   δ q 1  ∈  D  ∞      α i 2   m i     n i  p   × p   ,      








and   i = 1 , 2 , ⋯ , N  ,   j = 1 , 2 , ⋯ , q  .





Example 3.

Recall Examples 1 and 2. Given


    A 1  =  [ 0.3  1  0.2  0.7 ]  ,   G 1  =  [ 0.2  0.6  0  0.7  0.2  0.1 ]  ,   H 1  =  [ 0.4  0.5  0.2  1  0.3  0.4 ]  .   











Then, according to Theorem 2, SFRI


       G ≤ A  ⋉ B  X ≤ H ,        G 1  ≤  A 1   ⋉ B  X ≤  H 1  ,       








is equivalent to the following SFRIs composed of FRIs with the max–min composition:


        g 1  ≤   K  ′  ∘  x 1  ≤  h 1  ,        g 2  ≤   K  ′  ∘  x 2  ≤  h 2  ,        g 3  ≤   K  ′  ∘  x 3  ≤  h 3  ,        g  1 , 1   ≤    K 1   ′  ∘  x 1  ≤  h  1 , 1   ,        g  1 , 2   ≤    K 1   ′  ∘  x 2  ≤  h  1 , 2   ,        g  1 , 3   ≤    K 1   ′  ∘  x 3  ≤  h  1 , 3   ,       








where      K 1   ′  =      0.3      0.2       1      0.7       ,   g  1 , i   ,    h  1 , i   ∈  D  ∞   2 × 1    ,   i = 1 , 2 , 3   satisfy    V c   (  G 1  )   = [    (  g  1 , 1   )  ⊤     (  g  1 , 2   )  ⊤       (  g  1 , 3   )  ⊤    ]  ⊤    and    V c   (  H 1  )  =   [   (  h  1 , 1   )  ⊤     (  h  1 , 2   )  ⊤     (  h  1 , 3   )  ⊤  ]  ⊤   , respectively,   K ′   is given in Example 1, and   x i  ,   g i  ,   h i  ,   i = 1 , 2 , 3   are given in Example 2.





Remark 4.

From Theorems 1 and 2, one can see that both FRI (11) and SFRIs (12) are equivalent to SFRIs composed of FRIs with the max–min composition. Thus, the column stacking technique unifies the resolution of (11) and (12), and converts Problems 1 and 2 into the resolution of FRIs with the max–min composition. Therefore, one just needs to study the resolution of the following FRI with the max–min composition:


   u ≤ W ∘ x ≤ v ,   



(20)




where   u = [  u 1    u 2   ⋯   u m    ]  ⊤   ,   v = [  v 1    v 2   ⋯   v m    ]  ⊤  ∈  D  ∞   m × 1    ,   W =  (  w  i , j   )  ∈  D  ∞   m × n     and   x = [  x 1    x 2   ⋯   x n    ]  ⊤     ∈  D  ∞   n × 1    .






4. Resolution of FRI (20)


In this section, we investigate the resolution of FRI (11) and SFRIs (12) via solving FRI (20). To this end, we recall some results on the resolution of FRI (20). For details, please refer to [42,44,45].



Definition 5.

Denote the solution set of FRI (20) by   X  ( W , u , v )  ⊆  D  ∞   n × 1    .




	 (i) 

	
If    x ¯  ≥ x   holds for any   x ∈ X ( W , u , v )  , then    x ¯  ∈ X  ( W , u , v )    is called the maximum solution;




	 (ii) 

	
If for any   x ∈ X ( W , u , v )  ,   x ≤  x ̲    implies   x =  x ̲   , then    x ̲  ∈ X  ( W , u , v )    is called a minimal solution.











Denote the solution set of FRI (20) by  Ω . It was pointed out in [45] that the solution set of FRIs with max–min composition can be characterized by the unique maximum solution and finite minimal solutions. More specifically, it holds that


  Ω =  ⋃  i = 1  s         x ̲  1 i  ≤  x 1  ≤   x ¯  1          x ̲  2 i  ≤  x 2  ≤   x ¯  2       ⋮        x ̲  n i  ≤  x n  ≤   x ¯  n       ,  



(21)




where     x ̲  i  =   [   x ̲  1 i     x ̲  2 i   ⋯    x ̲  n i  ]  ⊤   ,   i = 1 , 2 , ⋯ , s   are all the minimal solutions to (20), and    x ¯  =   [   x ¯  1     x ¯  2   ⋯    x ¯  n  ]  ⊤    is the unique maximum solution to (20). In addition, it shows that all the minimal solutions and the unique maximum solution are within the set of parameter set solutions. Keeping these points in mind, we calculate the set of parameter set solutions to FRI (20) based on semi-tensor product of matrices.



Denote the parameter set of FRI (20) by   Φ = {  φ 1  ,  φ 2  , ⋯ ,  φ l  }  , and identify    φ i  ∼   i − 1   l − 1   ∼  δ l  l − i + 1    ,    φ i  ∈ Φ  ,   i = 1 , 2 , ⋯ , l  . Then, we have   Φ ∼  D l  ∼  Δ l   . We say    δ l  l −  i 1  + 1   ≤  δ l  l −  i 2  + 1    , if    φ  i 1   ≥  φ  i 2    .



Then, for the i-th inequality of (20), i.e.,


   u i  ≤  (  w  i , 1   ∧  x 1  )  ∨  (  w  i , 2   ∧  x 2  )  ∨ ⋯ ∨  (  w  i , n   ∧  x n  )  ≤  v i  ,  



(22)




by Lemma 1, we can convert the middle part of (22) into the following form:


          (  w  i , 1   ∧  x 1  )  ∨  (  w  i , 2   ∧  x 2  )  ∨ ⋯ ∨  (  w  i , n   ∧  x n  )          =      (  M d l  )   n − 1    ⋉  t = 1  n   [  I  l  t − 1    ⊗  (  M c l  ⋉  w  i , t   )  ]   ⋉  j = 1  n   x j          =     N i  ⋉ x ,     








where    N i  =   (  M d l  )   n − 1    ⋉  t = 1  n   [  I  l  t − 1    ⊗  (  M c l  ⋉  w  i , t   )  ]   ,   x =  ⋉  j = 1  n   x j   , and   M d l  ,   M c l   are given in Lemma 2. Then, (22) becomes


   u i  ≥  N i  ⋉ x ≥  v i  ,  



(23)




where   N i   is a logical matrix,   x ∈  Δ  l n     and    u i  ,  v i  ∈  Δ l   .



Noting that    N i  ⋉  δ   l n   k  = C o  l k   (  N i  )   , then we can obtain the following result.



Lemma 3.

  x =   [  x 1    x 2   ⋯   x n  ]  ⊤  ∈  D  ∞   n × 1     with   x =  ⋉  j = 1  n   x j  =  δ   l n   k    is a parameter set solution to FRI (22), if and only if


    u i  ≥ C o  l k   (  N i  )  ≥  v i  .   













The following proposition is crucial for the resolution of FRI (22), which can be obtained by Lemma 3.



Lemma 4.

Assume that    K i  =  { k :  u i  ≥ C o  l k   (  N i  )  ≥  v i  }   ,   i = 1 , 2 , ⋯ , m  . Then, the set of parameter set solutions to FRI (22), denoted by   Λ i  , is


    Λ i  =  { x =   [  x 1    x 2   ⋯   x n  ]  ⊤  ∈  D  ∞   n × 1    w i t h   ⋉  j = 1  n   x j  =  δ   l n   k  : k ∈  K i  }  .   











Thus, the set of parameter set solutions to (20) is


   Λ =  ∩  i = 1  m   Λ i  .   











Moreover, if   Λ = ∅  , then FRI (20) has no solution.





To sum up, we have the following procedure (Table 1) on the resolution of FRI (11) and SFRIs (12). Figure 1 presents the flowchart of the procedure given in Table 1.



Remark 5.

Since   A  ⋉ B  X ≥ G   and   A  ⋉ B  X ≤ H   can be converted into   G ≤ A  ⋉ B  X ≤ 1   and   0 ≤ A  ⋉ B  X ≤ H  , respectively, Table 1 can also be applied to the resolution of these two kinds of FRIs. When   G = H  , FRI (11) becomes an FRE. Thus, Table 1 can be used to solve FRE   A  ⋉ B  X = G  .





Remark 6.

One can convert    G ˜  ≤ X  ⋉ B   A ˜  ≤  H ˜    into      G ˜   ⊤  ≤    A ˜   ⊤   ⋉ B   X ⊤  ≤    H ˜   ⊤    by (9), which has the same form with FRI (11). Therefore, Table 1 is also applicable to finding all the solutions to this kind of FRI.






5. Illustrative Examples


In this section, we give two examples to illustrate the main results.



Example 4.

Recall Example 2 and consider the resolution of FRI (17).





In Example 2, we have obtained the equivalent form of FRI (17), i.e., SFRIs (18). In the following, we solve every FRI in (18).



To obtain the solution set of the first FRI in (18), we first find the following parameter set:


   Φ 1  =  { 0 , 0.1 , 0.2 , 0.3 , 0.4 , 0.5 , 0.6 , 1 }  ,  








and identify each element of   Φ 1   by vector form as


  0 ∼  δ 8 8  , 0.1 ∼  δ 8 7  , 0.2 ∼  δ 8 6  , 0.3 ∼  δ 8 5  , 0.4 ∼  δ 8 4  , 0.5 ∼  δ 8 3  , 0.6 ∼  δ 8 2  , 1 ∼  δ 8 1  .  











Next, we calculate all the parameter set solutions to the first FRI in (18).



For the following first inequality of the first FRI in (18):


  0.1 ≤  ( 0.1 ∧  x  1 , 1   )  ∨  ( 0.6 ∧  x  2 , 1   )  ≤ 0.3 ,  








by Lemmas 1 and 2, we obtain its algebraic form as follows:


   δ 8 7  ≥  M  1 , 1   ⋉  x 1  ≥  δ 8 5  ,  








where


   M  1 , 1   =  M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  1 , t  ′  )  ]  =  δ 8   [ 2  2  3  4  5  6  7  7 ⋯ 2  2  3  4  5  6  7  8 ]   








and    x 1  =  x  1 , 1   ⋉  x  2 , 1    . Then, according to Lemma 4, the set of parameter set solutions to the first inequality of the first FRI in (18) is


     Λ  1 , 1     =    {  δ  64  5  , ⋯ ,  δ  64  8  ,   δ  64  13  , ⋯ ,  δ  64  16  ,   δ  64  21  , ⋯ ,  δ  64  24  ,   δ  64  29  , ⋯ ,  δ  64  32  ,            δ  64  37  , ⋯ ,  δ  64  40  ,   δ  64  45  , ⋯ ,  δ  64  48  ,   δ  64  53  , ⋯ ,  δ  64  56  ,   δ  64  61  , ⋯ ,  δ  64  63   } .      











Similarly, we can respectively convert other inequalities of the first FRI in (18) into the following algebraic forms:


   δ 8 6  ≥  M  1 , 2   ⋉  x 1  ≥  δ 8 4  ,   δ 8 8  ≥  M  1 , 3   ⋉  x 1  ≥  δ 8 5  ,  










   δ 8 6  ≥  M  1 , 4   ⋉  x 1  ≥  δ 8 3  ,   δ 8 7  ≥  M  1 , 5   ⋉  x 1  ≥  δ 8 4  ,  










   δ 8 7  ≥  M  1 , 6   ⋉  x 1  ≥  δ 8 6  ,  








where


     M  1 , 2     =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  2 , t  ′  )  ]  =  δ 8   [ 1  2  2  2  2  2  2  2 ⋯ 1  2  3  4  5  6  7  8 ]  ,       M  1 , 3     =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  3 , t  ′  )  ]  =  δ 8   [ 2  2  2  2  2  2  2  2 ⋯ 7  7  7  7  7  7  7  8 ]  ,       M  1 , 4     =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  4 , t  ′  )  ]  =  δ 8   [ 1  1  1  1  1  1  1  1 ⋯ 2  2  3  4  5  6  7  8 ]  ,       M  1 , 5     =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  5 , t  ′  )  ]  =  δ 8   [ 5  5  5  5  5  5  5  5 ⋯ 7  7  7  7  7  7  7  8 ]  ,       M  1 , 6     =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  6 , t  ′  )  ]  =  δ 8   [ 5  5  5  5  5  6  7  7 ⋯ 5  5  5  5  5  6  7  8 ]  .     











Then, the corresponding set of parameter set solutions to each inequality is


     Λ  1 , 2     =    {  δ  64  28  , ⋯ ,  δ  64  32  ,   δ  64  36  , ⋯ ,  δ  64  40  ,   δ  64  44  , ⋯ ,  δ  64  48  ,   δ  64  52  , ⋯ ,  δ  64  54  ,   δ  64  60  , ⋯ ,  δ  64  62  } ,       Λ  1 , 3     =    {  δ  64  33  ,   δ  64  34  ⋯ ,  δ  64  64  } ,       Λ  1 , 4     =    {  δ  64  19  , ⋯ ,  δ  64  24  ,   δ  64  27  , ⋯ ,  δ  64  32  ,   δ  64  35  , ⋯ ,  δ  64  40  ,   δ  64  43  , ⋯ ,  δ  64  48  ,   δ  64  51  , ⋯ ,  δ  64  54  ,            δ  64  58  , ⋯ ,  δ  64  62   } ,        Λ  1 , 5     =    {  δ  64  1  ,   δ  64  2  ⋯ ,  δ  64  63  } ,       Λ  1 , 6     =    {  δ  64  6  , ⋯ ,  δ  64  8  ,   δ  64  14  , ⋯ ,  δ  64  16  ,   δ  64  22  , ⋯ ,  δ  64  24  ,   δ  64  30  , ⋯ ,  δ  64  32  ,   δ  64  38  , ⋯ ,  δ  64  40  ,            δ  64  46  , ⋯ ,  δ  64  48  ,   δ  64  54  , ⋯ ,  δ  64  56  ,   δ  64  62  , ⋯ ,  δ  64  63   } .      











Thus, by resorting to Lemma 4, the set of parameter set solutions to the first FRI in (18) is


     Λ 1    =     Λ  1 , 1   ∩  Λ  1 , 2   ∩  Λ  1 , 3   ∩  Λ  1 , 4   ∩  Λ  1 , 5   ∩  Λ  1 , 6           =    {  δ  64  38  , ⋯ ,  δ  64  40  ,   δ  64  46  , ⋯ ,  δ  64  48  ,   δ  64  54  ,   δ  64  62  } .     











Comparing all the parameter set solutions to the first FRI in (18), we obtain the maximum solution to it as


   δ  64  38  =  δ 8 5  ⋉  δ 8 6  ∼   [ 0.3   0.2 ]  ⊤  ,  








and the minimal solutions as


     δ  64  48    =     δ 8 6  ⋉  δ 8 8  ∼   [ 0.2   0 ]  ⊤  ,       δ  64  62    =     δ 8 8  ⋉  δ 8 6  ∼   [ 0   0.2 ]  ⊤  .     











Therefore, by (21), the solution set of the first FRI in (18) is


   Ω 1  =      0.2 ≤  x  1 , 1   ≤ 0.3       0 ≤  x  2 , 1   ≤ 0.2      ⋃      0 ≤  x  1 , 1   ≤ 0.3       0.2      .  











Similar to the resolution of the first FRI in (18), all the parameter set solutions to the second and third FRIs in (18) can be successively obtained as


     Λ 2    =    {  δ  64  19  ,   δ  64  20  ,   δ  64  27  ,   δ  64  28  ,   δ  64  35  ,   δ  64  36    δ  64  43  ,   δ  64  44  } ,       Λ 3    =    {  δ  64  36  ,   δ  64  37  ,   δ  64  38  ,   δ  64  44  ,   δ  64  45  } .     











Then, we can obtain their solution sets as


     Ω 2    =         0.2 ≤  x  1 , 2   ≤ 0.5       0.4 ≤  x  2 , 2   ≤ 0.5      ,       Ω 3    =         0.3       0.2 ≤  x  2 , 3   ≤ 0.4      ⋃      0.2 ≤  x  1 , 3   ≤ 0.3       0.3 ≤  x  2 , 3   ≤ 0.4      .     











To sum up, the solution set of (17) is


    Ω   =        0.2 ≤  x  1 , 1   ≤ 0.3       0.2 ≤  x  1 , 2   ≤ 0.5       0.3       0 ≤  x  2 , 1   ≤ 0.2       0.4 ≤  x  2 , 2   ≤ 0.5       0.2 ≤  x  2 , 3   ≤ 0.4               ⋃      0.2 ≤  x  1 , 1   ≤ 0.3       0.2 ≤  x  1 , 2   ≤ 0.5       0.2 ≤  x  1 , 3   ≤ 0.3       0 ≤  x  2 , 1   ≤ 0.2       0.4 ≤  x  2 , 2   ≤ 0.5       0.3 ≤  x  2 , 3   ≤ 0.4                ⋃      0 ≤  x  1 , 1   ≤ 0.3       0.2 ≤  x  1 , 2   ≤ 0.5       0.3       0.2       0.4 ≤  x  2 , 2   ≤ 0.5       0.2 ≤  x  2 , 3   ≤ 0.4                ⋃      0 ≤  x  1 , 1   ≤ 0.3       0.2 ≤  x  1 , 2   ≤ 0.5       0.2 ≤  x  1 , 3   ≤ 0.3       0.2       0.4 ≤  x  2 , 2   ≤ 0.5       0.3 ≤  x  2 , 3   ≤ 0.4      .     











Consider the entry in the first row and second column of H. In fact, for any   0 < | ε | < 0.1  , we have


  0.4 < 0.5 + ε < 0.6 ,  








which implies that   Φ 1   is unchangeable. Thus, the solution set of the first FRI in (18) is unchangeable and the solution set of (17) is unchangeable.



Example 5.

Solve the following latticized linear programming:


   min   z =      0.2     1     ∘      x 1       x 2        



(24)






   s . t .        0      0.1       0.1     0      0.3      0.1      ≤      0.1      0.2      0.7      0.5       0.4      0.2      0.3      0.1       0.2      0.7      0.4      0.3       ⋉ B       x 1       x 2      ≤      0.3      0.4       0.7      0.2       1      0.4      .   



(25)









Step 1: Solve FRI constraint (25).



The equivalent form of (25) is


       0    0.1     0.3     0.1    0    0.1      ⊤  ≤  K ′  ∘       x 1     x 2      ⊤  ≤       0.3     0.7    1    0.4     0.2     0.4      ⊤  ,  



(26)




where    K ′  =       0.1      0.4      0.2      0.2      0.2      0.7       0.7      0.3      0.4      0.5      0.1      0.3      ⊤  : =  (  k  i , j  ′  )   ,   i = 1 , 2 , ⋯ , 6  ,   j = 1 , 2  .



The parameter set of (26) is


  Φ = { 0 , 0.1 , 0.2 , 0.3 , 0.4 , 0.5 , 0.7 , 1 } ,  








and each element in  Φ  can be identified by vector form as


  0 ∼  δ 8 8  , 0.1 ∼  δ 8 7  , 0.2 ∼  δ 8 6  , 0.3 ∼  δ 8 5  , 0.4 ∼  δ 8 4  , 0.5 ∼  δ 8 3  , 0.7 ∼  δ 8 2  , 1 ∼  δ 8 1  .  











Then, the inequalities of (26) can be respectively converted into the following algebraic forms:


   δ 8 8  ≥  M 1  ⋉ x ≥  δ 8 5  ,   δ 8 7  ≥  M 2  ⋉ x ≥  δ 8 2  ,  










   δ 8 5  ≥  M 3  ⋉ x ≥  δ 8 1  ,   δ 8 7  ≥  M 4  ⋉ x ≥  δ 8 4  ,  










   δ 8 8  ≥  M 5  ⋉ x ≥  δ 8 6  ,   δ 8 7  ≥  M 6  ⋉ x ≥  δ 8 4  ,  








where


     M 1    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  1 , t  ′  )  ]  =  δ 8   [ 2  2  3  4  5  6  7  7 ⋯ 2  2  3  4  5  6  7  8 ]  ,       M 2    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  2 , t  ′  )  ]  =  δ 8   [ 4  4  4  4  4  4  4  4 ⋯ 5  5  5  5  5  6  7  8 ]  ,       M 3    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  3 , t  ′  )  ]  =  δ 8   [ 4  4  4  4  5  6  6  6 ⋯ 4  4  4  4  5  6  7  8 ]  ,       M 4    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  4 , t  ′  )  ]  =  δ 8   [ 3  3  3  4  5  6  6  6 ⋯ 3  3  3  4  5  6  7  8 ]  ,       M 5    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  5 , t  ′  )  ]  =  δ 8   [ 6  6  6  6  6  6  6  6 ⋯ 7  7  7  7  7  7  7  8 ]  ,       M 6    =     M d 8   ⋉  t = 1  2   [  I  8  t − 1    ⊗  (  M c 8  ⋉  k  6 , t  ′  )  ]  =  δ 8   [ 2  2  2  2  2  2  2  2 ⋯ 5  5  5  5  5  6  7  8 ]  ,     








and   x =  x 1  ⋉  x 2   . Thus, one can obtain the set of parameter solutions to (26), denoted by  Λ .



Comparing all the elements in  Λ , we obtain the maximum solution to (26) as


   δ  64  29  =  δ 8 4  ⋉  δ 8 5  ∼   [ 0.4   0.3 ]  ⊤  ,  








and the minimal solution as


   δ  64  61  =  δ 8 8  ⋉  δ 8 5  ∼   [ 0   0.3 ]  ⊤  .  











Therefore, according to (21), it is easy to obtain the solution set of FRI (26) as


  Ω =      0 ≤  x 1  ≤ 0.4       0.3      .  











Step 2: Calculate the optimal value of the objective function z.



The optimal value of z can be calculated as


   z min  =      0.2     1     ∘     0      0.3      = 0.3 .  











Step 3: Solve the following FRE:


       0.2     1     ∘      x 1       x 2      = 0.3 .  



(27)







To obtain all the optimal solutions to (24) and (25), we just need to solve FRE (27) in  Ω .



The parameter set of (27) is


   Φ ′  =  { 0 , 0.2 , 0.3 , 1 }  ,  








and each element in   Φ ′   is identified by


  0 ∼  δ 4 4  , 0.2 ∼  δ 4 3  , 0.3 ∼  δ 4 2  , 1 ∼  δ 4 1  .  











Next, we calculate the parameter set solutions to (27).



By Lemma 1, one can obtain the following algebraic form of (27):


   M ′  ⋉  x 1  ⋉  x 2  =  δ 4 2  ,  








where


     M ′    =     M d 4  ⋉  M c 4  ⋉  δ 4 3  ⋉  [  I 4  ⊗  (  M c k  ⋉  δ 4 1  )  ]  =  δ 4   [ 1  2  3  3  1  2  3  3  1  2  3  3  1  2  3  4 ]  .     











Then, by Lemma 4, we can obtain all the parameter set solutions to (27), denoted by   Λ ′  .



Comparing all the elements in   Λ ′  , we find the maximum solution to (27) as


   δ  16  2  =  δ 4 1  ⋉  δ 4 2  ∼   [ 1   0.3 ]  ⊤  ,  








and the minimal solution as


   δ  16  14  =  δ 4 4  ⋉  δ 4 2  ∼   [ 0   0.3 ]  ⊤  .  











Therefore, according to (21), the solution set of (27) is


   Ω ′  =      0 ≤  x 1  ≤ 1       0.3      .  











Step 4: Calculate the optimal solution set of latticized linear programming (24) and (25).



The optimal solution set of (24) and (25) is


    Υ   =    Ω ∩  Ω ′          =         0 ≤  x 1  ≤ 0.4       0.3      ⋂      0 ≤  x 1  ≤ 1       0.3              =         0 ≤  x 1  ≤ 0.4       0.3      .     












6. Conclusions


In this paper, we have investigated the resolution of a kind of FRIs with the Boolean semi-tensor product composition. By using the column stacking operator, we have obtained the equivalent column stacking form of FRIs with Boolean semi-tensor product composition, which has the form of SFRIs with max–min composition. Based on the semi-tensor product of matrices, we have obtained the solution set of FRIs with Boolean semi-tensor product composition by finding all possible parameter set solutions, and a general procedure has been developed. It should be pointed out that when fuzzy matrices in FRIs are with compatible dimension, the Boolean semi-tensor product composition coincides with max–min composition. As a result, Boolean semi-tensor product composition is a generalization of max–min composition. Although this paper has obtained all the solutions for FRIs with Boolean semi-tensor product composition, the computational complexity may limit the application of the method proposed in this paper.



Fuzzy relation-based fuzzy control is an important research topic [48]. In the future, we will investigate the fuzzy controller design based on the resolution of FRIs with Boolean semi-tensor product composition. In addition, the sensitivity analysis of FRIs with Boolean semi-tensor product composition is another interesting research topic.
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Figure 1. Flowchart of obtaining all the solutions to FRI (11) (resp. SFRIs (12)). 
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Table 1. Procedure on the resolution of FRI (11) and SFRIs (12).
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	To obtain all the solutions to FRI (11) (resp. SFRIs (12)), one can proceed



	by the following steps:



	(1) Calculate the equivalent form of FRI (11) (resp. SFRIs (12)) by Theorem 1



	     (resp. Theorem 2);



	(2) Construct the parameter set   Φ j   of the j-th FRI in SFRIs (16) (resp. (19)), and



	     give the vector form of every element in   Φ j  ;



	(3) Calculate   Λ j   by Lemma 4;



	(4) Obtain all the minimal solutions and the unique maximum solution to the



	     j-th FRI in (16) (resp. (19)) by comparing the finite number of elements in   Λ j  ;



	(5) Obtain the solution set   Ω j   of the j-th FRI in (16) (resp. (19)) by (21);



	(6) Obtain the solution set  Ω  of FRI (11) (resp. SFRIs (12)).
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