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Abstract: The aim of this paper is to formulate and analyze a cyclic iterative algorithm in real Hilbert
spaces which converges strongly to a common solution of fixed point problem and multiple-sets
split common fixed point problem involving demicontractive operators without prior knowledge
of operator norm. Significance and range of applicability of our algorithm has been shown by
solving the problem of multiple-sets split common null point, multiple-sets split feasibility, multiple-
sets split variational inequality, multiple-sets split equilibrium and multiple-sets split monotone
variational inclusion.

Keywords: demicontractive operators; iterative algorithm; multiple-sets split common fixed point
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1. Introduction

In 1994, Censor et al. [1] firstly suggested the split feasibility problem (SFP) for
modelling inverse problems. SFP requires one to identify a point in a non-empty closed
and convex set in a space such that its image belongs to another non-empty closed and
convex set in the image space under a bounded linear operator. Now, SFPs have been
used in several areas such as image restoration [2,3], computer tomography [4], intensity
modulated radiation therapy (IMRT) [4,5], signal processing [6] etc. Recently, various split
type problems have been introduced by many authors (see [4,7–13]). For important results
in this direction or in similar subjects, see [14–24].

Multiple-sets split feasibility problems (MSSFPs) were introduced by Censor et al. [4]
in 2005, inspired by inverse problem of intensity modulated radiation therapy (IMRT). As
a generalization of convex feasibility problem, split feasibility problem and multiple-sets
split feasibility problem, split common fixed point problems (SCFPPs) were introduced
by Censor and Segal [7], in 2009. The SCFPP requires one to identify a fixed point of
an operator in a space such that its image is a fixed point of another operator in image
space under a bounded linear operator. SCFPP has received much attention in recent
years because it has many applications in different fields like image reconstruction, signal
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processing, intensity modulated radiation therapy (IMRT), modelling inverse problems,
electron microscopy etc. (see [7,25]).

In this paper, we will find the common solution of the fixed point problem and
multiple-sets split common fixed point problem for demicontractive operators which is
stated as finding z∗ ∈ H1 such that

z∗ ∈
N⋂

i=1

Fix(Si) ∩ Fix(U) and Az∗ ∈
M⋂

j=1

Fix(Tj), (1)

where N, M ≥1 are integers, Si : H1 → H1 and Tj : H2 → H2 are two families of
demicontractive operators with constants 0 ≤ ηi < 1 and 0 ≤ µj < 1 respectively for
1 ≤ i ≤ N and 1 ≤ j ≤ M. Additionally, A : H1 → H2 is a bounded linear operator and
U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1.

To find out the solution of SCFPP, Censor et al. [7] introduced the following iteration
algorithm. For any x1 ∈ H1, {xn} is defined by

xn+1 = U(xn − ρA∗(I − T)Axn), (2)

where T and U are directed operators, ρ ∈ (0, 2/||A||2), then sequence {xn} converges
weakly to a solution of SCFPP. Subsequently, this result was extended by Moudafi [26] for
demicontractive operators and obtained a weak convergence result.

However, one can observe that the iterative algorithm suggested by Censor [7] and
Moudafi [26] needs to find the norm of bounded linear operator. In some cases however, it
is impossible or becomes very difficult to compute ‖A‖. So, alternate ways for adopting
variable step-size have been considered to overcome this difficulty. In 2012, Lopez et al. [27]
firstly introduced the self adaptive method for solving SFP to select the step size which do
not require prior knowledge of operator norm.

In 2015, Shehu and Cholamjiak [28] extended the result of Censor and Segal [7] for
demi-contractive operators and obtain the strong convergence result but the step size still
depends on operator norm. To overcome this problem, Jirakitpuwapat et al. [25], in 2019,
introduced the new iterative method to solve SCFPP without prior knowledge of operator
norm and obtained a strong convergence result.

In this paper, inspired and motivated by above work, we present a new cyclic iterative
scheme without prior knowledge of operator norm and prove its strong convergence for
approximating a common solution of fixed point problem and multiple-sets split common
fixed point problem for demicontractive operators in real Hilbert spaces. Moreover, we
extend and improve many results related to various split type problems.

2. Preliminaries

In this paper, H is assumed to be a Hilbert space with inner product 〈·, ·〉 and the norm
‖ · ‖. Fix(S) represents the set of all fixed points of mapping S. We will use the notations
xn → x and xn ⇀ x to represent strong and weak convergence of {xn} to x respectively.
Additionally, we use ωw(xn) = {x : there exists xnk ⇀ x} to represent weak ω-limit set
of {xn}.

Definition 1. Let S : H → H be an operator. Then S is called

1. Nonexpansive if
‖Sv− Sw‖ ≤ ‖v− w‖ for all v, w ∈ H.

2. Contraction if there exists a constant γ ∈ [0, 1) such that
‖Sv− Sw‖ ≤ γ‖v− w‖ for all v, w ∈ H.

3. α- inverse strongly monotone (ism) if there exists α > 0 such that
〈Sv− Sw, v− w〉 ≥ α‖Sv− Sw‖2 for all v, w ∈ H.

4. τ-demicontractive if Fix(S) 6= φ and there exists τ ∈ [0, 1) such that
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‖Sv− w‖2 ≤ ‖v− w‖2 + τ‖v− Sv‖2 for all v ∈ H and w ∈ Fix(S),

which is equivalent to
〈v− Sv, v− w〉 ≥ 1−τ

2 ‖v− Sv‖2

or 〈v− Sv, w− Sv〉 ≤ 1+τ
2 ‖v− Sv‖2.

Definition 2. Let {xn} be a sequence in H and S : H → H be an operator, then I − S is said to
be demiclosed at zero if xn ⇀ z∗ and (I − S)xn → 0 implies Sz∗ = z∗ i.e., z∗ ∈ Fix(S).

Lemma 1 ([29]). Let S : Q → H be a nonexpansive mapping defined on a closed and convex
subset Q of H, then I − S is demiclosed at any y ∈ H.

Lemma 2. Let v, w ∈ H then

‖v + w‖2 ≤ ‖v‖2 + 2〈w, v + w〉.

Definition 3 ([30]). Let Q be a nonempty closed and convex subset of H then the metric projection
PQ : H → Q is given as

‖v− PQv‖ = inf {‖v− w‖; w ∈ Q} for all v ∈ H. (3)

Note that every metric projection is nonexpansive.

Lemma 3 ([30]). Let Q be a nonempty closed convex subset of H then PQ, a metric projection from
H onto Q is characterized by PQv ∈ Q and〈

v− PQv, w− PQv
〉
≤ 0 for all w ∈ Q. (4)

Lemma 4 ([31]). Let {sn} ⊂ [0, ∞), {γn} ⊂ [0, 1] and {bn} be three sequences of real numbers
which satisfy the following inequality

sn+1 ≤ (1− γn)sn + γnbn for all n ≥ 0. (5)

Suppose ∑+∞
n=0 γn = +∞ and lim sup

n→+∞
bn ≤ 0, then lim

n→+∞
sn = 0.

Lemma 5 ([32]). Assume that {bn} is a sequence of real numbers and there is a subsequence {nj}
of {n} satisfying bnj < bnj+1 for all j ∈ N. Then there exists a nondecreasing sequence {mq} ⊂ N
such that mq → +∞ and satisfies

bmq ≤ bmq+1 and bq ≤ bmq+1, (6)

for all (suitably large) numbers q ∈ N where mq = max{k ≤ q : bk < bk+1}.

Lemma 6 ([33]). Let U : H → H be an η-demicontractive operator where η < 1. Consider
Uλ := (1− λ)I + λU for any λ ∈ (0, 1− η), then for any z ∈ H and z∗ ∈ Fix(U)

‖Uλ(z)− z∗‖2 ≤ ‖z− z∗‖2 − λ(1− η − λ)‖z−Uz‖2. (7)

Lemma 7 ([33]). Let A : H1 → H2 be a bounded linear operator and T : H2 → H2 be a
µ-demicontractive operator where µ < 1. If A−1(FixT) 6= φ, then

1. (I − T)Az = 0 iff A∗(I − T)Az = 0 for all z ∈ H1,

2. ‖z− ρA∗(I − T)Az− z∗‖2 ≤ ‖z− z∗‖2− (1−µ)2‖(I−T)Az‖4

4‖A∗(I−T)Az‖2 ,

where z ∈ H1, Az 6= T(Az) and ρ = (1−µ)‖(I−T)Az‖2

2‖A∗(I−T)Az‖2 .
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Lemma 8 ([34]). Let {xn} be a bounded sequence in a Hilbert space H and J = {1, 2, . . . , N}
where N is a positive integer. If lim

n→+∞
‖xn+1 − xn‖ = 0 and z∗ ∈ ωw(xn), then for any i ∈ J,

there exists a subsequence {xmk} of {xn} such that mk(modN) + 1 = i and xmk ⇀ z∗.

3. Main Result

In this section, we present our main result and prove the strong convergence of
our iterative algorithm for approximating a common solution of fixed point problem
and multiple-sets split common fixed point problem involving demicontractive operators
without prior knowledge of operator norm.

Theorem 1. Assume that H1 and H2 are two real Hilbert spaces and A : H1 → H2 is a bounded
linear operator. Consider Si : H1 → H1 and Tj : H2 → H2 are two families of demicontractive
operators with constants 0 ≤ ηi < 1 and 0 ≤ µj < 1 respectively such that I − Si and I − Tj are
demiclosed at zero for 1 ≤ i ≤ N, 1 ≤ j ≤ M with η = max ηi and µ = max µj. Assume that
U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1 such that I−U is demiclosed
at zero and Uλn := (1− λn)I + λnU for λn ∈ (ε, 1− κ − ε), where ε > 0 is arbitrary. For any
x1 ∈ H1, {xn} is defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − Tn)Axn),
xn+1 = (1− βn)yn + βnSnyn, for all n ≥ 1

(8)

where ρn =


(1−µn)‖(I−Tn)Axn‖2

2‖A∗(I−Tn)Axn‖2 , Axn 6= Tn(Axn)

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Define Sn = Sn(modN)+1 and
Tn = Tn(modM)+1 for all n ≥ 1. Suppose Γ is a set of all solutions to the problem (1) and
Γ 6= φ. Additionally, let {αn}, {βn} be sequences of positive real numbers satisfying the following
conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− η − δ), δ > 0.

Then sequence {xn} converges strongly to z∗ ∈ Γ where z∗ is a unique fixed point of
contraction PΓg.

Proof. Take an arbitrary element z∗ ∈ Γ and put an = xn − ρn A∗(I − Tn)Axn for all n ∈ N.
First we claim that {xn} is bounded.

If ρn = 0, then we have an = xn and using Lemma 6, we get

‖Uλn an − z∗‖2 = ‖Uλn xn − z∗‖2

≤ ‖xn − z∗‖2 − λn(1− κ − λn)‖xn −Uxn‖2 (9)

≤ ‖xn − z∗‖2.

If ρn 6= 0, then from Lemmas 6 and 7, we have

‖Uλn an − z∗‖2 ≤ ‖an − z∗‖2 − λn(1− κ − λn)‖an −Uan‖2

= ‖xn − ρn A∗(I − Tn)Axn − z∗‖2 − λn(1− κ − λn)‖an −Uan‖2

≤ ‖xn − z∗‖2 − (1− µn)2‖(I − Tn)Axn‖4

4‖A∗(I − Tn)Axn‖2 − λn(1− κ − λn)‖an −Uan‖2 (10)

≤ ‖xn − z∗‖2.
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Thus, we obtain

‖Uλn an − z∗‖ ≤ ‖xn − z∗‖. (11)

Now define (Sn)βn = (1− βn)I + βnSn for all n ∈ N. Again using Lemma 6, we have

‖xn+1 − z∗‖2 = ‖(Sn)βn(yn)− z∗‖2

≤ ‖yn − z∗‖2 − βn(1− ηn − βn)‖Sn(yn)− yn‖2

≤ ‖yn − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2 (12)

≤ ‖yn − z∗‖2.

Using Equation (11), we get

‖xn+1 − z∗‖ ≤ ‖yn − z∗‖
= ‖αng(xn) + (1− αn)Uλn an − z∗‖
= ‖αn(g(xn)− z∗) + (1− αn)(Uλn an − z∗)‖
≤ αn‖g(xn)− z∗‖+ (1− αn)‖xn − z∗‖
≤ αn‖g(xn)− g(z∗)‖+ αn‖g(z∗)− z∗‖+ (1− αn)‖xn − z∗‖
≤ αnγ‖xn − z∗‖+ αn‖g(z∗)− z∗‖+ (1− αn)‖xn − z∗‖
= (1− (1− γ)αn)‖xn − z∗‖+ αn‖g(z∗)− z∗‖

≤ max{‖xn − z∗‖, 1
1− γ

‖g(z∗)− z∗‖}

≤ max{‖x0 − z∗‖, 1
1− γ

‖g(z∗)− z∗‖}, (13)

which shows that {xn} is bounded. Further, we can prove that {g(xn)}, {yn}, and {an} are
also bounded.

Since the set of fixed points of demicontractive mapping is closed and convex, the
solution set Γ is nonempty, closed and convex subset of H1. Therefore, the nearest point
projection PΓ is well defined. Additionally, we have that PΓg : H1 → H1 is a contraction
mapping, hence there exists z∗ ∈ Γ such that z∗ = PΓg(z∗).

If ρn = 0, then from Lemma 2 and using Equations (9) and (12), we have

‖xn+1 − z∗‖2 ≤ ‖yn − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2

= ‖αng(xn) + (1− αn)Uλn xn − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2

≤ (1− αn)‖Uλn xn − z∗‖2 + 2αn〈g(xn)− z∗, yn − z∗〉
− βn(1− η − βn)‖Sn(yn)− yn‖2

≤ (1− αn)[‖xn − z∗‖2 − λn(1− κ − λn)‖xn −Uxn‖2]

+ 2αn〈g(xn)− z∗, yn − z∗〉 − βn(1− η − βn)‖Sn(yn)− yn‖2

≤ ‖xn − z∗‖2 − λn(1− κ − λn)‖xn −Uxn‖2 + 2αn〈g(xn)− z∗, yn − z∗〉
− βn(1− η − βn)‖Sn(yn)− yn‖2. (14)

If ρn 6= 0, then again using Lemma 2 and Equations (10) and (12), we obtain
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‖xn+1 − z∗‖2 ≤ ‖yn − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2

= ‖αng(xn) + (1− αn)Uλn an − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2

≤ (1− αn)‖Uλn an − z∗‖2 + 2αn〈g(xn)− z∗, yn − z∗〉
− βn(1− η − βn)‖Sn(yn)− yn‖2

≤ (1− αn)[‖xn − z∗‖2 − (1− µn)2‖(I − Tn)Axn‖4

4‖A∗(I − Tn)Axn‖2

− λn(1− κ − λn)‖an −Uan‖2]

+ 2αn〈g(xn)− z∗, yn − z∗〉 − βn(1− η − βn)‖Sn(yn)− yn‖2

≤ ‖xn − z∗‖2 − (1− µ)2‖(I − Tn)Axn‖4

4‖A∗(I − Tn)Axn‖2 − λn(1− κ − λn)‖an −Uan‖2

+ 2αn〈g(xn)− z∗, yn − z∗〉 − βn(1− η − βn)‖Sn(yn)− yn‖2. (15)

Let sn = ‖xn − z∗‖2. Now, we prove xn → z∗. For this, we study two cases:
Case 1. Suppose that there is a n0 ∈ N such that {sn} is decreasing for all n ≥ n0. Since
{sn} is monotonic and bounded and hence convergent.
If ρn = 0, then from Equation (14) we have

0 ≤ λn(1− κ − λn)‖xn −Uxn‖2 + βn(1− η − βn)‖Sn(yn)− yn‖2

≤ ‖xn − z∗‖2 − ‖xn+1 − z∗‖2 + 2αn〈g(xn)− z∗, yn − z∗〉.

Thus, we obtain

0 ≤ λn(1− κ − λn)‖xn −Uxn‖2 ≤ sn − sn+1 + αnK

and 0 ≤ βn(1− η − βn)‖Sn(yn)− yn‖2 ≤ sn − sn+1 + αnK,

where K = sup
n∈N
{2〈g(xn)− z∗, yn − z∗〉}.

Since {sn} is convergent and lim
n→+∞

αn = 0, hence we get

lim
n→+∞

λn(1− κ − λn)‖xn −Uxn‖2 = 0

and lim
n→+∞

βn(1− η − βn)‖Sn(yn)− yn‖2 = 0,

which implies

lim
n→+∞

‖xn −Uxn‖ = 0 (16)

and lim
n→+∞

‖Sn(yn)− yn‖ = 0. (17)

Additionally, from ρn = 0, we get
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lim
n→+∞

‖(I − Tn)Axn‖ = 0. (18)

Now,

‖yn − xn‖ = ‖αng(xn) + (1− αn)Uλn xn − xn‖
≤ αn‖g(xn)− xn‖+ (1− αn)‖Uλn xn − xn‖
= αn‖g(xn)− xn‖+ (1− αn)λn‖xn −Uxn‖.

Using Equation (16) and lim
n→+∞

αn = 0, we get

lim
n→+∞

‖yn − xn‖ = 0. (19)

Consider

‖xn+1 − xn‖ = ‖(1− βn)yn + βnSn(yn)− xn‖
≤ ‖yn − xn‖+ βn‖Sn(yn)− yn‖.

From Equation (17) and (19), we get lim
n→+∞

‖xn+1 − xn‖ = 0 and hence {xn} is asymp-

totically regular.
As {xn} is bounded, take a subsequence {xnk} of {xn} such that xnk ⇀ p ∈ H1 and

hence p ∈ ωw(xn). Additionally, lim
n→+∞

‖xn −Uxn‖ = 0 so by demiclosedness of (I −U)

at zero, we get p ∈ Fix(U). We fix an index i ∈ {1, 2, . . . , N}. Since the pool of indexes is
finite and hence using lim

n→+∞
‖xn+1 − xn‖ = 0 and Lemma 8, we can find a subsequence

{xmk} of {xn} such that mk(modN) + 1 = i and xmk ⇀ p. From Equation (19) we obtain
ymk ⇀ p. Since

lim
k→+∞

‖Si(ymk )− ymk‖ = lim
k→+∞

‖Smk (ymk )− ymk‖ = 0

and I − Si is demiclosed at zero for each i ∈ {1, 2, . . . , N}, it follows that p ∈ ⋂N
i=1 Fix(Si).

Again using Lemma 8, we can find a subsequence {xmt} of {xn} such that mt(modM) + 1 = j
for each j ∈ {1, 2, . . . , M} and xmt ⇀ p. Additionally, A is a bounded linear operator and
hence continuous, so xmt ⇀ p implies Axmt ⇀ Ap. Since,

lim
t→+∞

‖(I − Tj)Axmt‖ = lim
t→+∞

‖(I − Tmt)Axmt‖ = 0

and I − Tj is demiclosed at zero, it follows that Ap ∈ Fix(Tj) for each j ∈ {1, 2, . . . , M}.
Hence, we obtain p ∈ ⋂N

i=1 Fix(Si) ∩ Fix(U) and Ap ∈ ⋂M
j=1 Fix(Tj) which implies p ∈ Γ.

If ρn 6= 0, then from Equation (15) and using sn = ‖xn − z∗‖2, we have

0 ≤ (1− µ)2‖(I − Tn)Axn‖4

4‖A∗(I − Tn)Axn‖2 + λn(1− κ − λn)‖an −Uan‖2

+ βn(1− η − βn)‖Sn(yn)− yn‖2

≤ sn − sn+1 + 2αn〈g(xn)− z∗, yn − z∗〉.

Hence,
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0 ≤ (1− µ)2‖(I − Tn)Axn‖4

4‖A∗(I − Tn)Axn‖2 ≤ sn − sn+1 + 2αn〈g(xn)− z∗, yn − z∗〉,

0 ≤ λn(1− κ − λn)‖an −Uan‖2 ≤ sn − sn+1 + 2αn〈g(xn)− z∗, yn − z∗〉

and

0 ≤ βn(1− η − βn)‖Sn(yn)− yn‖2 ≤ sn − sn+1 + 2αn〈g(xn)− z∗, yn − z∗〉.

Consider K = sup
n∈N
{2〈g(xn)− z∗, yn − z∗〉}.

Since {sn} is convergent and lim
n→+∞

αn = 0, it follows that

lim
n→+∞

‖(I − Tn)Axn‖2

‖A∗(I − Tn)Axn‖
= lim

n→+∞
‖Sn(yn)− yn‖ = lim

n→+∞
‖an −Uan‖ = 0. (20)

Since,

‖A∗(I − Tn)Axn‖ ≤ ‖A∗‖‖(I − Tn)Axn‖
= ‖A‖‖(I − Tn)Axn‖.

Hence,

‖(I − Tn)Axn‖ =
‖A‖‖(I − Tn)Axn‖2

‖A‖‖(I − Tn)Axn‖
≤ ‖A‖‖(I − Tn)Axn‖2

‖A∗(I − Tn)Axn‖
.

Now from Equation (20) we get

lim
n→+∞

‖(I − Tn)Axn‖ = 0. (21)

Moreover,

lim
n→+∞

‖xn − an‖ = lim
n→+∞

‖ρn A∗(I − Tn)Axn‖

= lim
n→+∞

(1− µn)‖(I − Tn)Axn‖2

2‖A∗(I − Tn)Axn‖
= 0. (22)

Now,

‖yn − xn‖ = ‖αng(xn) + (1− αn)Uλn an − xn‖
≤ αn‖g(xn)− xn‖+ (1− αn)‖xn −Uλn an‖
≤ αn‖g(xn)− xn‖+ (1− αn)‖xn − an‖+ (1− αn)‖an −Uλn an‖
≤ αn‖g(xn)− xn‖+ ‖xn − an‖+ λn‖an −Uan‖.

Using lim
n→+∞

αn = 0 and Equations (20) and (22), we get
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lim
n→+∞

‖yn − xn‖ = 0. (23)

Now,

‖xn+1 − xn‖ = ‖(1− βn)yn + βnSn(yn)− xn‖
≤ ‖yn − xn‖+ βn‖Sn(yn)− yn‖. (24)

Using Equations (20) and (23), we get lim
n→+∞

‖xn+1 − xn‖ = 0. Hence {xn} is asymp-

totically regular.
As {xn} is bounded, take a subsequence {xnk} of {xn} such that xnk ⇀ p ∈ H1. Now,

lim
n→+∞

‖xn− an‖ = 0 and boundedness of {an} implies there is a subsequence {ank} of {an}
such that ank ⇀ p. Since lim

n→+∞
‖an −Uan‖ = 0, so by demiclosedness of I −U at zero, we

have p ∈ Fix(U). Proceeding similarly as for case ρn = 0 and using Equations (20)–(24)
and Lemma 8, we conclude that p ∈ ⋂N

i=1 Fix(Si) ∩ Fix(U) and Ap ∈ ⋂M
j=1 Fix(Tj). Hence

p ∈ Γ.
Now, using Lemma 3, we get

lim sup
n→+∞

〈g(z∗)− z∗, yn − z∗〉 = lim
k→+∞

〈
g(z∗)− z∗, ynk − z∗

〉
= 〈g(z∗)− z∗, p− z∗〉
= 〈g(z∗)− PΓg(z∗), p− PΓg(z∗)〉
≤ 0. (25)

Now, we prove that xn → z∗.

‖xn+1 − z∗‖2 = ‖(Sn)βn(yn)− z∗‖2

≤ ‖yn − z∗‖2 − βn(1− ηn − βn)‖Sn(yn)− yn‖2

≤ ‖yn − z∗‖2 − βn(1− η − βn)‖Sn(yn)− yn‖2

≤ ‖yn − z∗‖2.

Moreover, using Lemma 2 and Equation (11), we obtain

‖yn − z∗‖2 = ‖αng(xn) + (1− αn)Uλn an − z∗‖2

≤ (1− αn)
2‖Uλn an − z∗‖2 + 2αn〈g(xn)− z∗, yn − z∗〉

≤ (1− αn)
2‖xn − z∗‖2 + 2αn[〈g(xn)− g(z∗), yn − z∗〉+ 〈g(z∗)− z∗, yn − z∗〉]

≤ (1− αn)
2‖xn − z∗‖2 + 2αnγ‖xn − z∗‖.‖yn − z∗‖+ 2αn〈g(z∗)− z∗, yn − z∗〉

≤ (1− αn)
2‖xn − z∗‖2 + αnγ[‖xn − z∗‖2 + ‖yn − z∗‖2]

+ 2αn〈g(z∗)− z∗, yn − z∗〉,

which implies

(1− αnγ)‖yn − z∗‖2 ≤ [(1− αn)
2 + αnγ]‖xn − z∗‖2 + 2αn〈g(z∗)− z∗, yn − z∗〉

and hence,
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‖yn − z∗‖2 ≤
(
(1− αn)2 + αnγ

1− αnγ

)
‖xn − z∗‖2 +

2αn

1− αnγ
〈g(z∗)− z∗, yn − z∗〉

=

(
1− 2αn(1− γ)

1− αnγ

)
‖xn − z∗‖2 +

α2
n

1− αnγ
‖xn − z∗‖2

+
2αn

1− αnγ
〈g(z∗)− z∗, yn − z∗〉

=

(
1− 2αn(1− γ)

1− αnγ

)
‖xn − z∗‖2 +

2αn(1− γ)

1− αnγ

(
1

1− γ
〈g(z∗)− z∗, yn − z∗〉

+
αn

2(1− γ)
‖xn − z∗‖2

)
.

So, we get

sn+1 ≤ (1− an)sn + anbn, (26)

where sn = ‖xn − z∗‖2, an = 2αn(1−γ)
1−αnγ and

bn =
1

1− γ
〈g(z∗)− z∗, yn − z∗〉+ αn

2(1− γ)
‖xn − z∗‖2.

From Equation (25), we have lim sup
n→+∞

bn ≤ 0. Additionally, ∑+∞
n=0 an = +∞. Hence, it

follows from Lemma 4 that

lim
n→+∞

sn = lim
n→+∞

‖xn − z∗‖2 = 0.

Therefore xn → z∗.

Case 2. Suppose there is no such n0 ∈ N such that {sn} is decreasing for all n ≥ n0.
Thus there is a subsequence {snl} of {sn} such that

snl < snl+1 for all l ∈ N. (27)

Then from Lemma 5 there exists a nondecreasing sequence of natural numbers {nq} ⊂
N such that nq → +∞ as q→ +∞ and

‖xnq − z∗‖ ≤ ‖xnq+1 − z∗‖
and ‖xq − z∗‖ ≤ ‖xnq+1 − z∗‖. (28)

If ρnq = 0, then from Equation (14), we obtain

0 ≤ λnq(1− κ − λnq)‖xnq −Uxnq‖
2 + βnq(1− η − βnq)‖Snq(ynq)− ynq‖

2

≤ snq − snq+1 + αnq K

≤ αnq K,

where K = sup
nq∈N
{2
〈

g(xnq)− z∗, ynq − z∗
〉
}.
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From lim
q→+∞

αnq = 0, we obtain

lim
q→+∞

‖xnq −Uxnq‖ = lim
q→+∞

‖Snq(ynq)− ynq‖ = 0.

Additionally, ρnq = 0 implies lim
q→+∞

‖(I − Tnq)Axnq‖ = 0.

If ρnq 6= 0, then from Equation (15), we have

0 ≤
(1− µ)2‖(I − Tnq)Axnq‖

4

4‖A∗(I − Tnq)Axnq‖
2 + λnq(1− κ − λnq)‖anq −Uanq‖

2

+ βnq(1− η − βnq)‖Snq(ynq)− ynq‖
2

≤ snq − snq+1 + αnq K

≤ αnq K,

where K = sup
nq∈N
{2
〈

g(xnq)− z∗, ynq − z∗
〉
}.

From lim
q→+∞

αnq = 0, we obtain

lim
q→+∞

‖anq −Uanq‖ = 0,

lim
q→+∞

‖Snq(ynq)− ynq‖ = 0

and lim
q→+∞

‖(I − Tnq)Axnq‖ = 0.

Now, proceeding similarly as in Case 1, we obtain

lim
q→+∞

‖xnq+1 − xnq‖ = 0

and lim sup
q→+∞

〈
g(z∗)− z∗, ynq − z∗

〉
≤ 0. (29)

Further, from Equation (26), we get

snq+1 ≤ (1− anq)snq + anq bnq , (30)

anq snq ≤ snq − snq+1 + anq bnq

≤ anq bnq .

Using anq > 0, we get snq ≤ bnq . Hence,

‖xnq − z∗‖2 ≤ 1
1− γ

〈
g(z∗)− z∗, ynq − z∗

〉
+

αnq

2(1− γ)
‖xnq − z∗‖2.

Since {xnq} is bounded and αnq → 0 as q→ +∞. Hence, by using Equation (29), we
get ‖xnq − z∗‖ → 0 as q→ +∞. Further, from Equation (30), we obtain ‖xnq+1 − z∗‖ → 0
as q → +∞. Additionally, Equation (28) gives ‖xq − z∗‖ ≤ ‖xnq+1 − z∗‖ for all q ∈ N,
which implies xq → z∗ as q→ +∞. This completes the proof.
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We end this section with the following remarks.

Remark 1. Theorem 1 extends and improves the result of Wang and Qin ([35], Theorem 1) from
weak convergence to strong convergence and by choosing step size independent of operator norm.
Further Theorem 1 improves the result in ([35], Theorem 2) without assuming the extra condition
that one of the mappings {Si; i = 1, 2, . . . , N} is semi-compact as assumed in ([35], Theorem 2).

Remark 2. Theorem 1 extends and improves the result of Tang et al. [36], where it was assumed that
{Si; i = 1, 2, . . . , N} and {Tj; j = 1, 2, . . . , M} are continuous. We leave this assumption in our
result. Moreover, our result extends the result in [36] from weak convergence to strong convergence.

Remark 3. Theorem 1 generalizes and improves Cui and Wang’s result [33] from weak convergence
to strong convergence for multiple sets.

Remark 4. If we take S1 = S2 = · · · = SN = I, T1 = T2 = · · · = TM = T, g is a constant
mapping and λn = λ for all n, in Theorem 1, then we obtain Boikanyo’s result ([37], Theorem 4.1)
for approximating the solution of split common fixed point problem. Thus Boikanyo’s result is a
particular case of our result.

Remark 5. Our result improves the result of Tang et al. ([38], Theorem 3.2) from weak convergence
to strong convergence and without assuming the extra condition that {Si; i = 1, 2, . . . , N}
are continuous.

Remark 6. By taking S1 = S2 = · · · = SN = g, T1 = T2 = · · · = TM = T in Theorem 1, where
g is a contraction mapping, we obtain Jirakitpuwapat et al.’s result [25] for solving split common
fixed point problem. Thus, Theorem 1 improves and extends Jirakitpuwapat et al.’s result [25].

Remark 7. If we take S1 = S2 = · · · = SN = I, T1 = T2 = · · · = TM = I and λn = λ for all
n, then Theorem 1 reduces to fixed point problem of Mainge ([39], Theorem 3.1). Furthermore, our
result generalize the Mainge’s result [39] from quasi nonexpansive mapping to more generalized
demicontractive mapping.

4. Applications

In this section, we will study different split type problems in Hilbert spaces by utilizing
main result provided in this paper.

4.1. Multiple-Sets Split Common Null Point Problem

Consider B : H1 → 2H1 and F : H2 → 2H2 two set valued operators defined on Hilbert
spaces H1 and H2 respectively and A : H1 → H2 is a bounded linear operator, then split
common null point problem (SCNPP) is to identify z∗ ∈ H1 such that 0 ∈ B(z∗) and
y∗ = Az∗ solves 0 ∈ F(y∗).

We now solve the SCNPP for multiple sets i.e., if Bi : H1 → 2H1 and Fj : H2 → 2H2 be
two families of set valued operators where 1 ≤ i ≤ N and 1 ≤ j ≤ M, then multiple-sets
split common null point problem is to identify z∗ ∈ H1 such that

0 ∈
N⋂

i=1

Bi(z∗) and y∗ = Az∗ solves 0 ∈
M⋂

j=1

Fj(y∗). (31)

Before proving the theorem, we give some basic definitions.

Definition 4 ([40]). A multivalued mapping F : H → 2H is a monotone mapping if f ∈ F(u)
and g ∈ F(v) implies 〈u− v, f − g〉 ≥ 0 for all u, v ∈ H.
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Definition 5 ([40]). A monotone mapping F is called maximal if graph of any other monotone
mapping cannot contain graph of F, where graph of F is given by G(F) = {(u, v) ∈ H × H; v ∈
F(u)} for a multivalued mapping F.

Definition 6 ([40]). The resolvent operator JF
r : H → H associated with multivalued mapping F

and r is the mapping defined as JF
r (v) = (I + rF)−1(v) for all v ∈ H, where r > 0.

We know that for any r > 0, the mapping JF
r is firmly nonexpansive and single valued

and z∗ ∈ Fix(JF
r ) iff 0 ∈ F(z∗) where F is maximal monotone mapping, see [41]. Therefore,

problem (31) is equivalent to the problem of finding z∗ ∈ H1 such that

z∗ ∈
N⋂

i=1

Fix(JBi
r ) and Az∗ ∈

M⋂
j=1

Fix(J
Fj
r ).

Now, we solve the split common null point problem as split common fixed point problem.

Theorem 2. Assume that U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1
such that I −U is demiclosed at zero. For any x1 ∈ H1, {xn} is defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − JFn

r )Axn),
xn+1 = (1− βn)yn + βn JBn

r (yn), for all n ≥ 1
(32)

where ρn =


‖(I−JFn

r )Axn‖
2

2‖A∗(I−JFn
r )Axn‖

2 , Axn 6= JFn
r (Axn)

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Consider Uλn := (1− λn)I + λnU for

λn ∈ (ε, 1− κ− ε), ε > 0. Define JBn
r = J

Bn(modN)+1
r and JFn

r = J
Fn(modM)+1
r for all n ≥ 1. Suppose

Ω is a set of all solutions to the problem (31) and Ω ∩ Fix(U) 6= φ. Additionally, let {αn}, {βn}
be two sequences of positive real numbers satisfying the following conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− δ), δ > 0 .

Then sequence {xn} converges strongly to z∗ ∈ Ω ∩ Fix(U).

Proof. Let us take Tn = JFn
r and Sn = JBn

r for all n ∈ N. Then Sn and Tn are firmly
nonexpansive and hence 0-demicontractive. From Lemma 1, we get I − Sn and I − Tn are
demiclosed at zero. Hence proof follows from the main Theorem 1.

We remark that, in [11], Byrne et al. solve the SCNPP where the step size depends
on operator norm which is not easy to calculate. Our result extends and generalizes the
results in [11] for multiple sets without prior knowledge of operator norm. Additionally, in
([11], Theorem 4.3), maximal monotone mappings B1 and F1 are considered to be odd but,
in Theorem 2, we have not imposed such a condition on maximal monotone mappings.

4.2. Multiple-Sets Split Feasibility Problem

Assume that Ci(1 ≤ i ≤ N) and Qj(1 ≤ j ≤ M) are two families of nonempty
closed and convex subsets of Hilbert spaces H1 and H2 respectively and A : H1 → H2 is a
bounded linear operator. Then the multiple-sets split feasibility problem is to identify a
point z∗ ∈ H1 such that
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z∗ ∈
N⋂

i=1

Ci and Az∗ ∈
M⋂

j=1

Qj. (33)

We denote the solution set of multiple-sets split feasibility problem by Ω. It is well
known that z∗ ∈ Fix(PC) iff z∗ ∈ C where C is closed, convex subset of Hilbert space H.
Now, we prove the strong convergence theorem for the multiple-sets split feasibility problem.

Theorem 3. Assume that U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1
such that I −U is demiclosed at zero. Suppose Ω ∩ Fix(U) 6= φ and for any x1 ∈ H1, {xn} is
defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − PQn)Axn),
xn+1 = (1− βn)yn + βnPCn(yn), for all n ≥ 1

(34)

where ρn =


‖(I−PQn )Axn‖2

2‖A∗(I−PQn )Axn‖2 , Axn 6= PQn(Axn)

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Consider Uλn := (1 − λn)I +
λnU for λn ∈ (ε, 1 − κ − ε), ε > 0. Define PCn = PCn(modN)+1

and PQn = PQn(modM)+1
for

all n ≥ 1. Additionally, {αn}, {βn} be two sequences of positive real numbers satisfying the
following conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− δ), δ > 0 .

Then sequence {xn} converges strongly to z∗ ∈ Ω ∩ Fix(U).

Proof. Consider Sn = PCn and Tn = PQn for all n ∈ N. Since metric projection is firmly non-
expansive and hence 0-demicontractive. Hence proof follows from the main Theorem 1.

Note that if we take N = M = 1 in Theorem 3, then multiple-sets split feasibility
problem reduces to a split feasibility problem (see [1,3,4,6,27]). Further, if we take A = I,
where I is identity mapping and H1 = H2 = H in Theorem 3, then we get a convex
feasibility problem which is formulated as finding a point in the intersection of a family of
closed and convex subsets in Hilbert space H.

4.3. Multiple-Sets Split Variational Inequality Problem

Assume that C is nonempty closed and convex subset of Hilbert space H and f : H →
H is an operator, then variational inequality problem is to identify z∗ ∈ C such that

〈 f (z∗), z− z∗〉 ≥ 0 for all z ∈ C. (35)

The solution set of variational inequality problem is denoted by VI(C, f ). Note that
if f is an α-ism operator on H, then PC(I − λ f ) is nonexpansive for each λ ∈ (0, 2α) and
z∗ ∈ Fix(PC(I − λ f )) iff z∗ ∈ VI(C, f ) (see [41]).

Consider Ci(1 ≤ i ≤ N) and Qj(1 ≤ j ≤ M) two families of nonempty closed and
convex subsets of Hilbert spaces H1 and H2 respectively and A : H1 → H2 is a bounded
linear operator. Assume that hi : H1 → H1 and f j : H2 → H2 are two families of νi and
µj-ism operators, respectively. Set µ = min{νi, µj} and take τ ∈ (0, 2µ). Suppose
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Ω = {z∗ ∈ H1 such that z∗ ∈
N⋂

i=1

VI(hi, Ci) and Az∗ ∈
M⋂

j=1

VI(gj, Qj)}.

Then multiple-sets split variational inequality problem is to identify z∗ ∈ Ω.
Now, we will present a strong convergence theorem for solving multiple-sets split

variational inequality problem.

Theorem 4. Assume that U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1
such that I −U is demiclosed at zero. Suppose Ω ∩ Fix(U) 6= φ and for any x1 ∈ H1, {xn} is
defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − PQn(I − τ fn))Axn),
xn+1 = (1− βn)yn + βnPCn(I − τhn)(yn), for all n ≥ 1

(36)

where ρn =


‖(I−PQn (I−τ fn))Axn‖2

2‖A∗(I−PQn (I−τ fn))Axn‖2 , Axn 6= PQn(I − τ fn)Axn

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Consider Uλn := (1− λn)I + λnU
for λn ∈ (ε, 1− κ − ε), ε > 0. Define PCn(I − τhn) = PCn(modN)+1(I − τhn(modN)+1) and
PQn(I − τ fn) = PQn(modM)+1(I − τ fn(modM)+1). Additionally, {αn}, {βn} be two sequences of
positive real numbers satisfying the following conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− δ), δ > 0 .

Then sequence {xn} converges strongly to z∗ ∈ Ω ∩ Fix(U).

Proof. Since hi and f j are two families of νi and µj- ism operators respectively and hence
µ-ism operators. Then for each τ ∈ (0, 2µ), PCi (I − τhi) and PQj(I − τ f j) are nonexpansive
and hence 0-demicontractive. Hence by using Theorem 1, {xn} converges strongly to
z∗ ∈ H1 such that

z∗ ∈
N⋂

i=1

Fix(PCi (I − τhi)) ∩ Fix(U) and Az∗ ∈
M⋂

j=1

Fix(PQj(I − τ f j))

which implies z∗ ∈ Ω ∩ Fix(U).

We underly that, in [8], Censor et al. solved the multiple-sets split variational inequal-
ity problem through weak convergence of parallel algorithm and in addition, they assume
extra conditions

〈
hi(z), PCi (I − λhi)(z)− z∗

〉
≥ 0 for all z ∈ H1

and
〈

f j(z), PQj(I − λ f j)(z)− z∗
〉
≥ 0 for all z ∈ H2

in ([8], Theorem 6.5). However, in Theorem 4, we do not assume such conditions and
improve the result from weak convergence to strong convergence.
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4.4. Multiple-Sets Split Equilibrium Problem

Let Q be a nonempty closed convex subset of real Hilbert space H and F be a bifunction
from Q×Q to R. Then the equilibrium problem for F is to identify a point u ∈ Q such that
F(u, v) ≥ 0 for all v ∈ Q. The solution set of the equilibrium problem is denoted by EP(F).

To find the solution of the equilibrium problem, we assume that the following condi-
tions are satisfied by bifunction F:

1. F(u, u) ≥ 0.
2. F is monotone i.e., F(u, v) + F(v, u) ≤ 0 for any u, v ∈ Q.
3. For each u, v, w ∈ Q, lim sup

t→0+
F(tw + (1− t)u, v) ≤ F(u, v).

4. For each u ∈ Q, v→ F(u, v) is convex and lower semi-continuous.

Now, we give an important lemma to solve the equilibrium problem.

Lemma 9 ([42]). Let Q be a nonempty closed convex subset of Hilbert space H and let F :
Q×Q→ R be a bifunction satisfying the four conditions given above. Consider u ∈ H and r > 0,
then there exists w ∈ Q such that

F(w, v) +
1
r
〈v− w, w− u〉 ≥ 0 for all v ∈ Q.

Further if SF
r (u) = {w ∈ Q : F(w, v) + 1

r 〈v− w, w− u〉 ≥ 0 for all v ∈ Q} then the
following statements hold:

1. SF
r is single valued.

2. SF
r is firmly nonexpansive i.e., for any u, v ∈ H

‖SF
r (u)− SF

r (v)‖
2 ≤

〈
SF

r (u)− SF
r (v), u− v

〉
.

3. Fix(SF
r )=EP(F).

4. Solution set EP(F) is closed and convex.

From the above lemma, it is observed that the equilibrium problem can be solved as a
fixed point problem.

Assume that Ci and Qj are two families of nonempty closed, convex subsets of Hilbert
spaces H1 and H2 respectively where 1 ≤ i ≤ N, 1 ≤ j ≤ M. Consider Fi : Ci × Ci → R
and Gj : Qj ×Qj → R bifunctions satisfying the above four conditions and A is a bounded
linear operator from H1 to H2, then the multiple-sets split equilibrium problem is to identify
a point z∗ ∈ Ω where

Ω = {z∗ ∈ H1 : z∗ ∈
N⋂

i=1

EP(Fi) and Az∗ ∈
M⋂

j=1

EP(Gj)}.

Now, we present a strong convergence theorem for solving the multiple-sets split
equilibrium problem.

Theorem 5. Assume that U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1
such that I −U is demiclosed at zero. Choose r1, r2 > 0 and suppose Ω ∩ Fix(U) 6= φ. For any
x1 ∈ H1, {xn} is defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − SGn

r1 )Axn),
xn+1 = (1− βn)yn + βnSFn

r2 (yn), for all n ≥ 1
(37)
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where ρn =


‖(I−SGn

r1 )Axn‖
2

2‖A∗(I−SGn
r1 )Axn‖

2 , Axn 6= SGn
r1 (Axn)

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Consider Uλn := (1− λn)I + λnU
for λn ∈ (ε, 1 − κ − ε), ε > 0. Define SFn

r2 = SFn(modN)+1
r2 and SGn

r1 = SGn(modM)+1
r1 for all

n ≥ 1. Additionally, let {αn}, {βn} be two sequences of positive real numbers satisfying the
following conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− δ), δ > 0 .

Then sequence {xn} converges strongly to z∗ ∈ Ω ∩ Fix(U).

Proof. From Lemma 9, it is clear that the mappings SGn
r1 and SFn

r2 are firmly nonexpansive
and hence 0-demicontractive. Hence result follows from Lemma 9 and Theorem 1.

4.5. Multiple-Sets Split Monotone Variational Inclusion Problem

Assume that H1 and H2 are two real Hilbert spaces and A : H1 → H2 is a bounded
linear operator. Consider Pi : H1 → 2H1(1 ≤ i ≤ N) and Qj : H2 → 2H2(1 ≤ j ≤ M)
as two families of set valued maximal monotone operators. Let hi be νi-ism operator in
H1 for each i = 1, 2, . . . , N and f j be µj-ism operator in H2 for each j = 1, 2, . . . , M. Set
µ = min{νi, µj} and take τ ∈ (0, 2µ). Then the multiple-sets split monotone variational
inclusion problem is to identify z∗ ∈ H1 such that

0 ∈
N⋂

i=1

(hi(z∗) + Pi(z∗)) and y∗ = Az∗ solves 0 ∈
M⋂

j=1

( f j(Az∗) + Qj(Az∗)).

We denote the solution set of the multiple-sets split monotone variational inclusion
problem by Ω. We know that 0 ∈ h(z∗) + P(z∗) iff z∗ ∈ Fix(JP

λ (I − λh)), where JP
λ is a

resolvent operator associated with multivalued mapping P and λ > 0. Additionally, if
λ ∈ (0, 2α), then JP

λ (I − λh) is averaged mapping, where h is an α-ism operator and P is a
maximal monotone operator, see [9,43].

We now present a strong convergence theorem for solving multiple-sets split monotone
variational inclusion problem.

Theorem 6. Assume that U : H1 → H1 is a demicontractive operator with constant 0 ≤ κ < 1
such that I −U is demiclosed at zero. Suppose Ω ∩ Fix(U) 6= φ and for any x1 ∈ H1, {xn} is
defined by

{
yn = αng(xn) + (1− αn)Uλn(xn − ρn A∗(I − JQn

τ (I − τ fn))Axn),
xn+1 = (1− βn)yn + βn JPn

τ (I − τhn)(yn), for all n ≥ 1
(38)

where ρn =


‖(I−JQn

τ (I−τ fn))Axn‖
2

2‖A∗(I−JQn
τ (I−τ fn))Axn‖

2 , Axn 6= JQn
τ (I − τ fn)Axn

0, otherwise
and g is a γ contraction operator defined on H1, γ ∈ [0, 1). Consider Uλn := (1− λn)I + λnU
for λn ∈ (ε, 1 − κ − ε), ε > 0. Define JPn

τ (I − τhn) = JPn(modN)+1
τ (I − τhn(modN)+1) and

JQn
τ (I − τ fn) = JQn(modM)+1

τ (I − τ fn(modM)+1) for all n ≥ 1. Additionally, let {αn}, {βn} be
two sequences of positive real numbers satisfying the following conditions:

1. lim
n→+∞

αn = 0 and ∑+∞
n=0 αn = +∞ where αn ∈ (0, 1),

2. βn ∈ (δ, 1− δ), δ > 0 .
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Then sequence {xn} converges strongly to z∗ ∈ Ω ∩ Fix(U).

Proof. Let us take Tn = JQn
τ (I − τ fn) and Sn = JPn

τ (I − τhn) for all n ∈ N. Then Sn and
Tn are averaged mapping and hence nonexpansive. Additionally, I − Sn and I − Tn are
demiclosed at zero. Hence, the result follows from the Main Theorem 1.

Note that Theorem 6 generalizes and extends Moudafi’s result [9] from weak conver-
gence to strong convergence without knowing the operator norm.
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