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Abstract: In this article, the trajectory tracking control of a solar tracking system is tackled by means
of an adaptive active disturbance rejection control scheme. The state and disturbance estimation
system is based on the combination of a time varying identification system and an adaptive observer.
The stability and robustness of the controller is mathematically tested by means of the second method
of Lyapunov, and its effectiveness is experimentally tested in a robotic test bed, achieving both lower
energy consumption and better tracking results with respect to a PID-based controller.

Keywords: trajectory tracking control; solar tracking systems; adaptive control; active disturbance
rejection

1. Introduction

The tendency of using alternative energy sources has led to the solution of problems
concerning a wide variety of collecting technologies, storage and management systems.
In the case of solar energy, the increased efficiency of the collected energy has a close
relation with the capacity to manipulate the collecting device (photovoltaic module, con-
centrating lens, etc.) such that the light incidence is normal to a specific area of interest (tilt
angle control). The last aspect is especially important in Fresnel-lens-based concentration
systems [1–3].

The aim to increase the benefits of energy collecting systems has led to the develop-
ment of solar trackers [4,5], the efficiency of which can be improved through the use of
optimal design technologies [6–9] and concurrent engineering tools [10] as well as highly
accurate positioning control systems such as solar sensors [11–15].

The accuracy and energy consumption in the positioning policy are considered to
be among the main aspects of the performance of a solar tracker. Both problems are
directly related to the nature of the mechanism of the tracker, which can have uncertain
dynamics or nonlinearities, and the operation may be affected by external disturbance
elements such as wind disturbances, which can produce tracking errors, or high energy
compensation actions reducing the energetic efficiency of the controller. Addressing both
features concurrently demands robustness and an energy management adaptation.

Several control approaches are reported in the literature, and some comprehensive
studies and reviews provide further information and specific features regarding existing
control studies and implementations [16–19], in which the application may lead to specific
precision demands (see [20]). Among recent studies, in [21], a comprehensive practical
classification of active solar tracking systems is presented, focusing on the importance of
the control law and the sensing technology used to achieve appropriate results in solar
concentration tasks. In this sense, proportional integral derivative-based control (PID) is
the most popular closed-loop strategy in active solar tracking systems (see [22,23]). This
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scheme is suitable for solar trackers that include a gear train transmission with a high gear
ratio [24]. The strategy has a wide variety of tuning strategies, including optimal gain
selection, that make this scheme the natural choice for practitioners [25].

Due to the high-gain nature of PID control, diverse tuning schemes to avoid over-
shooting effects are used. On one hand, some schemes based on set points or the internal
model control principle have been developed [26,27]. Although these approaches are a
precise alternative, some tests and several criteria are necessary to obtain the best results
with the approach. In contrast, some adaptive variations of PID have been developed to
ease the drawbacks of high gain by means of time-varying gain dynamics [28–31]. In [32],
an adaptive gain PID controller is implemented for dual-axis sun tracker applications.
The gains are normalized in terms of the tracking error, improving upon the classic PID
control. However, most of the reported schemes lack time derivative measurements, which
may affect the final result by using computationally costly platforms (for instance, matlab)
or dirty derivative-based computation with high computational and energetic costs and
possible measurement noise problems. Moreover, low gear ratio transmissions or the possi-
ble presence of nonlinearities in the mechanism or the actuator motivate robust adaptive
strategies that deal with the original multivariable nonlinear tracker model.

Other control strategies include model predictive control [33,34], sliding mode con-
trol [35,36] and neural and fuzzy control [37–40]. Most of these schemes solve one of
the aforementioned problems effectively, while the other important aspects are partially
achieved due to the fact that optimizing strategies usually need exact information of the
system and they usually work for linear models; on the other hand, robust strategies
usually demand high energetic costs. This motivates the development of a control scheme
that can strike a balance between robustness and adaptivity.

Active disturbance rejection control (ADRC) [41–46] represents a control paradigm in
which the system can be simplified such that the main external disturbances and unknown
dynamics are lumped into a generalized disturbance input to be estimated and further
cancelled. This scheme provides some of the advantages of classic PID control while
enhancing the performance by means of the use of extended state observers [47]. The pos-
sibility of estimating the generalized disturbance simplifies the control actions, obtaining
accurate results in trajectory tracking tasks. One of the most popular approaches to active
disturbance rejection is linear active disturbance rejection (LADRC) [48], which consists
of the use of an extended state observer of the Luenberger type. This scheme is highly
effective for the estimation of a large class of additive disturbances, and the high-gain
nature of the strategy results in an easy-to-tune procedure. The high-gain nature of classic
LADRC may be sensitive to noises and can increase the energy consumption in the control
applications, and the compromise between robustness and low energy consumption can
be improved by proposing alternative schemes that keep the estimation advantages of
LADRC with some restrictions in the high-gain nature. To achieve robustness and low
energy consumption, adaptive designs for the ADRC [49,50] provide accurate tracking,
robustness and adaptivity, which make them suitable for solar tracking applications.

In this article, an adaptive active disturbance rejection control design is proposed to
solve the problem of the trajectory tracking system in a two-axis solar tracking system. The
proposed observer is based on the combination of a time-varying identification system
and an adaptive observer. This combination is used for online generalized disturbance
estimation, which is used in the control loop. The main contributions are listed as follows:

1. In contrast with the disturbance estimation approach proposed in [49], in this arti-
cle, the disturbance is estimated in terms of both states and an additional constant
term used to compensate possible offset errors and external components that are
independent of the states.

2. The stability and robustness of the controller is mathematically tested by means of the
second method of Lyapunov, and its effectiveness is experimentally tested in a robotic
test bed.
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3. Some numerical and experimental tests show that the proposed controller demands
a low energy consumption, in contrast to a classic ADRC scheme, while keeping
appropriate estimation and tracking results for the solar tracking application.

The remainder of the article is given as follows. Section 2 presents the class of systems
and the control problem. Section 3 provides the adaptive observer design and the stability
test. Then, Section 4 presents the experimental results in the tracking of a numerically
generated solar trajectory. Finally, Section 5 provides some concluding remarks and a
general discussion of the contribution.

2. Controller Design

Consider the model which describes a class of open kinematic chain robotic manipulators:

D(q)q̈ + C(q, q̇)q̇ + g(q) = u + η(t) (1)

where D(q) ∈ Rn×n is the inertia matrix (positive definite), C(q, q̇) ∈ Rn×n is the coriolis
matrix, g(q) ∈ Rn is the gravity vector, u ∈ Rn denotes the control input vector, and
η(t) ∈ Rn denotes a vector of bounded external disturbances of unknown nature.

The last model can be represented as follows:

ẋa = xb

ẋb = f (x) + G(xa)u + η(t) (2)

where xa(t) := q(t), xb(t) := q̇(t), x ∈ R2n, x =
[
xᵀa xᵀb

]ᵀ is the state vector, G(xa) :=
D(q)−1, which is always well defined from the positive definiteness condition on D(q).

A direct consequence of the inertia matrix bounds property is the following inequality:

0 < g− ≤ ‖G(·)‖ ≤ g+, g−, g+ ∈ R+ (3)

Assuming a lack of knowledge of the terms f and η, both terms can be lumped into a
generalized disturbance input ξ(x, t) := f (x) + η(t). Then, system (2) can be rewritten as

ẋ(t) = Ax(t) + B[G(xa)u(t) + ξ(x, t)]
y(t) = Cx(t) (4)

where y ∈ Rn×1, y = xa denotes the measurable output. A ∈ R2n×2n, B ∈ R2n×n,
C ∈ Rn×2n with values given by

A =

[
0n×n In×n
0n×n 0n×n

]
, B =

[
0n×n
In×n

]
, C :=

[
In×n 0n×n

]
(5)

Disturbance approximation: In this article, the generalized disturbance input is
proposed to be approximated by the time varying combination of the system states and an
additionally constant term (to incorporate arising offset contributions):

ξ(x, t) = Λ1(t)x(t) + Λ2(t) + ξ̃(x, t)

= Λ(t)X(t) + ξ̃(x, t) (6)

where Λ(t) ∈ Rn×2n+1 is the time varying approximation matrix, Λ(t) =
[
Λ1(t) Λ2(t)

]
,

with Λ1(t) ∈ Rn×2n denoting the approximation based on the state vector and Λ2(t) ∈
Rn×1 representing the offset adjustment. The vector X ∈ R2n+1×1 is defined as X :=[
xᵀ 1

]ᵀ, and ξ̃ ∈ Rn denotes the approximation error.
In this article, the approximation error is proposed to be minimized through a time

window least squares criterion (see [49] for the single input-single output unbiased case).
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3. Observer Design

The adaptive observer for the system (4) is proposed as

˙̂x = Â(t)x̂(t) + B
[
Λ̂2(t) + G(xa)u

]
+ L(t)ε(t)

ε(t) = C(x(t)− x̂(t))

Â(t) =
[

0n×n In×n
Λ̂1(t)

]
(7)

where G(xa) is used instead of G(x̂a) since xa is a measurable state. The term x̂ ∈ R2n

denotes the estimate of x, the matrix C ∈ Rn×2n maps the state vector to the measurable
states xa, ε(t) ∈ Rn denotes the injection error, and L(t) ∈ R2n×n is the time varying
injection gain subject to an adaptation law of the form:

L̇(t) = l1S(t)(L∗ − L(t)) (8)

where l1 ∈ R+ is a positive constant, and S(t) ∈ R2n×2n, P(t) ∈ R2n×2n positive definite
time varying matrices which satisfy the following Riccati equations:

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t) + CᵀLᵀ(t)N2L(t)C + Q1 = 0 (9)

Aᵀ
c S(t) + S(t)Ac + Ṡ(t) + S(t)N−1

2 S(t) + AᵀN1 A + Q2 = 0 (10)

where Ac = A− BKᵀ, Ao := A− L(t)C, and N2 ∈ R2n×2n, N2 = Nᵀ
2 > 0. The term L∗ is a

user defined parameter such that the matrix A− L∗C is Hurwitz.

Control Law

Let x∗ ∈ R2n be a smooth reference trajectory for the state vector x. From the nominal
dynamics (4) without the presence of disturbances, the feedforward input u∗ can be defined
such that the following relation is satisfied:

ẋ∗(t) = Ax∗(t) + BG(xa)u∗(t) (11)

which leads to

u∗(t) = G(xa)
−1 ẋ∗b (12)

The output-based control is proposed as

u(t) = u∗(t)− G(xa)
−1[Kᵀ(x̂− x∗) + Λ̂(t)X̂(t)] (13)

where K ∈ Rn×2n is the control gain matrix and the last term of the control law stands
for the estimate of the generalized disturbance input ξ(x, t); that is, ξ̂(x, t) = Λ̂(t)X̂(t).
Figure 1 shows a block diagram of the proposed control structure.

The following result states the convergence of the tracking and estimation errors, in
an ultimate bound sense, of the output based adaptive control law:
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Figure 1. Schematic of the proposed adaptive active disturbance rejection controller.

Theorem 1. Consider the class of partially known robotic systems (4), where the lumped distur-
bance input ξ(x, t) satisfies the condition of being absolutely bounded given a reference trajectory
x∗(t) and an output feedback control (13) based on a linear time varying identification of the
disturbance input, given by (16), and an adaptive observer (7), such that the control gain K forces the
matrix A− BKᵀ to be Hurwitz. If there exist positive definite matrices P(t), S(t)N1, N2, N4, Q1, Q2 ∈
R2n×2n, such that the time varying Riccati Equations (9) and (10) have positive definitive solutions,
the state estimation and tracking errors ∆(t) and δ(t) are uniformly ultimate bounded.

Proof. The estimation error obeys the following dynamics:

∆̇(t) = (A− L(t)C)∆(t) + Ax̂(t) + Bξ̃(x, t)

= (A− L(t)C)∆(t) + Aδ(t) + Ax∗(t) + Bξ̃(x, t) (14)

Let define the difference between the estimate state x̂ and the desired trajectory x∗ as
δ(t). The dynamics of δ(t) are computed as

δ̇(t) = (A− BKᵀ)δ(t) + L(t)C∆(t) (15)

From the observer dynamics (7) and the disturbance approximation proposal (6),
the time varying approximation matrix Λ̂(t) is proposed as the solution of the following
optimization problem:

Λ̂∗(t) = arg min
Λ̂∈Rn×(2n+1)

[∫ t

t−ν
ω(τ)− Λ̂(τ)X(τ)dτ

]2
(16)

where

ω(t) = Bᵀ[x̂(t)− x̂(t− ν)]−
[∫ t

t−ν
G(xa)u(τ) + BᵀL(τ)ε(τ)dτ

]
(17)

whose solution leads to the following dynamics [51]:

Λ̂ᵀ(t) = [
∫ t

t−ν
X̂(τ)X̂ᵀ(τ)dτ]−1[

∫ t

t−ν
ω(τ)X̂ᵀ(τ)dτ]ᵀ (18)

Now, let us propose the following quadratic Lyapunov candidate function:

V(∆, δ, L, ρ, Kᵀ, t) = ∆ᵀP(t)∆ + δᵀS(t)δ + tr
{

1
2

l−1
1 L̃ᵀ(t)L̃(t)

}
+ tr

{
1
2

ρᵀ(t)ρ(t)
}

(19)
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where

ρ(t) =
∫ t

0

[ ∫ τ

τ−ν
x̂(σ)ω(σ)−

∫ τ

τ−ν
x̂(σ)x̂ᵀ(σ)dσΛ̂(τ)

]
dτ (20)

L̃(t) = L∗ − L(t) (21)

The time derivative of the Lyapunov candidate function (19) is given by

V̇(∆, δ, L, ρ, Kᵀ, t) = ∆ᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t)

]
∆ + tr{L̃ᵀ(t) ˙̃L(t)}+

+ δᵀ
[

Aᵀ
c S(t) + S(t)Ac + Ṡ(t)

]
δ + δᵀAᵀP(t)∆ + ∆ᵀP(t)Aδ + ∆ᵀCᵀLᵀ(t)S(t)δ

+ δᵀSᵀ(t)L(t)C∆ + (Ax∗ + Bε̃)ᵀP(t)∆ + ∆ᵀP(t)(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)} (22)

From the lambda inequality [52], there exists a set of symmetric positive definite
matrices Ni ∈ R2n×2n, i = 1, 2, 3, such that

δᵀAᵀP(t)∆ + ∆ᵀP(t)Aδ ≤δᵀAᵀN1 Aδ+

+ ∆ᵀP(t)N−1
1 P(t)∆ (23)

∆ᵀCᵀLᵀ(t)S(t)δ + δᵀS(t)L(t)C∆ ≤∆ᵀCᵀLᵀ(t)N2L(t)C∆+

+ δᵀS(t)N−1
2 S(t)δ (24)

(Ax∗ + Bε̃)ᵀP(t)∆ + ∆ᵀP(t)(Ax∗ + Bε̃) ≤(Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)+

+ ∆ᵀP(t)N−1
3 P(t)∆ (25)

Using (23)–(25) in (22),

V̇(∆, δ, L, ρ, Kᵀ, t) = ∆ᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N−1

1 P(t)+

+ CᵀLᵀ(t)N2L(t)C + P(t)N−1
3 P(t)

]
∆+

+ δᵀ
[

Aᵀ
c S(t) + S(t)Ac + Ṡ(t) + AᵀN1 A + S(t)N−1

2 S(t)
]
δ+

+ (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)}+ tr
{

L̃ᵀ(t) ˙̃L(t)
}

(26)

Since N1, N2 are positive definite, the terms AᵀN1 A, CᵀLᵀ(t)N2L(t)C are positive
definite (see Section 7.1 of [53]). Then, to complete the time varying Riccati equations
while ensuring the negative definiteness condition of the time derivative of V, let us add
±∆ᵀ(t)Q1∆ ± δᵀQ2δ, for symmetric positive definite matrices Q1, Q2 ∈ R2n×2n. Then,
we obtain

V̇(∆,δ, L, ρ, Kᵀ, t) = ∆ᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t)+

+ CᵀLᵀ(t)N2L(t)C + Q1

]
∆ + δᵀ

[
Aᵀ

c S(t) + S(t)Ac + Ṡ(t) + S(t)N−1
2 S(t)+

+ AᵀN1 A + Q2

]
δ + (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃) + tr{ρᵀ(t)ρ̇(t)}+

+ tr
{

L̃ᵀ(t) ˙̃L(t)
}
− ∆ᵀQ1∆− δᵀQ2δ (27)

where N4 = N−1
1 + N−1

3 . Using the dynamics (18), the following equality is obtained:

∫ t

t−ν
x̂(τ)ω(τ)dτ −

∫ t

t−ν
x̂(τ)x̂ᵀ(τ)dτΛ̂(t) = 0 (28)
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which implies that ηᵀ(t)η̇(t) = 0 (see [49]). From (8),

tr
{

L̃ᵀ(t) ˙̃L(t)
}
= −tr

{
L̃ᵀ(t)S(t)L̃(t)

}
(29)

Since L̃ᵀ(t)S(t)L̃(t) is at least positive semidefinite (positive definite if L̃(t) is full
rank in columns), then (29) is negative or zero. Using (28) and (29) in (26), the following
expression is obtained:

V̇(∆, δ,L, ρ, Kᵀ, t) = ∆ᵀ
[

Aᵀ
o (t)P(t) + P(t)Ao(t) + Ṗ(t) + P(t)N4P(t)+

+ CᵀLᵀ(t)N2L(t)C + Q1

]
∆ + δᵀ

[
Aᵀ

c S(t) + S(t)Ac + Ṡ(t)+

+ S(t)N−1
2 S(t) + AᵀN1 A + Q2

]
δ + (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)−

− tr
{

L̃ᵀ(t)S(t)L̃(t)
}
− ∆ᵀQ1∆− δᵀQ2δ (30)

Using the assumption of the positive definiteness of the solutions of the Equations (9)
and (10),

V̇(∆, δ, L, ρ, Kᵀ, t) = (Ax∗ + Bε̃)ᵀN3(Ax∗ + Bε̃)− tr
{

L̃ᵀ(t)S(t)L̃(t)
}
− ∆ᵀQ1∆− δᵀQ2δ (31)

Let define the vectors z and z̃ as

z :=
[

∆
δ

]
(32)

z̃ := Ax∗ + Bε̃ (33)

From the last definitions, (31) becomes

V̇(z, L, Kᵀ, t) = z̃ᵀN3z̃− tr
{

L̃ᵀ(t)S(t)L̃(t)
}
− zᵀQ3z (34)

with

Q3 :=
[

Q1 0
0 Q2

]
(35)

Using the Rayleigh inequality

V̇(z, L, Kᵀ, t) ≤ −λmin(Q3)‖z‖2 − tr
{

L̃ᵀ(t)S(t)L̃(t)
}
+ λmax(N3)‖z̃‖2 (36)

Let us introduce the auxiliary term θ ∈ (0, 1). Rewriting (36),

V̇(z, L, Kᵀ, t) ≤− (1− θ)λmin(Q3)‖z‖2 − θλmin(Q3)‖z‖2−
− tr

{
L̃ᵀ(t)S(t)L̃(t)

}
+ λmax(N3)‖z̃‖2 (37)

Then,

V̇(z, L, Kᵀ, t) ≤ −(1− θ)λmin(Q3)‖z‖2 − tr
{

L̃ᵀ(t)S(t)L̃(t)
}
< 0;

for all ‖z‖2 ≥ λmax(N3)‖z̃‖2

θλmin(Q3)

From the last expression and using Definition 4.6 from [54], it is proven that the
tracking and estimation errors are uniformly ultimately bounded.

4. Case Study: A Two Degrees of Freedom Solar Tracker

Consider a two degrees of freedom solar tracking system in an azimuthal elevation
configuration, the axis representation of which is given in Figure 2. The frames {0}, {1},
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and {2} denote the inertia, the azimuth link, and the end effector frame, respectively.
Variables mi, Ii = diag{Ixi, Iyi, Izi} stand for the mass and Inertia tensor of the i− th link
(it is assumed to be diagonal since the links are assumed to besymmetric with respect to
their center of mass). ḡ denotes the gravity vector, lcmi is the distance from the previous
frame (i− 1) to the center of mass of the i− th link, and li is the length of the i− th link,
respectively.

Figure 2. Schematic of the robotic system.

Using the Euler Lagrange procedure, the dynamic model of the system in the form (1)
is given as follows [55]:[

d11(q2) 0
0 d22

][
q̈1
q̈2

]
+

[
c11(q2, q̇2) c12(q2, q̇1)
c21(q2, q̇1) 0

][
q̇1
q̇2

]
+

[
0

g2(q2)

]
=

[
u1
u2

]
(38)

d11(q2) :=
(

m2l2
cm2 + Iy2

)
cos2(q2) + Ix2 sin2(q2) + Iy1

d22 := m2l2
cm2 + Iz2

c11(q2, q̇2) := cos(q2) sin(q2)
(

m2l2
cm2 + Iy2 − Ix2

)
q̇2

c12(q2, q̇1) :=
(

Ix2 − Iy2 −m2l2
cm2

)
cos(q2) sin(q2)q̇1

c21(q2, q̇1) := −c12(q2, q̇1)

g2(q2) := m2grlcm2 cos(q2)

where gr stands for the gravity constant.
Let define the variables xa =

[
xa1 xa2

]ᵀ :=
[
q1 q2

]ᵀ, xb =
[
xb1 xb2

]ᵀ :=
[
q̇1 q̇2

]ᵀ.
Then, the system (38) can be expressed as the class of systems (2) as follows:

ẋa = xb (39)

ẋb = f (x) + G(xa)u (40)

where
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f (x) =

−
1

d11(xa2)
[c11(xa2, xb2)xb1 + c12(xa2, xb1)xb2]

− 1
d22

[c21(xa2, xb1)xb1 + g2(xa2)]

,

G(xa) =


1

d11(xa2)
0

0
1

d22


4.1. System and Control Parameters

Since system (38) satisfies the class of systems to be controlled by the adaptive scheme (13),
for this application, the following conditions were proposed:

• The parameters of the robotic system are provided in Table 1.

Table 1. Physical parameters of the robotic system.

Parameter Value

l1 100 mm
l2 120 mm

lcm1 61 mm
lcm2 104 mm
m1 0.908 Kg
m2 0.290 Kg
Iy1 0.01 g·mm2

Ix2 0.04 g·mm2

Iy2 0.01 g·mm2

Iz2 0.95 g·mm2

gr 9.81 Kg·m/s2

• The reference trajectory is defined by the Cooper’s algorithm [56], given by

δr = 23.45◦ sin
(

360
(

284 + n
365

))
q∗2 = arcsin(cos(φr cos(δr) cos(σr)) + sin(φr) sin(δr))

q∗1 = arccos
(

sin(q∗1) sin(φr)− sin(δr)

cos(q∗2) cos(φr)

)
where σr = (12− t)(15◦), δr is the solar declination, φr, Lrc are the longitude and
latitude coordinates of the robot, n is the day number (1 < n < 365), and σr denotes
the hour angle. In this case, n = 93, φr = −99.12◦, Lrc = 19.12◦. The time interval, t,
was set to be from 8 a.m. to 8 p.m.

• The controller gain parameters were set to be

l1 = 0.1; Kᵀ =

[
69 0 0.9 0
0 69 0 0.9

]
;

(L∗)ᵀ =

[
400 0 1.4× 104 0
0 400 0 4.5× 104

]
The choice of L∗, l1, Kᵀ was in the context of a set of a model matching with two
decoupled, stable, second-order linear model references of the form s2 + 2ζiωnis+ω2

ni,
i = 1, 2, ζi, ωni > 0. That is,
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Kᵀ =

[
2ζ1cωn1c 0 ω2

n1c 0
0 2ζ2cωn2c 0 ω2

n2c

]
(L∗)ᵀ = l1

[
2ζ1oωn1o 0 ω2

n1o 0
0 2ζ2oωn2o 0 ω2

n2o

]
where ζ1c = ζ2c = 36.3662, ωn1c = ωn2c = 0.9487, ζ1c = ζ2c = 0.5345, ωn1c = ωn2c =
37.4166. This choice can be enhanced by optimization procedures [57], but this aspect
is out of the scope of this work and will be considered in future research.

4.2. Numerical Results

To assess the behavior of the proposed controller, the trajectory tracking test was
carried out in two conditions: without external disturbance and with a load on the end
effector. Besides, in order to compare the results against reported active disturbance
rejection controllers, two approaches were used for the test:

• A linear active disturbance rejection controller with an extended state observer was
proposed [47];

• An adaptive active disturbance rejection control with disturbance approximation
based on a linear state space combination (ASSC) [49].

Two different tests were carried out. The first test considered the robotic system
without external disturbances, where the non-modeled dynamics were the only variable
to compensate. The second test involved the application of a disturbance load of chaotic
nature taken from the first state of a Chen system [58] with a normalization factor of 0.01.
The observer injection gains of the LADRC were set such that the linear dominant dynamics
were of the form (s2 + 2ζaiωanis+ω2

ani)(s+ pai), i = 1, 2 with ζa1 = ζa21, ωan1 = ωan2 = 14,
pa1 = pa2 = 0.5, and the control gains of the LADRC were set to match the linear stable
dynamics of the form s2 + 2ζaciωacnis + ω2

acni, with ζac = ζac2 = 0.08, ωacn1 = ωacn2 = 120.
In the case of the ASSC, the same parameters as the proposal in both the controller and
observer were used. Figure 3 shows the trajectory tracking error of the proposals for
the unperturbed case. Notice that the LADRC achieves a smaller error but the adaptive
proposals keep a competitive error bound in the context of solar tracking applications.
Figure 4 depicts the effect of the disturbance in the controllers; in this case, the LADRC is
shown to be more robust than the other schemes. However, this action demands a larger
energy consumption, as shown in Figures 5–8. The aggressive behavior of the control
inputs in the LADRC, as shown in Figures 5 and 6, implies larger amplitude values, in
contrast with the proposal. Figures 7 and 8 depict the energy consumption per actuator.
Notice that the LADRC has around a five times larger consumption with respect to the
proposal. The ASSC has a larger energy consumption (to a lesser extent) with respect to
the proposal, which may be caused by the improvement in the generalized disturbance
input. Finally, a cost function of the form

J(x, x̂) =
∫ t

0
‖∆(τ)‖2dτ

is proposed to assess the quality of the state estimation by the observers. The behavior of
the estimation error in the three cases denotes an ultimate bound behavior, which shows
that the three strategies achieve good estimation results; in the case of the LADRC, it has
the largest growing rate, which can be related to the high-gain nature, which has good
results but some fluctuations that are accumulated in the integral term. Even so, the three
schemes are, in general, good choices in the tracking task, and the proposal shows good
estimation/tracking results and low energy consumption, and the LADRC shows the best
robustness of the evaluated strategies. State estimation as Figure 9.
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Figure 3. Tracking error behavior comparison (non-disturbed case) for azimuthal axis (q1) and
elevation axis (q2). LADRC stands for linear active disturbance rejection control and ASSC for
adaptive state space combination.

Figure 4. Tracking error behavior comparison (disturbed case) for azimuthal axis (q1) and elevation
axis (q2). LADRC stands for linear active disturbance rejection control and ASSC for adaptive state
space combination.
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Figure 5. Control input behavior comparison (non-disturbed case).

Figure 6. Control input behavior comparison (disturbed case).
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Figure 7. Energy consumption per actuator (unperturbed case).

Figure 8. Energy consumption per actuator (perturbed case).
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Figure 9. Performance index behavior of the state estimation. The graphics on the left side denote
the case without disturbance and the graphics on the right side show the performance in presence
of disturbance.

4.3. Experimental Results

Figure 10 shows the experimental robotic platform, whose parameters are listed in
Table 1 and Figure 11 shows a general block diagram of the experimental platform including
the user interface and the embedded system. The robotic system was actuated by means of
two DC motors (Dongzen model 28JX20K139G/2838-1250S), with a nominal power of 2.9 W
(12 V, 0.24 A), a geared transmission with a gear ratio of 1:139, and nominal torque of 9 Nm.
The position sensors were incremental encoders with 1440 pulses per revolution. This
information was sent to the microcontroller and decoded by means of two digital inputs
implementing a gray code reading routine. The main control algorithm was programmed
in a PC through the Waijung blockset simulink interface [59] and implemented through a
STM32 Nucleo-F411RE microcontroller. The control law was implemented in the actuators
by a PWM signal applied through a motor driver pololu model VNH5019. The numerical
method used to implement the control was a fourth-order Runge–Kutta method with
a sample time of 1 ms. In this case, the external disturbance η(t) was due to the end
effector consisting of a luminosity sensor with a nominal mass value of 0.12 Kg, which was
not considered in the mathematical model, and the external wind load which presented
variations from 0 to 12 Km/h according to the local weather report. Both signals were
assumed as unknown external disturbances.

Figure 12 shows the tracking results for the azimuthal axis while Figure 13 shows
the respective results for the elevation axis; the figures include the desired and actual
trajectories and the error evolutions (with absolute bounds around 0.5 degrees). In order to
assess the energy consumption with respect to the existing control approaches, a PID control
was tuned such that it reached similar tracking results (see Figures 14 and 15 to observe
the tracking behavior); then, the energy consumption of the controllers was measured
to evaluate if there was an energetic consumption advantage of the proposed controller.
To measure the controller energy during the tracking task, an HER-423 Wattmeter was
used for the complete cycle, with the following results: for the adaptive controller, the
azimuthal axis expenditure was 95.35 Wh, and for the elevation angle, the expenditure
was 94.68 Wh. That is, the total control consumption was 189.46 Wh. In the same test, the
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energy consumption of the PID control for the azimuthal axis was 104.65 Wh, and for the
elevation axis, the energy consumption of the control actions was 105.88 Wh, leading to a
total energy consumption of 210.53 Wh. That is, the proposal achieves about a 10% energy
saving with respect to a high-gain controller. Finally, Figures 16 and 17 show the time
varying behavior of the observer gains associated with the azimuthal and elevation axes.

l1

q2

q1

x0 y0

z0

x1

lc
m
1

cm2

cm1

z1

Figure 10. Experimental test bed of the solar tracking system.

Figure 11. Block diagram of the experimental robotic system.

From the numerical and experimental results, the following advantages and draw-
backs of the strategy can be stated:

• As advantages, the proposal provides low energy consumption, achieving acceptable
results in trajectory tracking for solar tracking. It showed low energy consumption
with respect to both classic PID control and robust control of the LADRC nature.
The adaptation rule is suitable for an implementation in embedded systems, which
ensures low energy consumption in contrast with other strategies that are tested in
a PC-based controller. The adaptive nature of the system may be suitable for noisy
measurements with respect to high-gain state estimators.

• As possible drawbacks, even when the proposed tuning process is of the same nature
as the classic PID and LADRC controllers, the process is not as natural as the former
controllers. The robustness of the scheme is lower than that shown by the LADRC,
but in the case of solar trackers, the mechanism design can contribute to avoiding
aggressive robust actions. Besides, even when the system was successfully imple-
mented in an embedded processor, the computational cost of the scheme was larger
in comparison to classic schemes.
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Figure 12. Tracking behavior for the azimuthal axis.
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Figure 13. Tracking behavior for the elevation axis.
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Figure 14. Tracking behavior for the azimuthal axis (PID control).
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Figure 15. Tracking behavior for the elevation axis (PID control).
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Figure 16. Observer gain behavior for the azimuthal axis injection.
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Figure 17. Observer gain behavior for the elevation axis injection.

5. Conclusions

The proposed controller is a robust, low energy consuming alternative for trajectory
tracking control in solar tracking systems, but the general structure allows this approach
to be implemented in a general family of robotic systems modeled by Euler Lagrange
equations. Besides, this approach respects the multivariable nature of the system, which
is suitable for low gear ratio transmissions. Future implementations are planned for
other robotic structures for solar tracking systems such as parallel configurations. On
the other hand, the proposed class of controllers can be used for mobile robots which
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need low energetic cost controls in order to improve their global autonomy, enhancing the
operation time.
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