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Abstract: The asymptotic behavior of the residual lifetime of the system and its characteristics are
studied for the main distributions of reliability theory. Sufficiently precise and simple conditions
for the domain of attraction of the exponential distribution are proposed, which are applicable for
a wide class of distributions. This approach allows us to take into account important information
about modeling the failure-free operation of equipment that has worked reliably for a long time. An
analysis of the domain of attraction for popular distributions with “heavy tails” is given.

Keywords: Weibull–Gnedenko distribution; residual lifetime; domain of attraction; GG distribution;
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1. Introduction

The exponential distribution is widely used in reliability theory. It is well known that
exponential distribution and the distribution of the residual lifetime have the property of
being memoryless. However, usually the memoryless property (which is equivalent to the
absence of ageing or wearing) does not agree with physical realities. Typical distributions
that describe the service life of aging equipment are, for example, the Weibull–Gnedenko
distributions and the gamma distribution. If the lifetime of pump submersible equip-
ment [1] lasts long and is modeled by the Weibull–Gnedenko distribution, then it behaves
asymptotically as if not ageing. A natural question arises about the set of equipment’s
lifetime distributions such that the normalized residual lifetime distributions asymptoti-
cally have the property of being memoryless. This article provides fairly simple sufficient
conditions for such a class of distributions.

Let X be a non-negative random variable with probability distribution F. Consider
the random variable Xt = (X− t|X > t ), which is called the residual life time (remaining
useful life) with distribution Ft and distribution tail

Pt(x) = 1− Ft(x) = P(X− t > x|X > t).

The mathematical expectation of random variable Xt, i.e., the function of the average
residual time before failures (MRL), is defined as follows:

µ(t) = M(X− t|X > t ) =

+∞∫
t

P(x)dx

P(t)
,

where P(x) = 1− F(x) is the reliability function.
Consider the problem of asymptotic behavior of the residual lifetime distribution (tail

distribution). For each limit distribution G, de Haan [2] determines the domain of residual
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lifetime attraction. The domain consists of all distribution functions F for which there is a
normalizing function a such that a weak limit of the following:

lim
t→∞

Ft(xa(t)) = G(x) (1)

exists. The possible limit types (see [3]) are as follows:

Π(x) = 1− e−x, x ≥ 0

and the following is the case.

Γα(x) = 1− (1 + x)−α, x ≥ 0.

What is domain of residual lifetime attraction of exponential tail Π(x)? Thus, it is
necessary to find conditions for the distribution for which there is a continuous function
a(t) such that a weak convergence of the distribution tails takes place.

P
(

X− t
a(t)

> x|X > t
)
→ e−x, t→ +∞.

The function a(t) was obtained by de Haan [2], who proved that one can take the mean
residual time of µ(t) as a(t) for distribution F(x) < 1 for all x.

Remark that the notion of the domain of residual lifetime attraction is closely related
to the theory of the classical extreme values [3]. Gnedenko (1943) determined the concept
of “the domain of attraction” in extreme value theory. Since then, there was a real boom in
the investigation of this field (see the Introduction by R. L. Smith in [4]).

The paper is organized as follows. In Section 2, we formulate the necessary and
sufficient conditions by Balkema de Haan and the corresponding result for the Weibull–
Gnedenko distribution. In Section 3, we formulate and prove the main results . We
derive asymptotics for the coefficient of variation and prove the sufficient condition for
describing the domain of residual lifetime attraction. In Section 4, we consider the problem
of domain of attraction for GG distribution, log-normal distribution, Burr distribution
and LG distribution. We prove also asymptotics for mean residual lifetime and residual
variance for LG distribution.

2. Necessary and Sufficient Conditions of the Domain of Residual Life Time Attraction

There is a complete description of the structure of domain of residual lifetime attraction.
The criterion Balkema de Haan (see [3] , Theorem 8) is as follows:

lim
t→+∞

cv(t) = lim
t→+∞

σ(t)
µ(t)

= 1 (2)

which provides the necessary and sufficient conditions for determining the domain of the
residual lifetime attraction of the limiting exponential distribution. Earlier, the relationship
between the asymptotic behavior of the distribution tails and the convergence of the first
moments has been studied by Meilijson [5].

The authors of [6] obtained asymptotics of the mean residual life, residual variance
and coefficient of variation for a Weibull–Gnedenko distribution with scale α and shape β
parameters.

cv(t) =
σ(t)
µ(t)

= 1 + 1−β

β(αt)β + o
(

1
tβ

)
, α > 0, β > 0, t→ +∞.

These formulas and criterion (2) provide the necessary and sufficient conditions to
belong to the domain of residual lifetime attraction for Weibull–Gnedenko distribution for
all α > 0, β > 0. Thus, it is established that the Weibull–Gnedenko distribution including
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those with a heavy tail 0 < β < 1 belongs to the domain of residual lifetime attraction of
the exponential distribution.

Note that the application of criterion of Balkema de Haan (2) is complicated by difficult
calculations of the asymptotics of the moments. In extreme value theory, there exist known
sufficient conditions that were obtained by von Mises [7]. It is of considerable interest to
have convenient sufficient conditions for distribution functions that belong to the domain
of residual lifetime attraction of the limit distribution. A convenient sufficient condition
for a general class of distributions is presented in the next section. We will prove that
the region of attraction of the residual lifetime is characterized by the derivatives of the
logarithms of the distribution tail and distribution density. These conditions facilitate the
distribution’s examination.

3. Main Results

Theorem 1. Let X be a random variable with a distribution function F, positive density f (t) =
F′(t), t ≥ t0 and hazard rate function

h(t) = f (t)/(1− F(t)),

then the asymptotics for the coefficient of variation exists and the following is the case.

lim
t→+∞

(cv(t))
2 = lim

t→+∞
h(t)

+∞∫
t

dx
+∞∫
x

(1− F(ξ))dξ

+∞∫
t

(1− F(x)) dx
. (3)

Proof. By using the following formulas:

µ(t) =

+∞∫
t

(1− F(x))dx

1− F(t)
, (4)

σ2(t) =
2

1− F(t)

+∞∫
t

(1− F(x)) · µ(x)dx− µ2(t) (5)

we have the following case.

(cv(t))
2 =

σ2(t)
µ2(t)

= 2 ·

+∞∫
t

(1− F(t))µ(x)dx

(1− F(t)) · µ2(t)
− 1

= 2 ·
+∞∫
t

(1− F(x))µ(x)dx/

(1− F(t)) ·

(
+∞∫
t

(1− F(x))dx

)2

(1− F(t))2

 − 1

= 2 ·
(1− F(t)) ·

+∞∫
t

(1− F(x))µ(x)dx(
+∞∫
t

(1− F(x))dx

)2 − 1.
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By L’Hopital’s formula, we calculate the following limit.

lim
t→+∞

(1− F(t)) ·
+∞∫
t

(1− F(x))µ(x)dx(
+∞∫
t

(1− F(x))dx

)2 =

= lim
t→+∞

−F′(t) ·
+∞∫
t

(1− F(x))µ(x) dx + (1− F(t)) · (−(1− F(t))µ(t))

−2
+∞∫
t

(1− F(x))dx · (1− F(t))

= lim
t→+∞

F′(t)
+∞∫
t

(1− F(x))µ(x)dx + (1− F(t))2 · µ(t)

2 · (1− F(t))
+∞∫
t

(1− F(x))dx

= lim
t→+∞

1
2
·

F′(t)
+∞∫
t

(1− F(x))µ(x)dx + (1− F(t))
+∞∫
t

(1− F(x))dx

(1− F(t))
+∞∫
t

(1− F(x))dx
.

The statement follows from above and equation (1− F(x))µ(x) =
+∞∫
x

(1− F(ξ)) dξ.

lim
t→+∞

(cv(t))
2 = 2 · 1

2
· lim

t→+∞

 f (t)
1− F(t)

·

+∞∫
t

(1− F(x))µ(x)dx

+∞∫
t

(1− F(x))dx
+ 1

− 1

= lim
t→+∞

h(t) ·

+∞∫
t

(1− F(x))µ(x)dx

+∞∫
t

(1− F(x))dx
= lim
t→+∞

h(t)

+∞∫
t

dx
+∞∫
x

(1− F(ξ))dξ

+∞∫
t

(1− F(x))dx
.

Next, we use the asymptotic of integrals with a variable lower limit (see Theorem 2.6 [8]):

+∞∫
t

f (x)e−S(x)dx ∼ f (t)
S′(t)

e−S(t), (t→ +∞), (6)

where functions f (x) and S(x) satisfy the following conditions:

A1. f (x) ∈ C1, S(x) ∈ C2, S′(x) > 0, S(+∞) = +∞; (7)

A2. S′′(x) = o(S′2(x)), x → +∞; (8)

A3. f (x) > 0, x ≥ 0;
f ′(x)
f (x)

= o(S′(x)), x → +∞, (9)

and C1 and C2 are classes of the continuously differentiable and twice continuously differ-
entiable functions, respectively. We will derive the domain of attraction for exponential
distribution by Theorem 1 and asymptotics (6).
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Theorem 2. Let X be a random variable with a distribution function F, F(0) = 0, positive density
f (t) = F′(t), t ≥ t0, f (t) ∈ C1 and hazard rate function h(t) = f (t)/(1− F(t)) , h(t) ∈ C1 ,
+∞∫
0

h(x)dx =+ ∞.

Distribution function F belongs to the domain of residual life time attraction of the exponential
distribution if the following is the case.

(ln f (t))′ ∼ (ln(1− F(t)))′, t→ +∞. (10)

Proof. Condition F(0) = 0 implies the following.

F(t) = 1− e−Λ(t), Λ(t) =
t∫

0

h(x)dx. (11)

By Theorem 1 and asymptotics (6), we have the following.

lim
t→+∞

(cv(t))
2 = lim

t→+∞
h(t) ·

+∞∫
t

dx
+∞∫
x

(1− F(ξ))dξ

+∞∫
t

(1− F(x))dx

= lim
t→+∞

h(t) ·

+∞∫
t

dx
+∞∫
x

e−Λ(ξ)dξ

+∞∫
t

e−Λ(x)dx

= lim
t→+∞

h(t) ·

+∞∫
t

e−Λ(x)

h(x) dx

e−Λ(t)

h(t)

= lim
t→+∞

h(t) ·
1

(h(t))2 e−Λ(t)

e−Λ(t)

h(t)

= 1.

We examine condition A2. From (10), the following is the case.

1 = lim
t→+∞

(ln f (t))′

(ln P(t))′
= lim

t→+∞

f ′(t)
f (t)

· P(t)
P′(t)

= − lim
t→+∞

f ′(t)
f (t)

· P(t)
f (t)

.

Hence, from the following:

h′(t)
h2(t)

=
f ′(t)(1− F(t)) + f 2(t)

f 2(t)
= 1 +

f ′(t)(1− F(t))
f 2(t)

→ 0, t→ +∞,

we obtain the following case:

h′(t) = o(h2(t)), t→ +∞. (12)

It is easy to see that the verification of condition (9) reduces to the verification
of (12).

4. Examples
4.1. Exponential Distribution

The probability density function is f (t) = λe−λt, and the cumulative distribution
function is F(t) = 1− e−λt. By Theorem 2, the following is the case.

lim
t→+∞

(ln f (t))′

(ln(1− F(t)))′
= lim

t→+∞

−λ

−λ
= 1.
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The exponential distribution belongs to its own domain of residual lifetime attraction
for λ > 0 .

4.2. Generalized Gamma Distribution (GG Distribution)

The probability density function (PDF) and the corresponding cumulative distribution
function (CDF) are given by the following:

f (x) =

(
p
ad

)
xd−1e−(

x
a )

p

Γ
(

d
p

) , F(x) =
γ
(

d
p ,
( x

a
)p
)

Γ
(

d
p

) , a > 0, p > 0, d > 0, (13)

where γ(s, x) =
x∫
o

ts−1e−tdt is the lower incomplete gamma function, and Γ(·) denotes

complete gamma function. The generalized gamma distribution is extremely useful for
parametric models in survival analysis. This distribution is introduced by Stacy [9] as
containing both the gamma distribution and the Weibull–Gnedenko distribution (d = p).
We use the sufficient condition (10) of Theorem 2. Let a = 1. It is easy to derive by using
asymptotic (6).

(ln(1− F(x)))′

=
−e−xp · xp

(
d
p−1

)
· pxp−1

+∞∫
xp

e−t · t
d
p−1dt

∼ −e−xp · xd−p · pxp−1

e−xp · xd−p = −pxp−1, x → +∞.

Thus, the following is the case.

lim
x→+∞

(ln f (x))′

(ln(1− F(x)))′

= lim
x→+∞

(
ln p + (d− 1) ln x− xp − ln Γ

(
d
p

))′
(

ln
+∞∫
xp

e−t · t
d
p−1dt− ln Γ

(
d
p

))′

= lim
x→+∞

d−1
x − pxp−1

−pxp−1 = 1.

Then, the condition of Theorem 2 for the generalized gamma distribution is fulfilled.
Theorem 2 yields that the GG distribution belongs to the domain of residual lifetime
attraction of the exponential distribution.

4.3. Log-Normal Distribution

The log-normal distribution is commonly and widely used in the description of
natural growth processes in biology, medicine, chemistry, social sciences and demographics
and scientometrics. With respect to the reliability theory, this distribution is applied for
modelling times to repair a maintainance system and internet traffic. The PDF of the
log-normal distribution can be written as follows.

f (x) =
1

xσ
√

2π
e−

(ln x−µ)2

2σ2 .
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Let µ = 0, σ = 1. Then, the following is the case.

f (x) =
α

x
e−

(ln x)2
2 , 1− F(x) = α ·

+∞∫
ln x

e−
t2
2 dt, α =

1√
2π

.

We use the well-known relation for the tail of the standard normal distribution function.

1−Φ(u) ∼ ϕ(u)
u

, u→ +∞.

This implies the following.

+∞∫
ln x

e−
t2
2 dt ∼ −e−

(ln x)2
2

ln x
, x → +∞;

Thus, the following is the case.

(ln(1− F(x)))′ =
−e−

(ln x)2
2

x ·
+∞∫
ln x

e−
t2
2 dt
∼ −e−

(ln x)2
2

x · e−
(ln x)2

2

· ln x = − ln x
x

, x → +∞.

Then, one can join the equations of the following:

(ln f (x))′ =
(

ln α− ln x− 1
2
(ln x)2

)′
= − 1

x
− ln x

x

and we obtain sufficient condition (10).

(ln f (x))′ ∼ (ln(1− F(x)))′, x → +∞.

4.4. Burr Distribution

We consider the Burr type XII distribution (see [10]). The random variable X is said to
have the Burr-distribution if its probability density function and cumulative distribution
function are given by the following.

f (t) =
ck · tc−1

(1 + tc)k+1 , F(t) = 1− 1

(1 + tc)k , c > 0, k > 0, t ≥ 0.

This distribution is used in many areas such as reliability, biology, engineering, applied
statistics and econometrics.

Let us check condition of Theorem 2 . Since the following is the case:

ln f (t) = ln ck + (c− 1) ln t− (k + 1) ln(1 + tc);

(ln f (t))′ = (c− 1)/t− (k + 1)ctc−1/(1 + tc);

ln(1− F(t)) = −k ln(1 + tc);

(ln(1− F(t)))′ = −kctc−1/(1 + tc);

then, the following obtains.

(ln f (t))′

(ln(1− F(t)))′
=

k + 1
k
− c− 1

kc
· 1 + tc

tc → 1 +
1
kc
6= 1, t→ +∞.

The sufficient condition is not fulfilled.
Let us check the criterion of Balkema de Haan (2) for the coefficient of variation (3).
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We have the following case.

h(t) =
f (t)

1− F(t)
=

ck · tc−1 · (1 + tc)k

(1 + tc)k+1 =
ck · tc−1

1 + tc .

It is obvious that the following is the case:

+∞∫
t

(1− F(x))dx =

+∞∫
t

dx

(1 + xc)k ∼
+∞∫
t

dx
xck , t→ +∞, ck > 1;

+∞∫
t

x−ckdx =
x−ck+1

−ck + 1

∣∣∣∣∣
+∞

t

=
−1

1− ck
· 1

tck−1 =
1

ck− 1
· 1

tck−1 ;

consequently, the following obtains:

+∞∫
t

dx
+∞∫
x

(1− F(ξ))dξ ∼
+∞∫
t

dx
(ck− 1)xck−1 =

1
ck− 1

+∞∫
t

x1−ckdx =

=
1

(ck− 1)
· x−ck+2

−ck + 2

∣∣∣∣∣
+∞

t

=
1

(ck− 1)(ck− 2)
· 1

tck−2 , t→ +∞

for ck− 2 > 0. Whence by Theorem 1, the following is the case.

lim
t→+∞

(cv(t))
2 = lim

t→+∞

h(t) ·
+∞∫
t

dx
+∞∫
x

(1− F(ξ))dξ

+∞∫
t

(1− F(x))dx

= lim
t→+∞

(
ck · tc−1

1 + tc ·
1

(ck− 1)(ck− 2)tck−2

)
÷
(

1
ck− 1

· 1
tck−1

)
= lim

t→+∞

ck · tc−1

tc · tck−1

(ck− 2)tck−2−1 = lim
t→+∞

ck · t−1

(ck− 2) · t−1 =
ck

ck− 2
6= 1.

Thus, the Burr distribution does not belong to the domain of residual lifetime attraction
of the exponential distribution and is contained in the region of residual attraction lifetime
of the power-law distribution Γα(·) (see [3]).

4.5. Log-Gamma Distribution (LG Distribution)

The logarithmic gamma distribution is widely used in hydrology and in the anal-
ysis of system reliability. For example, according to the recommendation of the United
States Water Resources Council (W.R.C.), this distribution is the official method for pre-
dicting flood intervals. The two-parameter gamma distribution has the following PDF and
reliability function.

f (x) =
αβ

Γ(β)
(ln x)β−1 · x−α−1

1− F(x) =
αβ

Γ(β)

+∞∫
x

(ln t)β−1 · t−α−1dt,

α > 0, β > 0, x > 1.
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We use sufficient condition (10) of Theorem 2. It is evident that the following is
the case.

(ln f (x))′ =
(

ln
(

αβ

Γ(β)

)
+ (β− 1) ln(ln x)− (α + 1) ln x

)′
=

β− 1
x ln x

− α + 1
x

;

(ln(1− F(x)))′ =

ln
(

αβ

Γ(β)

)
+ ln

+∞∫
x

(ln t)β−1 · t−α−1dt

′ = −(ln x)β−1 · x−α−1

+∞∫
x

(ln t)β−1 · t−α−1dt
.

We obtain the following by using the transformation z = ln t and asymptotics (6):

+∞∫
x

(ln t)β−1 · t−α−1dt =
+∞∫

ln x

zβ−1e−αzdz ∼ (ln x)β−1

α
x−α, x → +∞

and the following is the case.

(ln(1− F(x)))′ ∼ −α

x
, x → +∞.

In this case, the following is obtained:

(ln f (x))′

(ln(1− F(x)))′
∼ α + 1

α
− β− 1

α ln x
→ α + 1

α
6= 1, x → +∞,

and we cannot apply Theorem 2.

Theorem 3. Let X be a random variable with the two-parameter log-gamma distribution, then
∀α > 2, ∀β > 0 and the asymptotic expansion of MRL function is as follows.

µ(t) =
t

α− 1
·
[

1 +
(α− 1)(β− 1)

αt
+ O

(
1
t2

)]
, t→ +∞; (14)

The asymptotic expansion of residual variance is as follows.

σ2(t) =
t2

(α− 1)2 ·
[

α

α− 2
+

2(β− 1)
t

+ O
(

1
t2

)]
, t→ +∞. (15)

Proof. By using the transformation z = αln t and asymptotic expansion 8.357 (see [11]) of
the upper incomplete gamma function, we obtain the following:

1− F(x)

=
αβ

Γ(β)
· 1

α
(ln x)β−1 · x−α ·

[
1 +

β− 1
x

+
(β− 1)(β− 2)

x2 + O
(

1
x3

)]
, x → ∞; (16)

and the following is the case.

+∞∫
t

(1− F(x))dx

=
αβ

Γ(β)
·

 +∞∫
t

(ln x)β−1 · x−αdx + (β− 1)
+∞∫
t

(ln x)β−1 · x−α−1dx + · · ·

.
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We may denote the following.

I1 =

+∞∫
t

(ln x)β−1 · x−αdx, I2 = (β− 1)
+∞∫
t

(ln x)β−1 · x−α−1dx, . . . .

In addition, by expansion 8.357 from Reference [11], we have the following.

I1 =
1

α− 1
(ln t)β−1 · t−α+1 ·

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + O
(

1
t3

)]
, t→ +∞, (17)

I2 =
1
α
(ln t)β−1 · t−α ·

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + O
(

1
t3

)]
, t→ +∞. (18)

Therefore, the following obtains.

+∞∫
t

(1− F(x))dx

=
αβ

Γ(β)
· (ln t)β−1 · t−α ·

[
1

α− 1
t
(

1 +
A
t
+

B
t2 + · · ·

)
+

β− 1
α

(
1

α− 1
t
(

1 +
A
t
+

B
t2 · · ·

))
+

(β− 1)(β− 2)
(α + 1)t

(
1 +

A
t
+

B
t2 · · ·

)]

=
αβ

Γ(β)
(ln t)β−1 · t−α ·

[
t

α− 1
+

β− 1
α− 1

+
(β− 1)(β− 2)

(α− 1) · t + · · ·

+
β− 1

α
+

(β− 1)2

α · t +
(β− 1)2 · (β− 2)

α · t2 + · · ·

+
(β− 1)(β− 2)

(α + 1) · t +
(β− 1)2(β− 2)

(α + 1) · t2 +
(β− 1)2(β− 2)2

(α + 1) · t3 + · · ·
]

=
αβ

Γ(β)
· (ln t)β−1 · t−α ·

[
t

α− 1
+ (β− 1)

(
1
α
+

1
α− 1

)

+(β− 1)
(

β− 2
α− 1

+
β− 1

α
+

β− 2
α + 1

)
· 1

t

+
1
t2 (β− 1)2(β− 2)

(
1
α
+

1
α + 1

)
+ · · ·

]
.

Then, Equation (4) and the relation of the following:

1 + a1x + a2x2 + a3x3 + · · ·
1 + b1x + b2x2 + b3x3 + · · ·

= 1 + (a1 − b1)x + (a2 − (b1c1 + b2))x2 +
(

a3 −
(

b1c2 + b2c1 + b3
))

x3 + · · ·

imply asymptotics µ(t):

µ(t) =
t

α− 1
·
[

1 +
Ã
t
+

B̃
t2 + O

(
1
t3

)]
, t→ ∞, (19)
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where the following is the case.

Ã =
(α− 1)(β− 1)

α
, B̃ = (β− 1)(β− 2)

2− (α− 1)2

α2 − 1
. (20)

Following these procedures, one is able to prove (15) (see Appendix A).

Similarly, from (14) and (15), the following is the case.

Corollary 1. For the two-parameter log-gamma distribution α > 2, β > 0, the following holds.

lim
t→∞

(cv(t))
2 = lim

t→∞

σ2(t)
µ2(t)

=
α

α− 2
6= 1. (21)

Using this asymptotic, we find that necessary condition (2) for the log-gamma distri-
bution is not satisfied. Consequently, the log-gamma distribution does not belong to the
domain of residual life attraction of exponential distributions.

Remark 1. We have asymptotics for the hazard rate function of log-gamma distribution.

h(x) =
f (x)

1− F(x)
=

αβ

Γ(β)
(ln x)β−1 · x−α−1 ÷ αβ

Γ(β)

+∞∫
x

(ln t)β−1 · t−α−1dt

∼ αβ

Γ(β)
(ln x)β−1 · x−α−1 ÷ αβ

αΓ(β)
(ln x)β−1 · x−α =

α

x
, x → +∞.

Thus, there is the asymptotic of the following.

h(x) · µ(x)→ α

α− 1
6= 1, x → +∞.

This implies that the MRL function is not asymptotically inverse to the hazard rate function
(discussion in [12]).

5. Conclusions

The residual lifetime distribution is described in terms of the asymptotic behavior
residual mean and residual variance. We have proposed new sufficient conditions for
determining the domain of residual lifetime attraction. The usefulness of the proposed
conditions is illustrated by five examples of distributions. Explicit asymptotic expressions
are found for the mean and variance of residual lifetime log-gamma distribution.
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writing—review and editing, V.R. All authors have read and agreed to the published version of the
manuscript.
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Appendix A. Proof of the Expansion (15)

Proof. We shall derive expansion (15) by using the following known relationship.

σ2(t) =
2

1− F(t)

+∞∫
t

(1− F(x)) · µ(x)dx− µ2(t).

In accordance with (14), by computing the coefficients of expansion µ2(t), we obtain
the following:

µ2(t) =
t2

(α− 1)2

[
1 +

2Ã
t

+
2B̃ + Ã2

t
+ O

(
1
t3

)]
, t→ +∞,

where coefficients Ã and B̃ are defined by Formula (20). At the next juncture, we would
like to obtain the expansion of the first term of residual variance. Using (16) and (19), it can
be easily established for α > 2.

+∞∫
t

(1− F(x))µ(x)dx =

=
αβ−1

Γ(β)(α− 1)

 +∞∫
t

(ln x)β−1x−α+1dx +
(

β− 1 + Ã
) +∞∫

t

(ln x)β−1x−αdx+

+
(
(β− 1)Ã + (β− 1)(β− 2) + B̃

) +∞∫
t

(ln x)β−1x−α−1dx + · · ·

.

It is clearly similar to (17) and (18).

J1 =

+∞∫
t

(ln x)β−1x−α+1dx =
(ln t)β−1t−α+2

α− 2

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
]

;

J2 =

+∞∫
t

(ln x)β−1x−αdx =
(ln t)β−1t−α+1

α− 1

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
]

;

J3 =

+∞∫
t

(ln x)β−1x−α−1dx =
(ln t)β−1t−α

α

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
]

.

Then, the above expansions provide the following after some cumbrous algebra:

+∞∫
t

(1− F(x))µ(x)dx

=
αβ−1

Γ(β) · (α− 1)

[
J1 +

(
β− 1 + Ã

)
J2 +

(
(β− 1)Ã + (β− 1)(β− 2) + B̃

)
J3

]

=
αβ−1(ln t)β−1 · t−α

Γ(β) · (α− 1)

{
t2

α− 2
·
(

1 +
β− 1

t
+

(β− 1)(β− 2)
t2 + · · ·

)

+
(
(β− 1) + Ã

) t
α− 1

(
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
)
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+
(
(β− 1)Ã + (β− 1)(β− 2) + B̃

) 1
α

(
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
)}

=
αβ−1

Γ(β) · (α− 1)
(ln t)β−1 · t−α

[
t2

α− 2
+

(
β− 1
α− 2

+
(β− 1 + B̃)

α− 1

)
t

+
(β− 1)(β− 2)

α− 2
+

(β− 1 + Ã)

α− 1
(β− 1) +

(β− 1)Ã + (β− 1)(β− 2) + B̃
α

+ · · ·
]

.

σ2(t) =
2

1− F(t)

+∞∫
t

(1− F(x))µ(x)dx− µ2(t)

= 2 · αβ−1

Γ(β)(α− 1)
(ln t)β−1 · t−α+2

[
1

α− 2
+

(
β− 1
α− 2

+
β− 1 + Ã

α− 1

)
1
t

+

[
(β− 1)(β− 2)

α− 2
+

β− 1 + Ã
α− 1

(β− 1)

+
(β− 1)Ã +

(
(β− 1)(β− 2) + B̃

)
α

 1
t2 + · · ·


÷αβ−1

Γ(β)
(ln t)β−1 · t−α ·

[
1 +

β− 1
t

+
(β− 1)(β− 2)

t2 + · · ·
]

− t2

(α− 1)2

(
1 +

2Ã
t

+
2B̃ + Ã2

t2 + · · ·
)

=
2 · t2

(α− 1)(α− 2)

(
1 + (α− 2)

(
β− 1
α− 2

+
β− 1 + Ã

α− 1

)
1
t
+ γ(α− 2) · 1

t2 + · · ·
)

÷
(

1 +
β− 1

t
+

(β− 1)(β− 2)
t2 + · · ·

)

− t2

(α− 1)2

(
1 +

2Ã
t

+
2B̃ + Ã2

t2 + · · ·
)

=

=
2t2

(α− 1)(α− 2)
·
(

1 +

(
(α− 1)

(
β− 1
α− 2

+
β− 1 + Ã

α− 1

)
− (β− 1)

)
1
t

+

[
γ(α− 2)−

(
(β− 1) · α− 2

α− 1

(
β− 1 + Ã

)
+ (β− 1)(β− 2)

)]
1
t2 + · · ·

− t2

(α− 1)2

(
1 +

2Ã
t

+
2B̃ + Ã2

t2 + · · ·
)
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= t2

[
2

(α− 1)(α− 2)
− 1

(α− 1)2 +

(
α− 2
α− 1

·
(

β− 1 + Ã
)
− 2Ã

)
1
t

+

[
γ(α− 2)−

(
(β− 1) · α− 2

α− 1

(
β− 1 + Ã

)
+ (β− 1)(β− 2)

)]
1
t2 + · · ·

− t2

(α− 1)2

(
1 +

2Ã
t

+
2B̃ + Ã2

t2 + · · ·
)

= t2

[
2

(α− 1)(α− 2)
− 1

(α− 1)2 +

(
α− 2
α− 1

·
(

β− 1 + Ã
)
− 2Ã

)
1
t

+

(
γ(α− 2)− (β− 1)(α− 2)

α− 1
(

β− 1 + Ã
)

+(β− 1)(β− 2)−
(

2B̃ + Ã2
)) 1

t2 + · · ·
]

= t2
(

a +
b
t
+

c
t2 + O

(
1
t3

))
t→ +∞.

where the following is the case.

γ =
(β− 1)(β− 2)

α− 2
+

β− 1 + Ã
α− 1

(β− 1) +
(β− 1)Ã +

(
(β− 1)(β− 2) + B̃

)
α

,

By simplifying the above expressions, we obtain the following.

a =
2

(α− 1)(α− 2)
− 1

(α− 1)2 =
2(α− 1)− (α− 2)
(α− 12)(α− 2)

=
2α− 2− α + 2
(α− 12)(α− 2)

=
α

(α− 12)(α− 2)

=
2

(α− 1)2 (β− 1) ·
(

1 +
α− 1

α
− α− 1

α

)
=

2(β− 1)

(α− 1)2 ;

b =
α− 2
α− 1

·
(

β− 1 + Ã
)
− 2Ã

=
2

(α− 1)2 [β− 1] ·
(

1 +
α− 1

α
− α− 1

α

)
=

2(β− 1)

(α− 1)2 ;

c = γ(α− 2)− (β− 1)(α− 2)
α− 1

(
β− 1 + Ã

)
+ (β− 1)(β− 2)−

(
2B̃ + Ã2

)
.

Thus, the following is obtained.

σ2(t) = t2

(
α

(α− 1)2(α− 2)
+

2(β− 1)

(α− 1)2 ·
1
t
+ · · ·

)

=
t2

(α− 1)2

[
α

α− 2
+

2(β− 1)
t

+ · · ·
]

, t→ +∞.
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