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Abstract: Hot-rolled strip steel is widely used in automotive manufacturing, chemical and home
appliance industries, and its surface quality has a great impact on the quality of the final product.
In the manufacturing process of strip steel, due to the rolling process and many other reasons, the
surface of hot rolled strip steel will inevitably produce slag, scratches and other surface defects.
These defects not only affect the quality of the product, but may even lead to broken strips in the
subsequent process, seriously affecting the continuation of production. Therefore, it is important
to study the surface defects of strip steel and identify the types of defects in strip steel. In this
paper, a scheme based on ResNet50 with the addition of FcaNet and Convolutional Block Attention
Module (CBAM) is proposed for strip defect classification and validated on the X-SDD strip defect
dataset. Our solution achieves a classification accuracy of 94.11%, higher than more than a dozen
other compared deep learning models. Moreover, to adress the problem of low accuracy of the
algorithm in classifying individual defects, we use ensemble learning to optimize. By integrating the
original solution with VGG16 and SqueezeNet, the recognition rate of oxide scale of plate system
defects improved by 21.05 percentage points, and the overall defect classification accuracy improved
to 94.85%.

Keywords: hot rolled strip steel; deep learning; surface defects; defect classification

1. Introduction

Hot-rolled strip steel is produced by rolling the billet at a temperature higher than
the recrystallization temperature and then going through a series of processes such as
phosphorus removal, finishing, polishing, edge cutting and straightening. Hot-rolled
strip steel has good processing performance and strong coverage ability, which is widely
used in automobile manufacturing, home appliance manufacturing, shipbuilding and
chemical industry, etc. In the manufacturing process of strip steel, for various reasons [1-3],
surface defects will inevitably arise, and these defects cannot be completely overcome by
improving the process. Therefore, the detection of surface defects in hot rolled strip is an
important part of hot rolled strip production and is closely related to the surface quality
of the strip. Figure 1 shows the quality inspection process of surface defects in the actual
production of a steel mill.

As shown in Figure 1, the hot rolled strip is first inspected by the hot rolled strip
quality inspection system. The system takes high speed images of the top and bottom
surfaces of the strip steel and determines the images that may have surface defects and
passes them to the quality inspector. Since hot rolled strip passes through the quality
inspection system very quickly, often in less than two minutes for a roll of strip to pass
through the system, the quality inspector must judge the pictures coming from the system
quickly. Strip steels judged to be normal by the quality inspectors will go directly to the
next process, while coils judged to require further treatment will be given more specific
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treatment by the next batch of quality inspectors. Since the previous steps would have
blocked the problematic steel coils, this batch of quality inspectors have more time to
analyze the steel coils with surface defects and thus give the next instructions. After a
series of processing, the finished strip coil is finally obtained as shown in Figure 2.

Strip steel defect
detection system

Preliminary determination | Normal
of the quality inspector

further processing

Secondary determination by
guality control personnel

Surface defect
treatment

The next process

Figure 1. Flow chart of strip defect detection.

Figure 2. The finished steel coils.

Although the above solution can meet the steel mill’s requirements for strip surface
quality, this solution has the following shortcomings: Firstly, strip production often takes
place throughout the day, which requires quality inspectors who make preliminary judg-
ments to work at night, and long hours of night work are detrimental to their health [4].
Secondly, for quality inspectors, the work of observing defective pictures for a long time is
not only easy to produce visual fatigue but also very boring, and therefore easy to produce
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errors [5]. Last but not least, the work of quality inspection increases the cost of the steel
mill because of the large amount of manpower required.

The main reason for the current use of manual further testing on the basis of the strip
surface defect detection system is that the accuracy of the existing system is not yet as good
as that of the quality inspectors. So the key question is how to improve the accuracy of
this system to reach the average level of quality control workers. The strip surface defect
detection system commonly used in steel mills today is shown in Figure 3.
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Figure 3. The strip surface defect detection system.

As shown in Figure 3, a schematic diagram of strip surface defect detection [6] is
shown. The conveyor rollers rotate and drive the strip through the inspection device
at high speed, and the inspection device takes high-speed images of the strip surface.
Inspection devices generally include industrial cameras, industrial light sources, protection
devices, etc.; images of the strip surface taken by the inspection devices are transmitted
to the server, which processes them by the algorithm in the server. The server extracts
samples that may be defective and sends them to the quality control personnel at the
console for determination while storing them for later inspection. The hardware of the
current strip surface defect detection system is sufficient to meet the use of detection, while
the algorithm in the server determines the final accuracy of the strip defect classification.
Therefore, to address the shortcomings of the existing system mentioned in the previous
section, we try to improve the classification accuracy of the interserver algorithm. the
contributions of this paper are shown below:

*  We combine ResNet50, FcaNet and CBAM to propose a fused network for the classifi-
cation of surface defects in hot-rolled steel strips.

*  We validate the proposed algorithm on the X-SDD dataset [7], compare it with several
deep learning models, and design ablation experiments to verify the effectiveness of
the algorithm.

2. Related Work
2.1. Machine Learning Based Methods

There are many ways to classify surface defects in strip steel, and scholars have con-
ducted many studies and proposed many schemes in this field. Xiao et al. [8] proposed
an evolutionary classifier with Bayesian kernel (BYEC), which can be tuned with a small
sample set to better fit the model of a new production line. Firstly, the classifier is designed
by introducing rich features to cover the details of the defects. A series of support vector
machines (SVMs) are then constructed from a random subspace of features. Finally, the
Bayesian classifier is trained as an evolutionary kernel that is fused with the results of the
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sub-SVMs to form a comprehensive classifier. Gong et al. [9] proposed a novel multiclass
classifier, i.e., support vector hyper-spheres with insensitivity to noise INSVHs), in order to
improve the classification accuracy and efficiency of steel plate surface defects. On the one
hand, the INSVHs classifier introduces the bouncing sphere loss to reduce its sensitivity to
the noise around the decision boundary. On the other hand, the INSVHs classifier reduces
the detrimental effect of label noise and enhances the beneficial effect of important samples
by increasing the local intra-class sample density weights. Chu et al. [10] proposed a
novel support vector machine with adjustable hyper-sphere (AHSVM) focusing on the
classification of strip surface defects. Meanwhile, a new multi-class classification method is
proposed. AHSVM originates from the support vector data description and employs hyper-
spheres to solve the classification problem. AHSVM can follow two principles: marginal
maximization and intra-class dispersion minimization. In addition, the hypersphere of
AHSVM is tunable, which makes the final classification hypersphere optimal for the train-
ing dataset. Luo et al. [11] proposed a generalized completed local binary patterns (GCLBP)
framework. Two variants of the improved completion local binary pattern (ICLBP) and
the improved completion noise-invariant local structure pattern ICNLP) are developed
under the GCLBP framework for steel surface defect classification. Unlike the traditional
local binary pattern variants, descriptive information hidden in non-uniform patterns is
innovatively mined for better defect representation. After binarizing the strip surface defect
images, Hu et al. [12] combined the defect target images and their corresponding binarized
images to extract three types of image features, including geometric features, grayscale fea-
tures and shape features. For the support vector machine-based classification model, they
use Gaussian radial basis as the kernel function, determine the model parameters by cross-
validation, and use a one-versus-one approach for multi-class classifiers. Zhang et al. [13]
proposed a feature selection method based on a filtering approach combined with an
implicit Bayesian classifier to improve the efficiency of defect identification and reduce the
complexity of computation. The details of the method are: a large set of image features is
initially obtained based on the discrete wavelet transform feature extraction method. Then
three feature selection methods (including correlation-based feature selection, consistency
subset evaluator [CSE], and information gain) are used to optimize the feature space.

2.2. Deep Learning Based Methods

Although the above traditional machine learning-based schemes are effective to some
extent for the classification of strip defects, their effectiveness often relies on feature extrac-
tion. The feature extraction-based schemes often require manual operations and expert
knowledge, which limits the generality of the algorithms. In recent years, convolutional
neural networks (CNN) have gradually received more and more attention from scholars
due to their advantages of automatic feature extraction. Fu [14] proposed a compact and
effective CNN model that emphasizes the training of low-level features and combines
multiple receptive fields for fast and accurate classification of steel surface defects. The
solution uses a pre-trained SqueezeNet as the backbone architecture. It requires only a
small number of defect-specific training samples to achieve high accuracy recognition on a
diversity-enhanced test dataset containing steel surface defects with severe non-uniform
illumination, camera noise and motion blur. Liu et al. [15] used GoogLeNet as the base
model and added identity mapping to it, which was improved to some extent. The network
achieved a measured speed of 125 FPS (Frames Per Second), which fully meets the real-time
requirements of the actual steel strip production line. Zhou et al. [16] designed a CNN
containing seven layers, including two convolutional layers, two subsampling layers, and
two fully connected layers. The experimental results confirm that their proposed method
is quite simple, effective and robust for the classification of surface defects in hot rolled
steel sheets. Konovalenko I et al. [17] used a deep learning model based on ResNet50 as
the base classifier to perform classification experiments on planar images with three types
of damage, and the results showed that the model has excellent recognition ability, high
speed and accuracy at the same time. Yi et al. [18] proposed an end-to-end surface defect
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recognition system for steel strip surface inspection. The system is based on a symmetric
wrap-around salinity map for surface defect detection and a deep CNN that uses the defect
images directly as input and the defect class as output for defect classification. CNNs are
trained purely on the original defect images and learn the defect features from the network
training, which avoids the separation between feature extraction and image classification,
resulting in an end-to-end defect recognition pipeline. Deep learning-based strip defect
classification schemes have shown relatively better performance than traditional machine
learning schemes, however, the current research has the following shortcomings: Firstly,
most of the current studies are based on the NEU surface defect dataset [19], which is
balanced among the six categories. However, in the actual field of strip production, the
frequency of various types of defects is not the same. Therefore, on the one hand, it is
necessary to study on a dataset with unbalanced samples. On the other hand, the attention
mechanism has been shown to improve the accuracy of CNN [20-22] for it can make the
algorithm focus more attention on the valuable information in the image; while current
research rarely introduces the attention mechanism to improve the classification accuracy
of strip surface defects.

3. Method
3.1. Introduction of ResNet

As the deep learning-based network evolves, its structure is deepening; while this
helps the network to perform more complex feature pattern extraction, it may also introduce
the problem of gradient disappearance or gradient explosion. “Gradient disappearance”
and “gradient explosion” can lead to the following shortcomings: (1) Long training time
but network convergence becomes very difficult or even non-convergent. (2) The network
performance will gradually saturate and even begin to degrade, known as the degradation
problem of deep networks. To solve such problems, He et al. [23] proposed the ResNet
network, which makes it possible to obtain a good performance and efficiency of the
network even when the number of network layers is very deep (even over 1000 layers).
The deep residual learning framework of ResNet is shown in Figure 4.

X
A
Weight layer
F(x) relu _ X _
v identity
Weight layer
F(x)+x e

relu
Figure 4. Residual learning: a building block.

As shown in Figure 4, there is an identity mapping in the residual module of ResNet
that causes the output of the network to change from F (x) to F (x) + x. The training error
of a deep network is generally higher than that of a shallow network. However, adding
multiple layers of constant mapping (y = x) to a shallow network turns it into a deep
network, and such a deep network can get the same training error as a shallow network.
This shows that the layers of constant mapping are better trained. For the residual network,
when the residual is 0, the stacking layer only does constant mapping at this time, and
according to the above conclusion, theoretically the network performance will not degrade
at least.
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3.2. Introduction of CBAM

Woo et al. [24] proposed the convolutional block attention module (CBAM) in 2018,
a simple and effective attention module for feed-forward convolutional neural networks.
The significance of attention has been extensively studied in the previous literature [25-28].
Attention not only tells people where to focus their attention, it also improves representation
of interest. Representation can be improved by using attentional mechanisms: focusing on
important features and suppressing unnecessary ones. The structure of CBAM is shown in
Figure 5. The CBAM module has two sequential sub-modules: channel attention model
and spatial attention model.

Channel .
Input feature Attention Spatial Refined feature
Model Attention
Model
A ~_ ~
>@® >@—

Figure 5. The Convolutional Block Attention Module.

Given an intermediate layer feature map named F with dimension C x H x W as
input, CBAM sequentially generates a 1-dimensional channel attention map (with di-
mension Mc € C x 1 X 1) and a 2-dimensional spatial attention map (with dimension
Ms € 1 x H x W). The overall CBAM attention process can be summarized by the follow-
ing equation:

F' = Mc(F) ®F, (1)

F' =Ms(F)®F, 2)

where ® represents the one-to-one multiplication of the corresponding elements, and
during the multiplication, the attention values are broadcasted (copied) accordingly: the
channel attention values are broadcasted along the spatial dimension and vice versa. F” is
the output of the final attention weights. The schematic diagrams of the channel attention
mechanism and the spatial attention mechanism are shown in Figure 6.

MaxPool
A \_lj ~ A
AvgPool < ' ‘ ->
~ A Channel Attention
M
Input feature F Shared MLP ¢ (a)
conv /_
layer
Channel-refl'ned [MaxPool, AvgPool] Spatial Attention
feature F Ms ( b)

Figure 6. The Convolutional Block Attention Moudle: (a) Channel Attention Moudle. (b) Spatial
Attention Moudle.

3.3. Introduction of FcaNet

In general, when calculating the channel attention, each channel will need a learnable
scalar value to calculate the attention weight behind the scalar calculation function is
generally used Global Average Pooling (GAP). However, GAP is not so perfect, and the
simple de-averaging method discards a lot of information and does not fully capture the
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diversity of each channel. In order to obtain sufficient information about the diversity
of each channel, Qin et al. [29] proved that GAP is a special form of discrete cosine
transform (DCT), and based on this proof, generalized channel attention to the frequency
domain and proposed FcaNet, a channel attention network using multiple frequencies.
Assuming that X is the input feature map, the channel attention mechanism can be written
as Equation (3) [30,31]:

att = sigmoid(fc(gap(X))), ©)]

where att reprents the attention vector, sigmoid reprents the sigmoid function, fc is the
maping functions and gap is GAP. Once this attention vector is obtained, each channel can
be scaled by the corresponding elements of this attention vector to obtain the output of the
channel attention mechanism:

XF it =attX i, st i€0,1,...,C—1 @)

where X* reprents the out of attention mechanism, att; is the i-th element of attention
vector, and X :, i, ,: is the i-th channel of input. The DCT is defined as Equation (5) [32]

L—-1
fi =Y xjcos(nk/L(i+1/2)), st ke€0,1,...,L—1 (5)
i=0

Here, f is the spectrum of the DCT, x is the input, and L is the length of x. The
2-dimensional DCT can be written as:

w-1
= 21 Z decos (th/H(i+1/2))cos(rmw /W (j +1/2)), ©

st. i€0,1,...,.H-1,j€0,1,..., W—1

where f is the 2D DCT frequency spectrum, x is the input, H is the heght of x, and W
reprents the width of x. The inverse transformation of 2D DCT can be written as:

—1W-1

Z 2 cos (th/H(i+1/2))cos(mtw/W(j +1/2)), ”

st. i€0,1,...,H-1,j€0,1,... W—-1

With the definition of channel attention and DCT, we can summarize two points: (1)
Existing methods use GAP as preprocessing when doing channel attention. (2) DCT can be
viewed as a weighted sum of inputs, and the weights are the cosine part of Equations (6)
and (7). For more details, please refer to the reference [29].

3.4. Our Method

In terms of model selection, we choose CNN as the backbone network because the
CNN model has the following advantages: The CNN learns local patterns and captures
promising semantic information. Moreover, it is also known to be efficient compared to
other model types for it has less number of parameters [33,34]. Considering the excellent
performance achieved by ResNet50 in the field of strip classification defects, we decided
to use it as the backbone network of our method. On this basis, since CBAM, FcaNet
attention mechanism can weight the relevant parameters, making the algorithm focus on
more and more valuable information; therefore, we add CBAM and FcaNet to improve the
performance of the original model. The overall structure diagram of our proposed method
is shown in Figure 7.
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Figure 7. The overall structure of the method in this paper.

We adopt the FcaBottleneck instead of the Bottleneck structure in the original ResNet50
and place the spatial attention mechanism and the channel attention mechanism before
the FcaBottleneck. In other words, we adopt CBAM outside the Bottleneck of ResNet
for improvement and FcaNet inside the Bottleneck for improvement, so that the original
Bottleneck, is converted to FcaBottleneck. The difference between the original Bottleneck
in ResNet50 and the FcaBottleneck after the addition of FcaNet is shown in Figure 8.

BatchNorm,Relu
BatchNorm,Relu

BatchNorm,Relu

BatchNorm,Relu

BatchNorm

Figure 8. The Bottleneck and FcaBottleneck.

As shown in Figure 8, The flow chart on the left is Bottleneck and the flow chart
on the right is FcaBottleneck. We can see the main difference between Bottleneck and
FcaBottleneck: FcaBottleneck has an additional layer of FcaNet than Bottleneck. The code
details can be found at: https://github.com/Fighter20092392 /ResNet50-CBAM-FcaNet
(accessed on 5 July 2021).

In contrast to other studies that added attentional mechanisms, we paired two different
attentional mechanisms instead of adding only a single one. Moreover, we place CBAM
and FcaNet inside and outside of the block, so that the attention mechanism can be fully
functional. Whether such an improved scheme will improve the classification accuracy of
strip surface defects will be verified by experiments next.

4. Experiments
4.1. Introduction of the Dataset

We choose the newly proposed X-SDD [7] strip surface defect dataset to validate the
proposed method in this paper. The X-SDD dataset contains 7 types of 1360 surface defects
in hot rolled strip: 238 slag inclusions, 397 red iron sheet, 122 iron sheet ash, 134 surface
scratches, 63 oxide scale of plate system, 203 finishing roll printing and 203 oxide scale of
temperature system. the size of original images is 128 x 128 pixels with 3 channel JPG
format. The defect pattern in this dataset is shown in Figure 9.
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Figure 9. Samples of seven kinds of typical surface on X-SDD. (a) oxide scale of plate system. (b) red
iron sheet. (c) surface scratches. (d) slag inclusions. (e) finishing roll printing. (f) iron sheet ash.
(g) oxide scale of temperature system.

4.2. Experimental Settings

The experiments were conducted under the Win10 operating system and the PyTorch
deep learning framework. The hardware configuration for the experiments was a single
card NVIDIA RTX3060 GPU, an Intel Core i7-9700 CPU and a 64GB of RAM. In the
experiment, the input size is set to 224 x 224 pixels, the batch size is set to 16 (Generally
speaking, the batch size value should be set as large as possible within the allowed range of
video memory), the learning rate is set to 0.0001 based on experience, the Adam optimizer is
used for optimization, and the number of training epochs is 100 (Note that as the batch size
increases, the epoch must be increased to force the model to maintain the same accuracy.).
We use 70% of the defective images in the X-SDD dataset for the trainset and the remaining
30% of the images for the testset.

4.3. Experimental Results

In order to make the experimental results more convincing, we chose several indicators
for comparison, including: Accuary, Macro-Recall, Macro-Precision and Macro-F1. The
above indicators are derived as shown in Equations (8)—-(12).

n_correct = TP+ TPy +...4+ TPy_q (8)

Accuary = % )

Macro — Recall = (TPOTEOFNO + TplelFNl +...4 TPijer ;NN_l) x % (10)
Macro — Precision = (TPOTEOFPO + TPlelel +...+F ﬁ) X % (11)
Macro — F1 = (onpj_ngo lepj_Rlél %) X %] (12)

where n_total represents the total number of samples in the testset; N is the total number
of defect types and in this paper the value of N is 7; TPy, TPy, ..., TPy_1 represents the
number of true cases in each category, i.e., the number that classifies the positive cases
correctly. We have chosen several deep learning models for comparison: AlexNet [35],
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MobileNet v3 [36], Xception [37], ShuffleNet [38], EspNet v2 [39], GhostNet [40], VGG16,
VGG19 [41], ResNet101 and ResNet152 [23]. The experimental results are shown in Table 1.

Table 1. The experimental results.

Model Accuary Macro-Recall Macro-Precision Macro-F1
AlexNet 90.69% 82.79% 88.95% 84.21%
MobileNet v3 91.67% 87.95% 91.83% 88.59%
Xception 91.18% 84.30% 90.28% 85.37%
ShuffleNet 89.71% 84.76% 89.44% 84.87%
EspNet v2 86.52% 82.46% 84.10% 81.88%
GhostNet 89.22% 82.99% 87.16% 83.91%
ResNet101 92.40% 86.29% 93.30% 88.02%
ResNet152 89.22% 89.10% 87.26% 87.54%
VGG16 89.71% 86.64% 88.68% 87.47%
VGG19 86.52% 86.06% 88.98% 86.86%
RegVGG Blg2 88.48% 80.33% 92.54% 81.34%
Our Method 93.87% 87.33% 94.35% 88.71%

As shown in Table 1, our method achieves better than other compared models in
terms of Accuracy, Macro-Precision and Macro-F1. Among them, our method achieved
93.87% in Accuracy, which is 1.47 percentage points igher than the second place ResNet101.
Our method achieved the third place in the Macro-Recall metric by 1.77 percentage points
lower than ResNet152 and 0.62 percentage points lower than MobileNet v3. One possible
reason for the low Recall metric of our method is that Accuracy and Recall tend to affect
each other, and our method focuses on improving Accuracy at the expense of Recall to
some extent. Nevertheless, considering that our method is better than ResNet152 and
MobileNet v3 in other metrics; therefore, our method has an advantage over ResNet152 as
well as MobileNet v3.

4.4. Ablation Experiments

In order to verify the improvement of our method over the original ResNet50, the
following ablation experiment is designed to analyze the effect. We compare the scheme
proposed in this paper with ResNet50 and ResNet50+CBAM to analyze the effectiveness of
our improved scheme. The results of the ablation experiments are shown in Table 2.

Table 2. The results of the ablation experiments.

Model Accuary Macro-Recall Macro-Precision Macro-F1
ResNet50 92.40% 86.45% 94.08% 88.32%
ResNet50+CBAM 92.65% 88.62% 91.40% 89.71%
ResNet50+CBAM+FcaNet  93.87% 87.33% 94.35% 88.71%

As can be seen in Table 2, the improved scheme of ResNet50+CBAM compared to
ResNet50 has some improvement in Accuary, Macro-Recall and Macro-F1. This shows that
the CBAM attention mechanism makes the algorithm pay more attention to the valuable
information of images in spatial and channels, which in turn improves the classification
ability of the algorithm. The only shortcoming is that the ResNet50+CBAM model is
2.68 percentage points lower than the ResNet50 model in the Macro-Precision metric. In
contrast, our proposed ResNet50+CBAM+FcaNet scheme achieves higher scores than the
ResNet50 model in all four metrics, which indicates that our proposed approach is more
effective in improving the results. From a practical point of view, the most important of
the four metrics is the Accuracy metric, and the scheme in this paper achieves the highest
Accuracy. This indicates that our proposed ResNet50+CBAM+FcaNet method has more
practical application value.
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The confusion matrix of our proposed method is shown in Figure 10. The horizontal
and vertical coordinates of 0-6 in the figure represent the oxide scale of plate system, red
iron sheet, surface scratches, slag inclusions, finishing roll printing, iron sheet ash and
oxide scale of temperature system, respectively. As can be seen from the confusion matrix,
our method can classify most defect categories very accurately, with less accuracy only
in the case of oxide scale of temperature system. Our model has 7 correct classifications
and 12 incorrect classifications for oxide scale of plate system, with a correct classification
rate of only 36.84% for this type of defect. The reason for this result may be that the
amount of data on oxide scale of temperature system is small and the algorithm fails to
learn effectively for this type of defect. A possible solution to this problem is to perform
more data augmentation for this class of defects, using multiple models for cascading or
ensemble learning. In the next part of this paper, we will try to solve the problem by using
an ensemble learning approach.

confusion matrix

[S) 7 4 0 4 0 4 0

100

- ORMN 2 0 1 0 O
— 80

~ 0 0 38 2 0 0 O
So» 0 1 1.8 0 0 0 - 60
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-0
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predict

Figure 10. The confusion matrix.

4.5. Comparison of Model Complexity

The comparison results of the number of parameters and computation of the model
are shown in Table 3. As can be seen from Table 3, the proposed method in this paper is
basically the same in terms of number of parameters and computational effort compared
with the original ResNet50. This shows that the improvement in the effect of our proposed
method does not come from an increase in the number of participants but from a more
rational structure. Compared with heavyweight deep learning models such as ResNet101,
ResNet152 and VGG16, our method has the advantage of smaller number of parameters and
computational complexity. The computational and parametric quantities of our method are
only 35.60% and 44.77% of those of ResNet152, respectively. As can be seen from Table 1,
ResNet152 has some advantages over our method in terms of recall, but our method is
much better than ResNet152 in terms of the number of parameters and computational
complexity. Compared to lightweight deep learning models such as EspNet v2 with 0.092 G
of computation and 0.638 M of parameters, our method requires more hardware resources.
In the future, model pruning, quantization, and knowledge distillation can be used to
reduce the computational effort and number of parameters of the model, making it easier
to deploy.
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Table 3. The comparision of model complexity.

Model Flops (G) Params (M)
AlexNet 0.309 14.596
MobileNet v3 0.300 4.317
Xception 4.617 20.822
ShuffleNet 0.132 0.860
EspNet v2 0.092 0.638
GhostNet 0.213 3.127
ResNet50 4.109 23.522
ResNet101 7.832 42.515
ResNet152 11.557 58.158
VGG16 15.484 138.358
VGGI19 19.647 143.667
RepVGG Blg2 9.815 43.748
ResNet50+CBAM 4111 23.523
Our Method 4114 26.038

4.6. The Ensemble Model

We use three models for integration, the sub-models are ResNet50+CBAM-+FcaNet,
VGG16 and SqueezeNet. The three sub-models were chosen because they differ in
principle and meet the need for diversity in ensemble learning. We set the weights of
ResNet50+CBAM-+FcaNet, VGG16 and SqueezeNet to 1.2, 0.9, 0.9 respectively. The weights
of the models are not all set equal; this is to facilitate the final choice of the integrated
model when all three sub-models have different output values. The output of the ensemble
model is shown in Figure 11.

As can be seen in Figure 11, the number of correctly classified oxide scale of plate
system defects is 11, and the number of incorrectly classified defects is 8. The classification
accuracy of this category of defects is 57.89%, which is 21.05% higher than the 36.84% of
the ResNet50+CBAM+FcaNet model. The results of the ensemble model on each metric
are shown in Table 4.

confusion matrix
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— 100
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— 80
N 0 0 mstm 1 0 0 0

S« 0 3 2 5 0 0 O - 60
< 0 0 0 0 0 o0 _ 40
0 0 0 0 3 0 33 1
-20
© 0 0 0 0 0 0 ' 61
-0
0 1 2 3 4 5 6
predict
Figure 11. The output of the ensemble model.
Table 4. The effect of ensemble model.
Model Accuary  Macro-Recall  Macro-Precsion = Macro-F1

The ensemble model 94.85% 90.71% 95.04% 92.06%
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Comparing the results in Table 4 with those in Tables 1 and 2 shows that the ensemble
model outperforms all comparison models in all four metrics. The ensemble model achieves
a good score of over 90% on all indicators, which indicates that the improved model is
more balanced on all indicators. In summary, it is effective to improve the model using
ensemble learning.

5. Discussion and Conclusions

In this paper, we propose a ResNet50+CBAM-+FcalNet model for the problem of
classifying surface defects in hot-rolled strip steel. After validation on the newly proposed
X-SDD dataset, our proposed algorithm achieves 93.87% accuracy on the testset, which
is better than more than ten other comparative algorithms. In addition, our method still
achieves better results relative to other comparison models on Macro-Precision, Macro-F1,
and third place on Macro-Recall. The above results show the effectiveness of the algorithm
proposed in this paper. Combining CBAM with FcaNet helps to improve the accuracy
of ResNet50, and we argue that this improved approach will also be applicable to other
models. In the next work, we may verify through more experiments which combination
of this scheme and which model will achieve optimal results. Although our previous
paper [7] showed that a RepVGG based scheme with an added attention mechanism may
be superior in terms of effectiveness; according to Table 3, the ResNet50 based approach
has an advantage over RepVGG in terms of number of parameters and computational
complexity, i.e., it is easier to deploy in practice.

In order to further confirm the effectiveness of the attention mechanism, an ablation
experiment is designed to verify. The ablation experiment verifies that adding the attention
mechanism can effectively improve the classification accuracy of the algorithm, but while
the overall accuracy is improved, the classification accuracy of individual categories may
be reduced, which in turn affects the overall Recall and F1 metrics. Since the number of
categories in the X-SDD dataset we use is unbalanced among categories, our approach will
favor improving the accuracy of the categories with larger sample sizes at the expense of
the accuracy of the categories with smaller sample sizes. In the case of a category with a
smaller sample size, the accuracy of the category may be significantly reduced, as well
as the overall Recall being significantly affected, simply because a few more samples are
misclassified than before. The analysis of Figure 10 shows that the main factor affecting
the Macro-Recall of our method is the low accuracy of the classification of oxide scale of
plate system.

To solve the low classification accuracy of ResNet50+CBAM-+FcaNet model on the
oxide scale of plate system, we improve the original scheme. We introduce the concept of
ensemble learning by integrating the original ResNet50+CBAM+FcaNet with VGG16 and
SqueezeNet. We believe that the integration of multiple models can alleviate the problem
of low classification level of a single model on a particular category to some extent, because
the focus of different models may be different. In the selection of the ensemble sub-models,
we fully consider the diversity of sub-models; the final selection of sub-models covers
three models with different characteristics, such as with and without attention mechanism,
heavy weight network and lightweight network. The final experimental results show that
the ensemble model is optimal in all four indicators, and the classification accuracy of
oxide scale of plate system has been improved substantially.

Although our proposed ResNet50+CBAM+FcaNet model and the improved ensemble
model both achieve good results, there are still some areas that can be improved. Firstly,
there is still some room for further improvement in the effectiveness of the model for
the category imbalance problem. In this paper, the model integration is carried out in a
weighting way, while other ensemble methods such as probabilistic summation can also
be considered. In addition, modifying the loss function may also improve the classifica-
tion accuracy for classes with small sample sizes. Secondly, we combine two attention
mechanisms-CBAM and FcaNet with ResNet50, while more attention mechanisms can be
considered for combination. Modification of the existing attention mechanism or proposing
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a new attention mechanism based on the characteristics of the steel strip surface defects
may also yield good results.

After classifying the surface defects of hot rolled strip, different treatments are often
required depending on the severity of the defects. Therefore, in the future, we will compile
a dataset of the degree of surface defects of hot rolled steel strip and design an algorithm to
classify the degree of surface defects of hot rolled steel strip. We may introduce the newly
proposed MLP-mixer [42] algorithm into the field of strip defects and improve the original
algorithm to make it more suitable for the context of strip defect classification.
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