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Abstract

:

This paper presents the Pythagorean membership grade induced ordered weighted moving average (PMGIOWMA) operator with some particular cases and theorems. The main advantage of this new operator is that can include the knowledge, expectation, and aptitude of the decision maker into the Pythagorean membership function by using a weighting vector and induced variables. An application in financial knowledge based on a survey conducted in 13 provinces in Boyacá, Colombia, is presented.
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1. Introduction


Many different proposals and approaches have been developed in decision-making under uncertainty. Among these approaches, those related to the theory of aggregation functions have been highlighted. [1]. These functions provide compensatory properties, where the low values of some inputs are compensated for by the high values of the others [1]. In this sense, an average result can be obtained that is a representative value of the inputs [1,2]. One such function that has been extensively studied is the ordered weighted average (OWA) operator, which associates weights not with a particular input, but rather with its value [1,3]. Based on this function, proposals have been developed that allow different types of data to be aggregated. For example, some operators focus on probability [4], distance measures [5,6,7], linguistic [8,9] and induced variables [10], prioritized items [11], Bonferroni means [12], Choquet integrals [13], moving averages [14], Pythagorean operators [15], etc.



Here, we focused on progress in the induced variables, the Pythagorean operator and moving averages. The authors of [10] introduced the Induced OWA (IOWA) operator that uses induced values in the reordering process instead of using the values of the arguments. However, the authors of [15] introduced Pythagorean membership grades in combination with an OWA operator as a nonstandard Pythagorean fuzzy subset whose membership grades are pairs (a, b) that satisfy the requirement    a 2  +  b 2  ≤ 1  . However, [14] introduced the moving average, which is a classical formulation in statistics but can be used in a wide range of problems and can be combined with the OWA operator to generate new possibilities for data analysis by becoming the ordered weighted moving average (OWMA) operator [16,17]. Based on these methods, proposals have been developed along different lines. For example, along the IOWA operator line, many proposals have taken a variety of approaches, which have used linguistic variables [18,19], fuzzy preference [20], intuitionistic fuzzy sets [21,22,23], distance measures [24,25], and heavy and prioritized operators [16,26,27], with others applying means such as Bonferroni means [28], VIKOR [29], Choquet [30], etc. For the OWMA operator, [31] generalized moving averages, distance measures and OWA; [16] proposed induced heavy moving averages, which can be applied in forecasting approaches [17,32,33,34]. Finally, the Pythagorean membership grade operator has focused on Pythagorean fuzzy sets, which have been extensively studied. Relevant studies have focused on multicriteria decision-making [35,36,37], and several applications have been developed to solve problems in finance [38,39] and business [40]. In this sense, we observed the potential of these methods and found a gap that allowed us to propose a new extension that can combine these operators into one.



The main aim of the present study was to present the Pythagorean membership grade induced ordered weighted moving average (PMGIOWMA) operator, with some cases and theorems. To achieve this, an aggregation operator [2] is proposed as a new extension of the ordered weighted average (OWA) operator [3], with Pythagorean membership grades [15] proposed on the basis of including the induced variables [10] and moving averages [32]. The objective of this new operator, called the Pythagorean membership grade induced ordered weighted moving average (PMGIOWMA) operator, is used to combine the reordering process of the OWA operator, based on induced values, in a set of arguments that needs to be analyzed as the moving average of a series, to analyze the Pythagorean membership grade. The most important theorems and formulations of the PMGIOWMA operator have been developed. Moreover, cases applying the Pythagorean membership grade induced ordered weighted average (PMGIOWA) operator and the Pythagorean membership grade ordered weighted moving average (PMGOWMA) operator are presented. Its mathematical application was focused on an analysis of financial knowledge based on a survey of 1914 individuals from 13 different provinces in the department of Boyacá, Colombia, with different educational levels. Specifically, the survey explored if their perceptions of savings and credits were related to their membership grade. One of the main advantages of this new formulation is that the data can be analyzed in a more complex way than with the usual average, moving average or OWA operator by itself. One of the disadvantages of the new formulation is that it can be too complex to apply, and more information is needed by the decision-maker. Therefore, if the problem is considered to be simple in terms of the elements behind the analysis, the use of an average may be sufficient to solve it.



The remainder of the study is organized as follows. In Section 2, the main formulations and definitions of the OWA operator, some of its extensions and Pythagorean membership grades are presented. Section 3 presents the formulations of the PMGIOWMA operator and its cases; the main theorems are also shown. Section 4 presents an application in Boyacá, Colombia. Finally, Section 5 summarizes the main conclusions of the paper.




2. Preliminaries


This section presents the basic concepts that have been used throughout the paper including OWA, IOWA, OWMA operators and Pythagorean membership grades, their formulations and their main characteristics.



2.1. The OWA Operator and Its Extensions


The main advantage of the OWA operator developed by [3] is that the process of reordering the weights is based on the values of the attributes. Thus, it is possible to obtain the maximum and minimum results. The formulation is as given below.



Definition 1.

An OWA operator of dimension n is a mapping   O W A :  R n  → R   that has an associated weighting vector W of n dimensions with    w j    ∈    [  0 ,   1  ]    and      ∑   j = 1  n    w j  = 1  , such that:


  O W A  (   a 1  ,    a 2  , … ,    a n   )  =   ∑   j = 1  n   w j   b j  ,  



(1)




where    b j    is the jth largest of    a i   .





Instead of basing its reordering process on the values of the attributes, the induced OWA (IOWA) operator [10] uses an induced vector. This makes it possible to discriminate some arguments by using weights based on the information and knowledge of the decision-maker. The formulation is as follows:



Definition 2.

An IOWA operator of n dimensions is an application  I O W A :  R n  ×  R n  → R  that has an associated weighting vector W of n dimensions, where the sum of the weights is 1 and   w j  ∈    [  0 , 1  ]   , where an induced set of ordering variables is included   (   u i   )   such that the formula is:


  I O W A  (  〈  u 1  ,  a 1  〉 , 〈  u 2  ,  a 2  〉 , … , 〈  u n  ,  a n  〉  )  =   ∑   j = 1  n   w j   b j  ,  



(2)




where   b j   is the   a i   value of the OWA pair   〈   u i  ,  a i   〉   with the jth largest   u i   ,   u i   is the order inducing variable and   a i   is the argument variable.





The moving average is a method used to forecast the future for different variables by using historical data, which is why it is a common technique in economics and statistics [41]. The moving average can be defined as follows [42]:



Definition 3.

Given      {   a i   }    i = 1  N    , the moving average of n dimensions is defined as the sequence      {   s i   }    i = 1   N − n + 1     , which is obtained by taking the arithmetic mean of the sequence of  n  terms, such that:


    s i  =  1 n    ∑   j = i   i + n − 1    a j  .   



(3)







It is important to note that, in every case, n < N.





Moreover, following the idea of moving averages and the OWA operator, the ordered weighted moving average (OWMA) and the induced ordered weighted moving average can be proposed [31].



Definition 4.

An OWMA operator of m dimensions is a mapping  O W M A :  R m  → R  that has an associated weighting vector W of m dimensions with   w j    ∈    [  0 ,   1  ]   and     ∑   j = 1 + t   m + t     w j  = 1  , such that:


  O W M A  (   a  1 + t   ,  a  2 + t   , … ,  a  n + t    )  =   ∑   j = 1 + t   m + t    w j   b j  ,  



(4)




where   b j   is the  j t h  largest argument of   a i   , m is the total number of arguments considered in the whole sample and t indicates the movement of the average from the initial analysis.





Definition 5.

An IOWMA operator of m dimensions is a mapping  I O W M A :  R M  ×  R M  → R  that has an associated weighting vector W of m dimensions with   w j    ∈    [  0 ,   1  ]   and     ∑   j = 1 + t   m + t     w j  = 1  , such that:


  I O W M A  (  〈  u  1 + t   ,  a  1 + t   〉 , 〈  u  2 + t   ,  a  2 + t   〉 , … , 〈  u  n + t   ,  a  n + t   〉  )  =    ∑   j = 1 + t   m + t     w j   b j  ,  



(5)




where   b j   is the   a i   value of the IOWMA pair   u i   ,   a i   isthe  j t h  largest   u i   ,   u i   is the order-inducing variable,   a i   is the argument variable, m is the total number of arguments considered in the whole sample and t indicates the movement of the average from the initial analysis.






2.2. Pythagorean Membership Grades Used in Multiple Criteria Decision-Making


Definition 6.

MCDM considers a finite collection X of alternatives and a set of q criteria that we desire to satisfy. These criteria are referred to as   c j   for  j = 1  to q . Each criterion   c j   is associated with an importance weight   w j   such that   w j  ∈  [  0 , 1  ]   and  ∑  w j  = 1  . Likewise,   c j   ( x )   indicates the degree of satisfaction of criterion   c j   by alternative x .


  C  ( x )  =  (    ∑   j = 1  q   w j   c j   ( x )   )  ,  



(6)







Let us now consider the situation in which the values of   c j   ( x )   are Pythagorean membership grades [15]. Here, each    c j   ( x )  =  (  a  ( x )  , b  ( x )   )   , where   a  ( x )     and   b  ( x )    ∈  [  0 , 1  ]    and    a j     ( x )   2  +  b j     ( x )   2  ≤ 1  .


  C  ( x )  =  (    ∑   j = 1  q   w j   a j   ( x )  ,   ∑   j = 1  q   w j   b j   ( x )   )  ,  



(7)




where    a j   ( x )    and    b j   ( x )    indicate the degree of satisfaction of criterion    c j    by alternative  x .



Additionally, this formulation is completed via the following function, which is based on fuzzy rules [15].


  F  (  r , θ  )  =  1 2  + r  (   1 2  −   2 θ  π   )  .  



(8)











3. Pythagorean Membership Grade Aggregation Operators


This section presents new operators that combine the IOWA and OWMA operators with Pythagorean membership grades.



3.1. Extensions of the Pythagorean OWA


Extensions of the Pythagorean OWA are new propositions that combine the characteristics of IOWA and OWMA operators and Pythagorean membership grades. These new formulations are important because, when imprecise and ambiguous information is present in the problem, this needs to be analyzed, Pythagorean and OWA operators have proven to be useful [43,44,45,46]. Due to this, expanding the formulations by using more complex situations, such as those that can be analyzed with the IOWA and OWMA operators, presents a good opportunity to generate new results by considering a new reordering process based on induced values or problems that use time series. The new formulations are as follows. Since we present a new formulation, the notation    B j   ( x )  =  (  B  ( x )  ,  B ′   ( x )   )    to    B j     ( x )   2  +    B ′   j     ( x )   2  ≤ 1   corresponds to the notation    a j     ( x )   2  +  b j     ( x )   2  ≤ 1   to distinguish the new contribution.



Proposition 1.

A Pythagorean membership grade induced OWA operator (PMGIOWA) is an extension of the OWA operator. Thus, an PMGIOWA operator is a map   R n  → R  that is associated with a weight vector w, with   w j  ∈    [  0 , 1  ]   and     ∑   j = 1  n    w j  = 1  . Additionally, each   B j   ( x )  =  (  B  ( x )  ,  B ′   ( x )   )   , where  B  ( x )     and   B ′   ( x )    ∈  [  0 , 1  ]   and   B j     ( x )   2  +    B ′   j     ( x )   2  ≤ 1  , such that:


  P M G I O W A  ( x )  =  (     ∑   j = 1  q    w j   B j   ( x )  ,    ∑   j = 1  q    w j     B ′   j   ( x )   )  ,  



(9)




where   B j   ( x )   and     B ′   j   ( x )   indicate the degree of satisfaction of criterion   B j   ( x )   by alternative x . Thus,   B j   ( x )   is the   a i   value of the OWA pair   〈   u i  ,  a i   〉   with the jth largest   u i   ,   u i   is the order-inducing variable and   a i   is the argument variable.





Proposition 2.

A Pythagorean membership grade OWMA operator (PMGOWMA) is a mapping  P M G O W M A :  R M  ×  R M  → R  that has an associated weighting vector W of m dimensions with   w j    ∈    [  0 ,   1  ]   and     ∑   j = 1 + t   m + t     w j  = 1  . Additionally, each   B j   ( x )  =  (  B  ( x )  ,  B ′   ( x )   )   , where  B  ( x )   and   B ′   ( x )    ∈  [  0 , 1  ]   and   B j     ( x )   2  +    B ′   j     ( x )   2  ≤ 1  , such that:


  P M G O W M A  ( x )  =  (    ∑   j = 1 + t   m + t    w j   B j   ( x )  ,   ∑   j = 1 + t   m + t    w j     B ′   j   ( x )   )  ,  



(10)




where   B j   ( x )   and     B ′   j   ( x )   indicate the degree of satisfaction of criterion   B j   ( x )   by alternative x . Thus,   B j   ( x )   is the  j t h  largest argument of   a i   , m is the total number of arguments considered in the whole sample and t indicates the movement of the average from the initial analysis.





Proposition 3.

A Pythagorean membership grade induced OWMA operator (PMGIOWMA) is a map  P M G I O W M A :  R M  ×  R M  → R  that that has an associated weighting vector W of m dimensions with   w j    ∈    [  0 ,   1  ]   and     ∑   j = 1 + t   m + t     w j  = 1  . Additionally, each   B j   ( x )  =  (  B  ( x )  ,  B ′   ( x )   )   , where  B  ( x )   and   B ′   ( x )    ∈  [  0 , 1  ]   and   B j     ( x )   2  +    B ′   j     ( x )   2  ≤ 1 ,  such that:


  P M G I O W M A  ( x )  =  (    ∑   j = 1 + t   m + t    w j   B j   ( x )  ,   ∑   j = 1 + t   m + t    w j     B ′   j   ( x )   )  ,  



(11)




where   B j   ( x )   and     B ′   j   ( x )   indicate the degree of satisfaction of criterion   B j   ( x )   by alternative x . Thus,   B j   ( x )   is the   a i   value of the OWA pair   〈   u i  ,  a i   〉   with the jth largest   u i  ,     u i   is the order-inducing variable and   a i   is the argument variable. Likewise, m is the total number of arguments considered in the whole sample and t indicates the movement of the average from the initial analysis.





The Pythagorean membership grade has the property that the sum of the squares must be less than 1 [15]. We now prove that the new operators meet that condition.



Theorem 1.

If for  i = 1 ,   2 , … , q  , we have    B i  ,    B ′   j  ∈  [  0 , 1  ]    and    w i    ∈  [  0 , 1  ]    with      (   u i  ,  a i   )   2  +    (     u ′   i  ,    a ′   i   )   2  ≤ 1   and    ∑ i   w i  = 1  , then      (   ∑ i   w i   (   u i  ,  a i   )   )   2  +    (   ∑ i   w i   (     u ′   i  ,    a ′   i   )   )   2  ≤ 1  .





Proof. 



        (   ∑ i   w i   (   u i  ,  a i   )   )   2  +    (   ∑ i   w i   (     u ′   i  ,    a ′   i   )   )   2  =   (  ∑ i   w i 2    (  u i  ,  a i  )  2  )  2  +  ∑  1 ≠ j , i < j   2  w i   (   u i  ,  a i   )   w j   (   u j  ,  a j   )  +     (  ∑ i   w i 2    (    u ′   i  ,    a ′   i  )  2  ) +  ∑  1 ≠ j , i < j   2  w i   (     u ′   i  ,    a ′   i   )   w j   (    u ′  j  ,   a ′  j   )  .        (   ∑ i   w i   (   u i  ,  a i   )   )   2  +    (   ∑ i   w i   (     u ′   i  ,    a ′   i   )   )   2  =  ∑ i   w i 2  (   (  u i  ,  a i  )  2  +   (    u ′   i  ,    a ′   i  )  2  ) +      ∑  1 ≠ j , i < j   2  w i   w j   (   (   u i  ,  a i   )   (   u j  ,  a j   )  +  (     u ′   i  ,    a ′   i   )   (    u ′  j  ,   a ′  j   )   )  .         (   ∑ i   w i   (   u i  ,  a i   )   )   2  +    (   ∑ i   w i   (     u ′   i  ,    a ′   i   )   )   2  ≤  ∑ i   w i 2  +  ∑  1 ≠ j , i < j   2  w i   w j  (  (   u i  ,  a i   )   (   u j  ,  a j   )        +  (     u ′   i  ,    a ′   i   )   (    u ′  j  ,   a ′  j   )  ) .      








□





Theorem 2.

For a moving average, if for  i = 1 ,   2 , … , q  , we have    B i  ,    B ′   i  ∈  [  0 , 1  ]   and   w i    ∈  [  0 , 1  ]   with   B  i + t     2  +    B ′     i + t   2  ≤ 1  and     ∑   j = 1 + t   m + t     w j  = 1  , then     (   ∑ i   w i   B  i + t    )   2  +    (   ∑ i   w i     B ′    i + t    )   2  ≤ 1  .





Proof. 



        (   ∑ i   w i   B  i + t    )   2  +    (   ∑ i   w i     B ′    i + t    )   2  =   (  ∑ i   w i 2   B  i + t  2  )  2  +  ∑  1 ≠ j , i < j   2  w i   B  i + t    w j   B  j + t   + (  ∑ i   w i 2   B  j + t   ′ 2   ) +      ∑  1 ≠ j , i < j   2  w i     B ′    i + t    w j     B ′    j + t           (   ∑ i   w i   B  i + t    )   2  +    (   ∑ i   w i     B ′    i + t    )   2  =  ∑ i   w i 2   (   B  i + t  2  +  B  i + t   ′ 2    )  +  ∑  1 ≠ j , i < j   2  w i   w j   (   B  i + t    B  j + t   +    B ′    i + t      B ′    j + t    )  .          (   ∑ i   w i   B  i + t    )   2  +    (   ∑ i   w i     B ′    i + t    )   2  ≤  ∑ i   w i 2  +  ∑  1 ≠ j , i < j   2  w i   w j   (   B  i + t    B  j + t   +    B ′    i + t      B ′    j + t    )  .      








□





Theorem 3.

For an induced moving average, if for  i = 1 ,   2 , … , q  , we have    B i  ,    B ′   i  ∈  [  0 , 1  ]   and   w i    ∈  [  0 , 1  ]   with     (   u  i + t   ,  a  i + t    )   2  +    (     u ′    i + t   ,    a ′    i + t    )   2  ≤ 1  and    ∑  j = 1 + t   m + t     w j  = 1  , then     (   ∑ i   w i   (   u  i + t   ,  a  i + t    )   )   2  +    (   ∑ i   w i   (     u ′    i + t   ,    a ′    i + t    )   )   2  ≤ 1  .





Proof. 



         (   ∑ i   w i   (   u  i + t   ,  a  i + t    )   )   2  +    (   ∑ i   w i   (     u ′    i + t   ,    a ′    i + t    )   )   2  =    (   ∑ i   w i 2     (   u  i + t   ,  a  i + t    )   2   )   2  +        ∑  1 ≠ j , i < j   2  w i   (   u  i + t   ,  a  i + t    )   w j   (   u  j + t   ,  a  j + t    )  +  (   ∑ i   w i 2     (     u ′    i + t   ,    a ′    i + t    )   2   )  +        ∑  1 ≠ j , i < j   2  w i   (     u ′    i + t   ,    a ′    i + t    )   w j   (     u ′    j + t   ,    a ′    j + t    )           (   ∑ i   w i   (   u  i + t   ,  a  i + t    )   )   2  +    (   ∑ i   w i   (     u ′    i + t   ,    a ′    i + t    )   )   2  =  ∑ i   w i 2   (     (   u  i + t   ,  a  i + t    )   2  +    (     u ′    i + t   ,    a ′    i + t    )   2   )  +        ∑  1 ≠ j , i < j   2  w i   w j   (   (   u  i + t   ,  a  i + t    )   (   u  j + t   ,  a  j + t    )  +  (     u ′    j + t   ,    a ′    j + t    )   (     u ′    j + t   ,    a ′    j + t    )   )           (   ∑ i   w i   (   u  i + t   ,  a  i + t    )   )   2  +    (   ∑ i   w i   (     u ′    i + t   ,    a ′    i + t    )   )   2  ≤  ∑ i   w i 2  +        ∑  1 ≠ j , i < j   2  w i   w j   (   (   u  i + t   ,  a  i + t    )   (   u  j + t   ,  a  j + t    )  +  (     u ′    i + t   ,    a ′    i + t    )   (     u ′    j + t   ,    a ′    j + t    )   )       








□






3.2. Numerical Example


In this example, we have three criteria (C1, C2, and C3) with the importance weights w1 = 0.25, w2 = 0.45, and w3 = 0.30. We must choose between two alternatives, x and y. The two alternatives satisfy the criteria as follows, where the induced variables  μ  are    C 1   ( μ )  =  (  5 , 6  )  ,    C 2   ( μ )  =  (  8 , 9  )    and    C 3   ( μ )  =  (  2 , 3  )   .


     x     C 1   ( x )  =  (  0.7 , 0.2  )  ,    C 2   ( x )  =  (  0.2 , 0.9  )  ,    C 3   ( x )  =  (  0.3 , 0.5  )       










     y     C 1   ( y )  =  (  0.7 , 0.4  )  ,    C 2   ( y )  =  (  0.5 , 0.8  )  ,    C 3   ( y )  =  (  0.3 , 0.1  )       











By using Equations (7)–(9), we calculate the following:


  P M G I O W A  ( x )  =  (    ∑   j = 1  q   w j   B j   ( x )  ,   ∑   j = 1  q   w j     B ′   j   ( x )   )  =  (  0.38 ,   0.66  )  .  










  P M G I O W A  ( y )  =  (    ∑   j = 1  q   w j   B j   ( y )  ,   ∑   j = 1  q   w j     B ′   j   ( y )   )  =  (  0.51 ,   0.51  )  .  











Now,   r   ( x )  2    and   r   ( y )  2    can be obtained as:   r   ( x )  2  =    (  0.38  )   2  +    (  0.66  )   2  = 0.57   and   r   ( y )  2  =    (  0.51  )   2  +    (  0.51  )   2  = 0.515  . Here,   r  ( x )  = 0.75   and   r  ( y )  = 0.72  . Additionally, if trigonometric values are used, it is possible to apply the function   F  (  r  ( x )  , θ  ( x )   )   . In this case, the results are as follows:   cos    (  θ  ( x )   )  =   0.38   0.75   = 0.5236    (  r a d  )    and   cos    (  θ  ( y )   )  =   0.51   0.72   = 0.7679    (  r a d  )   ;   F  (  r  ( x )  , θ  ( x )   )  =  1 2  + r  (   1 2  −   2 θ  π   )  =  1 2  + 0.75 ∗  (   1 2  −   2  (  0.5236  )   π   )  = 0.6258   and   F  (  r  ( y )  , θ  ( y )   )  =  1 2  + r  (   1 2  −   2 θ  π   )  =  1 2  + 0.72 ∗  (   1 2  −   2  (  0.7679  )   π   )  = 0.5080  . By following the same process, we can obtain the results of Equations (8) and (9). In PMGOWMA, the moving average is calculated as:   B = ( (  (  0.7 × 0.45  )  +  (  0.3 × 0.3  )  / 2 ) +  (  0.2 × 0.25  )  / 2 )  . The same process can be used to obtain B and B′ for each PMGOWMA and PMGIOWMA. In all cases, the best option is  x  (see Table 1).



As can be seen in Table 1, even when different aggregation operators were used, the results were the same, but an interesting finding is that the results were not the same for all the formulations, and in some the difference between x and y was smaller, but in others it was larger. Therefore, analyzing the information with the use of more data is important for better understanding of the phenomenon under study.





4. Case Study


The financial environment nowadays has become more precarious. The new generation has problems related to mortgages, credit availability, borrowing options, pensions, savings and investing options [47]. In addition to these problems, many citizens do not understand the financial concepts that are crucial for consumers’ financial decision-making [48]. The main idea of financial education is to provide individuals with the knowledge, aptitude and skill base necessary to become questioning and informed consumers of financial services and to manage their finances effectively [49]. Among the benefits of having good financial knowledge is that it is directly correlated with self-beneficial financial behavior [50]. Due to this, it is important to analyze the impact of financial education so that it is possible to answer the question as to whether financial knowledge allows people with more financial education to achieve better decisions than those with less [51]. Among the aspects that should be better understood are savings and credit. On the one hand, saving is an action in which a reserve of capital from income is kept for future use, which depends on the level of income, generating a positive or negative rate. On the other hand, credit is a means of financing that can be used to start a new business or project at a personal or business level, although it can also be used when acquiring goods that do not generate income. To provide a better understanding of these concepts, they will be briefly explained below.



4.1. Savings


The importance of the concept of savings in financial education derives from the economy, from both macroeconomic and microeconomic approaches. From the macroeconomic view, savings is the surplus of income over what is spent on consumption [52]. Likewise, good financial intermediation between savers and investors increases the economic development of a nation [53]. In this sense, [54] indicated that, if a nation has high savings rates, this is correlated with economic growth, pointing out that there is a cycle between savings and prosperity. Hence, macroeconomic principles have led several authors to explore diverse concepts that contribute to improving the development of a nation. From a microeconomic view, an individual demonstrates a saving behavior if he/she balances current consumption against expected consumption. This indicates that a well-informed individual will not consume all his/her income and will save for difficult times [55]. Likewise, some approaches have indicated that an environment of uncertainty is relevant to having such savings in the future [56]. Moreover, other studies have incorporated liquidity restrictions derived from imperfections in credit markets [57]. Additionally, savings behavior is driven by externalities produced by inadequate financial intermediation and by imperfections in the credit and insurance markets [58].




4.2. Credit


The concept of credit is related to macroeconomic factors, such as inflation and financial market volatility, which have produced small and inefficient financial systems in Latin America. The authors of [59] stated that the consequences of the macroeconomic environment of a country are reflected in its financial intermediaries (banks, financial corporations, insurance companies, among others) and their characteristics. As indicated by [60], the function of financial intermediaries is to stimulate and collect savings in an economy, and to give credit to those who require capital and thus develop their economic activities.



Another aspect to consider is credit rationing. For [61], this rationing occurs when the borrower is denied credit, even if he/she is willing to meet the provisions of the loan contract. The authors of [62] also suggested that credit rationing occurs in two ways: first, when one or all members of a group are rationed; second, when some members of the group are rationed. Finally, [63] mentioned that credit restrictions can be classified in analyses of the credit market environment into those on the credit offering side and those on credit demanders. In conclusion, credit rationing has several factors that look for imperfections, such as high interest rates, credit ceilings, usury laws, the level of financial intermediation, the number of borrowers and credit risk, among others.




4.3. Process of Analyzing Financial Knowledge Levels


This section presents the main steps taken to analyze financial knowledge levels and the use of the new method of criteria satisfaction to obtain the best alternative. The decision-making problem is associated with savings and credit perceptions through a combination of the features, to determine which of them satisfies personal criteria. For this purpose, this study used a dataset of the 13 provinces of the department of Boyacá, Colombia, regarding financial knowledge. For the selection of the database sample, the provinces were classified into three groups in proportion to the population, and the best offers of financial services in the cities and municipalities were established as the selection criteria. A 95% confidence level and a 5% error were selected for a sample of 1914 people. Following is the step-by-step decision-making process.



Step 1. Analyze and determine the significant characteristics for savings (Sav) and credit (Cred) perceptions, which comprise six actions for Sav and five actions for Cred, which are considered to be characteristics. Each characteristic of the sector is considered as a property (see Table 2).



Step 2. In this step, the educational level is established as a determining condition for saving or taking credit. Three groups were established for this analysis: Group 1: none and primary; Group 2: high school and technical; Group 3: undergraduate and postgraduate. These classifications are based on the Colombian educational system (see Table 3).



Step 3. Using the database, construct the matrices containing the satisfactory conditions for savings or credit, considering the classifications described in Steps 1 and 2. Here, each value comprised the criterion, knowledge, and the subjectivity of the decision-maker (see Table 4 and Table 5).



Step 4. Weight vectors are determined by using the sources of information most often used by people when deciding to save or take out credit. These vectors are represented by  w . Likewise, the induced values are established, using the actions most often used to make savings or take credit as a reference. These values are represented by  μ . (see Table 6 and Table 7).





5. Results


For analysis of savings and credit perceptions, we used the following: the PMGOWA operator, the PMGIOWA operator, the PMGOWMA operator and the PMGIOWMA operator (see Table 8).



With the results obtained, it is possible to graph and observe the change in perceptions about credit and savings. Figure 1 shows the relationship between perceptions for each method. Figure 2 shows the perceptions for each group regarding credit and savings for each method used. Figure 3 shows the perceptions grouped into savings and credit.



Based on the different graphs presented in Figure 1, it is possible to see that, with the PMGOWA operator, the relationship between credit and savings can change drastically from (0.4634, 0.4624) to (0.6247, 0.4630), but if a more complex operator is used, such as the PMGIOWMA operator the changes are not that important and are between (0.4973, 0.4945) and (0.4979, 0.4959). Finally, as a conclusion and considering all the results obtained by the operators, the relationships between the perceptions are 0.4500–0.500 and 0.4500–0.5000; higher results than these are seldom seen.



Based on Figure 2, it is possible to see that the results are very similar between the groups, with exception of savings with the PMGOWA, where perception changed from 0.4634 to 0.6247, with Group 1 giving a higher value to savings.



Figure 3 shows the different results for saving and credit by group. As seen before, the results for saving in Group 1, specifically Savings 1 (PMGOWA operator), had a higher value than the other operators.



Finally, based on all the information provided by Figure 1, Figure 2 and Figure 3, the main result is that the education of the people who responded to the survey, the importance of savings and credits and the relationship between them were shown to have similar levels. This information can be useful, because sometimes decision-makers believe that this perception can change based on the educational level, but with the information and the operators used in this research, it is possible to affirm that in the case of Boyacá, Colombia, this was not the case.



Since the moving average allows us to calculate averages over time, it is often used in financial problems such as pricing, sales, and others. The main idea of using the moving average in this research was that it can demonstrate the change in perception that it can indicate in a decision problem and that it can show a trend in the collected data, where  t  is the number of times that an answer can be repeated. Due to this characteristic and in combination with the induced variables and the Pythagorean membership grade, it offers a more complex method that considers the changes in perception in an uncertain system. Hence, the selected case considers that credit and savings can be influenced by people’s schooling and their own reasoning, which changes over time. Additionally, it shows that the Cartesian relationship of two variables can be considered as independent variables and used to aggregate variables in the same system, which offers a representative value of the degree of perception and the relationships of perceptions. By analyzing the degree of perception, we seek to highlight the benefit of limited reasoning and the subjectivity of individuals.




6. Conclusions


The objective of this study was to present the Pythagorean membership grade induced ordered weighted moving average (PMGIOWMA) operator. The main characteristic of this new proposition is that it combines a weighting vector with a Pythagorean membership grade to include the knowledge, expertise, and expectations of the decision-maker, as well as a reordering step based on induced values and the application of a series of data based on moving averages.



Additionally, the main definitions and theorems of the PMGIOWMA operator are provided here, as well as some other extensions that are less complex, such as the PMGOWMA or PMGIOWA operators. These two extensions are considered less complex because in the first, the reordering is not based on induced values, and in the second, there is not a moving average. The main idea of presenting fewer complex formulations is based on the problem that needs to be solved. To reduce the uncertainty, it is possible to use a simpler formula. Moreover, sometimes not all the information needed for using the most complex operator can be obtained and the analysis must be carried out with another operator.



The PMGIOWMA operator was used to visualize the perceptions of and relationship between savings and credit based on a survey of 1914 people from 13 provinces of the department of Boyacá, Colombia. Among the main results, it was possible to see that the three different groups had the same perceptions of saving and credits, and the relationship degree was also the same. This idea is important, considering that the groups were based on their educational level, and it was possible to see that, regarding the financial topics of saving and credits, their perceptions were the same. Another interesting result was that the perception of saving in Group 1 (people with no and primary education) was 50% higher with the PMGOWA operator.



Futures research should focus on fuzzy decision-making [64] to propose more extension of the Pythagorean membership grade and OWA operator [65], possibly through the use of distance operators [40], linguistic variables [8,66], logarithmic operators [67], heavy operators [33] or prioritized operators [68].
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Figure 1. Perception relationships of savings and credit for each method. 
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Figure 2. Perceptions of savings and credit by each method. 
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Figure 3. Perception of savings and credit by group. 
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Table 1. Consolidated results.
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PMGIOWA

	
PMGOWMA

	
PMGIOWMA




	

	
  x  

	
  y  

	
  x  

	
  y  

	
  x  

	
  y  






	
  B  

	
0.38

	
0.51

	
0.13

	
0.15

	
0.11

	
0.15




	
   B ′   

	
0.66

	
0.51

	
0.16

	
0.13

	
0.18

	
0.12




	
  r  

	
0.75

	
0.72

	
0.21

	
0.20

	
0.21

	
0.19




	
    r 2    

	
0.57

	
0.52

	
0.04

	
0.04

	
0.05

	
0.04




	
   cos    (  θ  ( x )   )    

	
0.5236

	
0.7679

	
0.6632

	
0.6981

	
0.5585

	
0.6807




	
   F  (  r , θ  )    

	
0.6258

	
0.5080

	
0.5161

	
0.5113

	
0.5310

	
0.5127
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Table 2. Savings and credit actions.
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	Acrom
	Savings
	Acrom
	Credit





	MB
	Money box
	FFC
	Family or Friend Credit



	SF
	Savings funds
	GG
	Gota to gota



	SA
	Savings account
	CC
	Credit card



	Tr
	Trust
	ML
	Moneylender



	SC
	Savings chains
	BC
	Bank credit



	FS
	Family Savings
	PS
	Pawnshop



	CDT’s
	CDT’s
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Table 3. Education level groups.
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Savings

	
Credit






	
Group 1

	
None and Primary




	
Group 2

	
High school and Technical




	
Group 3

	
Undergraduate and Postgraduate
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Table 4. Saving values ratios.
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Group 1

	
Group 2

	
Group 3






	
MB

	
0.6000

	
0.4505

	
0.4769

	
0.4271

	
0.3723

	
0.2057




	
SF

	
0.0000

	
0.0571

	
0.0437

	
0.0507

	
0.0693

	
0.0914




	
SA

	
0.2000

	
0.2703

	
0.2497

	
0.2875

	
0.2879

	
0.3714




	
Tr

	
0.0000

	
0.0120

	
0.0087

	
0.0063

	
0.0108

	
0.0514




	
SC

	
0.0857

	
0.0781

	
0.1024

	
0.1099

	
0.0887

	
0.0800




	
FS

	
0.0857

	
0.1021

	
0.0936

	
0.0803

	
0.0996

	
0.0800




	
CDT’s

	
0.0286

	
0.0300

	
0.0250

	
0.0381

	
0.0714

	
0.1200











[image: Table] 





Table 5. Credit values ratios.






Table 5. Credit values ratios.





	

	
Group 1

	
Group 2

	
Group 3






	
FFC

	
0.3784

	
0.3495

	
0.4861

	
0.4324

	
0.4627

	
0.2986




	
GG

	
0.2432

	
0.0311

	
0.0362

	
0.0158

	
0.0051

	
0.0000




	
CC

	
0.1081

	
0.1557

	
0.1560

	
0.1306

	
0.1748

	
0.2500




	
ML

	
0.0811

	
0.0969

	
0.0738

	
0.0811

	
0.0308

	
0.0486




	
BC

	
0.1892

	
0.3287

	
0.2368

	
0.3266

	
0.3111

	
0.3889




	
PS

	
0.0000

	
0.0381

	
0.0111

	
0.0135

	
0.0154

	
0.0139
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Table 6. Weighting vectors and induced values for savings.
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IFI

	
AFM

	
AFR

	
OWE

	
CON

	
INT

	
MTR




	

	
W1

	
W2

	
W3

	
W4

	
W5

	
W6

	
W7






	
WS

	
0.2723

	
0.2213

	
0.1368

	
0.1153

	
0.1021

	
0.0899

	
0.0623




	

	
MB

	
SF

	
SA

	
Tr

	
SC

	
FS

	
CDT’s




	
μ

	
1

	
6

	
2

	
7

	
4

	
3

	
5








WS: weighted savings; IFI: information from financial institutions; AFM: advice from family members; AFR: advice from friends; OWE: own experience; CON: consulting; INT: internet; MTR: marketing, TV and radio.
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Table 7. Weighting vectors and induced values for credit.






Table 7. Weighting vectors and induced values for credit.





	

	
IFI

	
AFM

	
MTRI

	
AFR

	
OWE

	
CON




	

	
W1

	
W2

	
W3

	
W4

	
W5

	
W6






	
EC

	
0.2723

	
0.2213

	
0.1522

	
0.1368

	
0.1153

	
0.1021




	

	
FFC

	
GG

	
CC

	
ML

	
BC

	
PS




	
μ

	
1

	
6

	
2

	
7

	
4

	
3








WC: weighted credit; IFI: information from financial institutions; AFM: advice from family members; MTRI: marketing, TV, radio and internet; AFR: advice from friends; OWE: own experience; CON: consulting.
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Table 8. Results of the PMGOWA, PMGIOWA, PMGOWMA and PMGIOWMA.






Table 8. Results of the PMGOWA, PMGIOWA, PMGOWMA and PMGIOWMA.





	

	
PMGOWA




	

	
Group 1

	
Group 2

	
Group 3




	

	
Savings

	
Credit

	
Savings

	
Credit

	
Savings

	
Credit




	
B

	
0.2090

	
0.2062

	
0.1951

	
0.2026

	
0.1798

	
0.1954




	
B’

	
0.1927

	
0.1808

	
0.1884

	
0.1912

	
0.1558

	
0.1723




	
r

	
0.2842

	
0.2743

	
0.2712

	
0.2786

	
0.2379

	
0.2605




	
r2

	
0.0808

	
0.0752

	
0.0736

	
0.0776

	
0.0566

	
0.0679




	
COS (⍬(x))

	
0.0962

	
0.9976

	
0.9976

	
0.9976

	
0.9986

	
0.9986




	
F

	
0.6247

	
0.4630

	
0.4634

	
0.4624

	
0.4677

	
0.4646




	

	
PMGIOWA




	

	
Group 1

	
Group 2

	
Group 3




	

	
Savings

	
Credit

	
Savings

	
Credit

	
Savings

	
Credit




	
B

	
0.3221

	
0.2098

	
0.2172

	
0.2222

	
0.2031

	
0.2280




	
B’

	
0.3110

	
0.2124

	
0.2132

	
0.2242

	
0.1467

	
0.2183




	
r

	
0.4477

	
0.2986

	
0.3043

	
0.3157

	
0.2505

	
0.3156




	
r2

	
0.2004

	
0.0891

	
0.0926

	
0.0996

	
0.0628

	
0.0996




	
COS (⍬(x))

	
0.9781

	
0.9962

	
0.9962

	
0.9962

	
0.9986

	
0.9962




	
F

	
0.4451

	
0.4599

	
0.4592

	
0.4576

	
0.4660

	
0.4576




	

	
PMGOWMA




	

	
Group 1

	
Group 2

	
Group 3




	

	
Savings

	
Credit

	
Savings

	
Credit

	
Savings

	
Credit




	
B

	
0.0073

	
0.0128

	
0.0075

	
0.0145

	
0.0087

	
0.0159




	
B’

	
0.0076

	
0.0177

	
0.0077

	
0.0165

	
0.0097

	
0.0177




	
r

	
0.0105

	
0.0219

	
0.0107

	
0.0220

	
0.0131

	
0.0238




	
r2

	
0.0001

	
0.0005

	
0.0001

	
0.0005

	
0.0002

	
0.0006




	
COS (⍬(x))

	
1.0000

	
1.0000

	
1.0000

	
1.0000

	
1.0000

	
1.0000




	
F

	
0.4986

	
0.4970

	
0.4985

	
0.4970

	
0.4982

	
0.4968




	

	
PMGIOWMA




	

	
Group 1

	
Group 2

	
Group 3




	

	
Savings

	
Credit

	
Savings

	
Savings

	
Credit

	
Savings




	
B

	
0.0107

	
0.0142

	
0.0094

	
0.0207

	
0.0120

	
0.0242




	
B’

	
0.0114

	
0.0266

	
0.0098

	
0.0251

	
0.0153

	
0.0325




	
r

	
0.0157

	
0.0301

	
0.0136

	
0.0325

	
0.0194

	
0.0406




	
r2

	
0.0002

	
0.0009

	
0.0002

	
0.0011

	
0.0004

	
0.0016




	
COS (⍬(x))

	
1.0000

	
1.0000

	
1.0000

	
1.0000

	
1.0000

	
1.0000




	
F

	
0.4979

	
0.4959

	
0.4981

	
0.4956

	
0.4973

	
0.4945
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