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Abstract: A nonlinear inhomogeneous system of fractional differential equations is investigated.
Namely, sufficient criteria are obtained so that the considered system has no global solutions.
Furthermore, an example is provided to show the effect of the inhomogeneous terms on the
blow-up of solutions. Our results are extensions of those obtained by Furati and Kirane (2008)
in the homogeneous case.
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1. Introduction

The theory of fractional calculus provides useful mathematical tools for modeling several
phenomena from Science and Engineering (see e.g., [1-7]). This fact has motivated researchers to
investigate fractional differential equations in various directions including theory (existence and
uniqueness of solutions [8-10], comparison principles [11,12], blow-up profile of solutions [13,14]),
and numerical methods (see e.g., [15-19]).

In this paper, we study the inhomogeneous system of fractional differential equations

T+ 5 = WOl +=),
Viy+ 220 = kP +20), 2
EO¥0) = (o),

wheret > 0,p,9 > 1,21,20 € C([0,00)),21,20 > 0,0 < a,f <1, and %, T € {a, B}, is the derivative
of order 7 in the sense of Caputo. Namely, we obtain sufficient criteria for which global solutions for
Equation (1) do not exist, i.e., a finite time blow-up occurs.

The study of the absence of global solutions for differential equations (or fractional differential
equations) furnishes important indications on limiting behaviors of many physical systems. In industry,
the knowledge of the finite time blow-up can prevent accidents and malfunctions. It can also be useful
for the improvement of the performance of machines and the extension of their life-span.
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In [20], Furati and Kirane investigated the system

T+ Zmy = wor
dy dy o _ 2
ZH+50 = kO, @
(x(0),(0) = (x0,30),

which is a special case of Equation (1) with z; = 0,7 = 1,2. They proved that, if xg, yo > 0 and

1—i <max{tx—|—ﬁ,,3+a},
P4 p q

then Equation (2) has no global solutions. Next, Kirane and Malik [14] studied the profile of the

blowing up solutions of Equation (2).

Let us mention that several results related to the finite time blow-up of solutions of fractional
differential equations were obtained in previous contributions (see e.g., [13,21-25] and references
therein). However, systems of the type seen in Equation (1) were not studied previously. Here, our
aim is to study the effect of the inhomogenous terms z;(t), i = 1,2, on the blow-up of solutions of
Equation (2).

Before presenting the main results, we first recall briefly certain standard notions on fractional
calculus that will be used throughout this paper. For more details, see e.g., [9].

Let ¢ > 0. The fractional integrals of order ¢ of a function 7 € C([0, u]), u > 0, are given by

t
Ig n(t) = 1,(16) / (t—1)% y(t)dr (left-sided fractional integral)
0
and , ‘
Ign(t) = @/ (t— )5 1y(r)dr (right-sided fractional integral),
t

forallt € [0, p].
Forall 7, A € C([0, 1]), one has

/O”A(t)zgq(t) dt:/()“;y(t)zﬁA(t) dt. 3)
Let .
P(t) = (1 — ;) , forallte [0,y

where k¥ > 0. Then

r 1
Igl/)(t) = r(x(-t;)l)”_KW —1)5*%, forall t € [0, u]. 4)

Suppose now that 0 < & < 1. The derivative of order & of a function 77 € C!([0, #]) in the Caputo
sense, is given by

0 =7 (G1) 0, foraltte ol ©

The pair of functions (x,y), where x,y € Cl([O, 0)), is a global solution of Equation (1), if it
satisfies Equation (1) for all t > 0. Let us recall that the system of Equation (1) is investigated under
the assumptions:

(Al) pg>1and 0 <a, B < 1.
(A2) z; € C([0,00)), 2 > 0,i =1,2.
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Now, we present our results.

Theorem 1. Let xq, 19 > 0. If

(a=1)pg+pg+1 T (B—Dpg+ap+1  pT
limsupT — #i-1 / z1(s)ds = +co or limsupT 7T / z3(s) ds = 400, 6)
T—+co 0 T— 400 0
then Equation (1) has no global solutions.
Consider now the case of a single equation

dx dx
- —_ = p
0+ = kO +2(0), -
x(0) = X,

where0 < a <1,p >1and z € C([0,00)), z > 0. From Theorem 1, we deduce

Corollary 1. Let xg > 0. If

. ap g T
limsup T7-T / z(s) ds = +oo,
T—+o0 0

then Equation (7) has no global solutions.

The following example shows the effect of the inhomogeneous terms z;(t), i = 1,2, on the blow-up
of solutions of Equation (2)

Example 1. Consider the system

dx dx
- - — q P
WS = Ol 1,
Wy Wy p ®)
Uity +2h) = Ko)P,
(x(0),y(0)) = (x0,¥%0),
wheret > 0,x90 > 0,y0>0,p>1,q> 1and
. q(ap +B) }
> —minql, ——= 5. )
P { pq—1

System Equation (8) is a special case of Equation (1) with
z1(t) = (t+ 1) and zp(t) =0,

forall t > 0. One observes easily that

(a=Dpg+pg+1 T (a=1)pg+pq+1
p-1 / zi(s)ds ~T p1 P71 4s T 5 oo,
0

Furthermore, it follows from Equation (9) that

(a—1)pg+pqg+1
pg—1

+po+1>0,

which yields
(a=D)pg+pg+1  pT
lim T 1 / z1(s) ds = +o0.
T—+o0 0
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Hence by Theorem 1, one deduces that under condition Equation (9), for all p,q > 1, Equation (8) has no
global solutions.

2. Proof of the Main Result

The proof is based on the nonlinear capacity method (see e.g., [26]). More precisely, we first
suppose that (x, y) is a global solution of Equation (1). Next, we multiply both equations in Equation (1)
by an adequate test function that depends of a parameter T > 1, and we integrate by parts over the
interval (0, T). Using standard integral inequalities, the condition in Equation (6) and passing to the
limit as T — o0, a contradiction follows.

The detailed proof of Theorem 1 is given below.

Proof. We follow the steps mentioned previously.
Step 1 (Multiplication of both equations in Equation (1) by an adequate test function that depends of a
parameter T > 1):

Suppose (x,y) is solution of (1) which is global. For x, T > 1, let

v(t) =T "(T—1t)", forall0<t<T. (10)

After multiplication of the first equation in Equation (1) by v(t) and integration over (0,T),
we obtain

de T T
A t+/ ﬁvdt / \y|qut+/0 zivdt. (11)

Integrating by parts, we have

Tdx
/o Eth_x(T)V(T)—x(O)V(O)—/ x—dt.

Since v(T) = 0and v(0) = 1, we get

T dx T dy
/O St = —x(0) - /O X d. (12)

Using Equations (5) and (3), we have

T .
d—xvdt / ( ) dt = / —Il %y dt.
Jo dt* 0

Again, we integrate by parts, we obtain

T dx T dI; v

[ vt = x(T) (Zhv) (1) = x(0) (Z4*v) (0) - /0 L

On the other hand, by Equation (4), one has (I%_“U) (T) = 0. Therefore, it holds that

Tdx - T dIl "
A @vdt— —x(0) (IT 1/) (0)—/0 x—r dt. (13)

Further, using Equation (11)—(13), we deduce that

dI% i

x(0) (1+ (Zv) (0 / |y|‘7vdt+/ zlvdt</ x| |2

dt+/
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Since x(0) > 0 and (I%*”‘v) (0) > 0 by Equation (4), it holds that

T T
/ |y\‘7vdt+/ z1v dt §/ |x| dt—l—/
0 0 0

dz} vl

50f8

(14)

Similarly, after multiplication of the second equation in Equation (1) by v(¢) and integration over

(0,T), using that y(0) > 0 and (I%ﬁﬁv> (0) > 0, we obtain
L, ; T ; T |dy

x t—l—/ z tS/ ‘
| svar+ [Czvar< [Ty 5

T T
H:/ |x[Pvdt and Jz/ ly|9v dt.
0 0

We use Holder’s inequality to get

r 14
/ |x| dt = / |x|vPv P
0

ﬁ
dt

Next, we set

and

dI%_“v

T
It
0

Similarly, one has

1 T 1
dt <1TIr (/ vp-1
0

and

Next, setting

using Equations (14), (16), and (17), one deduces that
T 1 p-t r-1
J+/ qvdt <17 (A7 +A7 |.
0

Similarly, setting

(15)

(16)

(17)

(18)

(19)

(20)
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using Equations (15), (18), and (19), one deduces that

T 1 q-1 q-1
11+/ nvdt <Ji (BT +B,7 |. @1)
0
Consider now the case
(a=1)pg+Bg+1 T
limsupT i1 / z1(s) ds = +co. (22)
T—+o0 0

Since
T
/ zovdt > 0,
0

1 31 91
[<Jo| B, +B,” .
The above inequality with Equation (20) yields
1
T 1 9-1 -1\ p r-1 p-1
J+/O zvdt < J7 (qu + B, ) (Al” + A7 ) (23)

Step 2 (Estimates and conclusion):
Further, we shall estimate the term in right-hand side of the above inequality. Using the inequality

it follows from Equation (21) that

(a1 +ap)7 < 27(a¥ —Q—ag), 0<vy<1,aq,a, >0,

one obtains
B, +B, A7 +A, <2v | A7 B +A B AT B +A," B, . (29

On the other hand, using Equation (10), elementary calculations yield

1 =1 1 =1
Ay=——Tr" and By =——7-T7". (25)
T T
Similarly, using Equations (4) and (10), we obtain

T(k+1) 171 TV F(k41) 170 TU70

K - E ” - &
Az = l: :l I and Bz = l: :l . (26)

I(k+1-a) K=o +1 I'(k+1-p) K—qﬁfql—i-l

Hence, using Equations (24)—(26), one deduces easily that

9-1 9-1 % p-1 rp1 1 B 1
B,” +B,’ A A, ) <cT T,

where C > 0 is a constant. The above inequality with Equation (23) yield

T 1 g4 B_1
J+/0 zyvdt < CIWT "5 i, 27)
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Next, using Young's inequality

ab < i{17”‘7 + L_lb%, a,b>0,
q pq

we get

crmT b < Ly (P’?_ 1) et (1-a=f-5;)
Pa pq

together with Equation (27) implies

T ~ P (g B_ 1
/ zlvdthTW’l(l p M), (28)
JO

where C = (%) C % On the other hand, by Equation (10), one has

/Tz vdt =T /Tz (H)(T — t)*dt > l/Z z1(t) dt
, “wat= Jo A <ok J, A .
The above inequality with (28) yields

1 (a=Dpg+pgtl 5

—T p-1 /z t)dt < C,
T ; 1(t)dt <

which contradicts Equation (22).

Next, consider the case

) (B=Dpg+apt1 T
limsupT — #-1 / z5(s) ds = +co0. (29)
T— 40 0

Using similar argument as above, one obtains

1  (B=Dpg+ap+1

(B—Dpqtap+l  r5 -
—T T / z(t)dt < C/,
>* ; 2(t)dt <

for some constant C’' > 0, which contradicts (29). [
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