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Abstract: For rare disease drug development, the United States (US) Food and Drug Administration
(FDA) has indicated that the same standards as those for drug products for common conditions
will be applied. To assist the sponsors in rare disease drug development, the FDA has initiated
several incentive programs to encourage the sponsors in rare disease drug development. In practice,
these incentive programs may not help in achieving the study objectives due to the limited small
patient population. To overcome this problem, some out-of-the-box innovative thinking and/or
approaches, without jeopardizing the integrity, quality, and scientific validity of rare disease drug
development, are necessarily considered. These innovative thinking and/or approaches include but
are not limited to (i) sample size justification based on probability statements rather than conventional
power analysis; (ii) demonstrating not-ineffectiveness and not-unsafeness rather than demonstrating
effectiveness and safety with the small patient population (i.e., limited sample size) available; (iii) the
use of complex innovative designs such as a two-stage seamless adaptive trial design and/or an
n-of-1 trial design for flexibility and the efficient assessment of the test treatment under study;
(iv) using real-world data (RWD) and real-world evidence (RWE) to support regulatory submission;
and (v) conducting an individual benefit–risk assessment for a complete picture of the clinical
performance of the test treatment under investigation. In this article, we provide a comprehensive
summarization of this innovative thinking and these approaches for an efficient, accurate and reliable
assessment of a test treatment used for treating patients with rare diseases under study. Statistical
considerations including challenges and justifications are provided whenever possible. In addition,
an innovative approach that combines innovative thinking and these approaches is proposed for
regulatory consideration in rare disease drug development.

Keywords: composite hypotheses; demonstrating not-ineffectiveness and not-unsafeness; randomized
clinical trial (RCT); real-world data (RWD); orphan drug development

MSC: 37M22

1. Introduction

To approve drug products in common conditions, the United States (US) Food and
Drug Administration (FDA) requires that substantial evidence regarding the safety and
efficacy of the test treatment under investigation be provided for regulatory review. The
FDA further indicates that substantial evidence can only be obtained through the conduct
of adequate and well-controlled randomized clinical trials (RCTs). The substantial evidence
must achieve clinical/statistical significance at a pre-specified level with a desired (suffi-
cient) power (i.e., the probability of correctly concluding the test treatment is efficacious
and safe when, in fact, the test treatment is), e.g., 80% or 90%. In practice, however, the tra-
ditional approach is to power the study based on a pre-selected primary efficacy endpoint
and then perform safety assessments, including the tolerability of the test treatment under
study, before the test treatment can be approved and released for the marketplace.
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In the US, a rare disease is defined as a disorder or condition that affects less than
200,000 persons [1,2]. However, no universal definition exists worldwide. For example,
in the European Union (EU), a rare disease is defined as a disorder that affects fewer
than 1 in 2000 people. For the approval of a test treatment for treating patients with rare
diseases, the FDA emphasizes that the same standard will be applied as that for drugs for
common conditions [2]. For rare disease clinical trials, one of the major concerns is the
relatively small patient population (i.e., only a limited number of subjects) available to
obtain substantial evidence regarding the safety and efficacy of the test treatment under
investigation. As a result, in addition to the unavailability of patient populations, most
sponsors are not willing to develop rare disease drug products due to some difficulties
and challenging issues that are commonly encountered. These practical issues include
heterogeneity, no control arm, no universally accepted study endpoint, the unavailability
of a biomarker, and an inflexible/inefficient study design for providing efficient, accurate
and reliable substantial evidence regarding the safety and efficacy of the test treatment
under investigation, in support of regulatory submission, review and approval.

The FDA has initiated several incentive programs to assist sponsors in rare disease
drug development, which include (i) fast track designation; (ii) breakthrough therapy
designation; (iii) priority review designation; and (iv) accelerated approval of rare disease
drug products. The FDA’s intention is good; however, these incentive programs do not
necessarily address the issue of the small population available in rare disease drug devel-
opment. Thus, these incentive programs are unable to provide an efficient, accurate and
reliable assessment of the test treatment under investigation to the same standard as that
required for the review and approval of drug products for normal conditions. To over-
come these issues, some out-of-the-box innovative thinking and approaches are necessarily
applied. This innovative thinking and these approaches include but are not limited to
(i) sample size justification based on probability statements, e.g., the probability monitoring
procedure proposed by [3], rather than traditional power calculations; (ii) the development
of a composite (therapeutic) index that may combine both clinical endpoints and biomark-
ers [4]; (iii) the concept of demonstrating not-ineffectiveness and/or not-unsafeness rather
than demonstrating effectiveness and safety [5]; (iv) the application of complex innovative
designs such as an adaptive (flexible) trial design and/or an n-of-1 trial design; (v) the use
of real-world data (RWD) and real-world evidence (RWE) in supporting rare disease drug
development; and (vi) performing individual benefit–risk assessment according to FDA
recent guidance [6] for obtaining a complete clinical picture of the test treatment under
study. These innovative thoughts and approaches would lead to a more efficient, accurate
and reliable assessment of the safety and efficacy of the rare disease test treatment under
study in a more efficient way, even with only a limited number of patients available.

Regarding the use of RWD and RWE in support of regulatory submission, the 21st
Century Cures Act passed in December 2016 by the US Congress requires the FDA to
establish a program to evaluate the potential use of RWE, which is generated from RWD,
to (i) support the approval of a new indication for a drug approved under Section 505(c)
and (ii) satisfy post-approval study requirements. RWE offers opportunities to develop
robust evidence using high-quality data and sophisticated methods for producing causal-
effect estimates regardless of whether randomization is feasible. For rare disease drug
development, we propose performing a gap analysis of substantial evidence and RWE
before the RWE can be used in support of regulatory submission in critical decision-making.
It should be noted that the FDA does not intend to replace the required substantial evidence
with the RWE derived from RWD obtained from RWS. RWE should be used in support of
regulatory submission in the review and approval process of drug development.

In the next section, some undesirable characteristics regarding rare disease drug
development are briefly described. To overcome these undesirable characteristics, Section 3
provides some out-of-the-box innovative thoughts and approaches to assessing the safety
and efficacy of a test treatment for patients with rare diseases under investigation. In
Section 4, the use and implementation of RWD/RWE in support of rare disease regulatory
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submissions is discussed. For regulatory consideration, Section 5 proposes an innovative
approach of a two-stage seamless adaptive design combining RCT and real-world study
(RWS) in rare disease drug development. Some concluding remarks are provided in the
final section of this article.

2. Undesirable Characteristics of Rare Disease Drug Development

As mentioned earlier, to assist/encourage rare disease drug development, the FDA
has initiated several incentive (expedited) programs. Despite the FDA’s incentive programs,
some practical difficulties and challenges are inevitably encountered during the conduct of
rare disease clinical trials. Commonly seen undesirable characteristics in rare disease drug
development include (i) insufficient power (due to a relatively small patient population
being available); (ii) heterogeneity across baseline characteristics; (iii) no control arm; (iv) no
universally accepted endpoints and/or biomarkers; and (v) inflexible and inefficient study
design, which are briefly described below.

2.1. Insufficient Power

In practice, for rare disease drug development, it is expected that the intended clinical
trial may not achieve the desired power (i.e., the probability of correctly detecting a clinically
meaningful difference or treatment effect when such a difference truly exists) to confirm the
safety and efficacy of the test treatment under investigation at the 5% level of significance
due to the small sample available. Thus, for rare disease clinical trials, it is not feasible to
use the traditional power calculation for sample size calculation. Consequently, the sponsor
must seek alternative methods to justify a much smaller sample size by achieving certain
statistical assurance for the intended rare disease clinical trials.

In addition to power analysis, other methods such as precision analysis, reproducibility
analysis, and probability monitoring procedures could be used for sample size calculation
to achieve certain statistical assurance in the intended clinical trials. Precision analysis is
used to select a sample size that controls the type I error rate within the desired precision,
while reproducibility analysis is used to select a sample size that will achieve the desired
probability of reproducibility. The probability monitoring procedure is used to justify a
selected sample size based on the probability of crossing efficacy/safety boundaries (see,
e.g., [3]).

2.2. Heterogeneity across Baseline Characteristics

In clinical trials, it is not uncommon to see heterogeneity across baseline characteristics
such as demographics and/or patient characteristics at baseline. At the planning stage of
the intended clinical trial, heterogeneity will impact the power analysis for sample size
calculation. A much larger sample size may be required for detecting a treatment effect
size (or clinically meaningful difference) in the presence of heterogeneity. Heterogeneity
is an undesirable characteristic in rare disease drug development. In practice, stratified
randomization is applied to prevent the biased assessment of the test treatment under
study due to treatment imbalance. For rare disease clinical trials, stratified randomiza-
tion is not feasible due to the small sample size. In addition, it is also suggested that
power calculations should be performed by (i) maintaining the treatment effect (clinically
meaningful difference) and at the same time (ii) controlling the variability associated with
the response, to ensure that there is a high reproducibility probability (i.e., the result is
reproducible with high probability) if the study were conducted repeatedly under similar
clinical conditions/environments.

2.3. No Control Arm

In practice, rare disease clinical trials often do not include a control arm due to
(i) ethical considerations and (ii) the unavailability of patients with the rare disease under
study. Because of the small patient population, the FDA encourages utilizing existing
historical knowledge/data to assist in rare disease (orphan) drug development. Though
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the requirement for substantial evidence cannot be relaxed, historical data may be used as
an external control arm. One typical example is the use of RWD. The evidence generated by
RWD (i.e., RWE) is a valuable source of information that reveals the real-world performance
of the test treatment, including both safety and effectiveness. Due to the accelerated
approval process, some rare disease clinical trials may have a shorter follow-up period
compared with typical trials, which makes post-marketing evaluation (e.g., evaluation of
RWD) even more important [7].

2.4. No Universally Accepted Study Endpoints or Biomarkers

In rare disease clinical trials, there often exist no universally accepted study endpoints
or biomarkers to evaluate the safety and efficacy of the test treatment under study. Thus,
the FDA suggests that a sponsor should define a trial endpoint by selecting a patient
assessment as an outcome measure and defining when the patient would be assessed in the
trial [8]. As indicated in the [8] draft guidance, endpoint selection in a clinical trial involves
the knowledge and understanding of the following: (i) the range and course of clinical
manifestations associated with the disease; (ii) the clinical characteristics of the specific
target population, which may be a subset of the total population with a disease; (iii) the
aspects of the disease that are meaningful to the patient and could be assessed to evaluate
the drug’s effectiveness; and (iv) the possibility of using the accelerated approval pathway.
Despite continuing efforts to develop novel surrogate endpoints, the FDA emphasized
that only the usual clinical endpoints for adequate and well-controlled trials can provide
substantial evidence of effectiveness supporting the marketing approval of the drug ([8,9]).
Thus, it is recommended that sponsors select endpoints that consider the objectives of each
trial in the context of the overall clinical development program.

A biomarker is defined as an indicator of biological and pathogenic processes, which
can be used to indirectly evaluate the clinical outcome or identify the patient population. A
good biomarker should have the following properties: (i) easy to measure; (ii) less affected
by other treatment modalities; (iii) large effect size; and (iv) predictive of the clinical
outcome of interest. Hence, such biomarkers can be used in rare disease development since
they not only offer an opportunity to have a smaller sample size (due to the large effect
size) but also help screen patients who may receive more benefits by taking the test drug.
However, due to the limited target population and the low rate of return, the understanding
of rare diseases is incomplete. As a result, it is difficult to identify the right biomarker, let
alone the variation of phenotypes for certain rare diseases.

2.5. Inflexible/Inefficient Study Design

Under the restriction that only a small sample is available, the usual parallel-group
design is considered not flexible and not efficient. Instead, some complex innovative
designs (CIDs) like the n-of-1 trial design, adaptive trial design, master protocol, and
Bayesian sequential design may be considered. Among these complex innovative designs,
the n-of-1 trial design has become very popular for evaluating the difference in treatment
effects within the same individual when n treatments are administered at different dosing
periods. In general, as compared to a parallel-group design, the n-of-1 trial design requires
fewer subjects for evaluation of the test treatment under investigation. On the other
hand, adaptive trial design has the flexibility to modify the study protocol as it continues
after the review of interim data. Clinical trials utilizing adaptive design methods may
not only increase the probability of success in drug development but also shorten the
development process.

As an example, consider dose finding for identifying the maximum tolerable dose
(MTD) in phase II clinical development. A traditional “3 + 3” dose escalation design is often
considered. The traditional “3 + 3” escalation design enters three patients at a new dose
level and then enters another three patients when a dose-limiting toxicity (DLT) is observed.
Assessment of the six patients is then performed to determine if the trial should be stopped
at the level or escalated to the next dose level. Note that DLT is referred as an unacceptable
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or unmanageable safety profile when pre-defined by certain criteria such as Grade 3 or
greater hematological toxicity according to the US National Cancer Institute’s Common
Toxicity Criteria (CTC). This dose-finding design suffers the following disadvantages:
(i) inefficient, (ii) often underestimates the MTD especially when the starting dose is too
low, (iii) depends upon the DLT rate at MTD, and (iv) the low probability of correctly
identifying the MTD.

Alternatively, it is suggested that a continued re-assessment method (CRM) and
Bayesian optimal interval (BOIN) approach should be considered. In the method of CRM,
the dose–response relationship is continually reassessed based on accumulative data col-
lected from the trial. The next patient who enters the trial is then assigned to the potential
MTD level. Thus, the CRM involves (i) dose toxicity modeling; (ii) dose level selection;
(iii) re-assessment of model parameters; and (iv) assignment of the next patient. In addition,
the CRM method in conjunction with a Bayesian approach for dose–response trials can
substantially improve the CRM for dose finding. To select a more efficient dose-finding
design between the “3 + 3” escalation design, the CRM design, and the BOIN design, the
FDA recommends the following criteria for design selection: (i) the number of patients
expected; (ii) the number of DLT expected; (iii) the toxicity rate; (iv) the probability of
observing DLT prior to MTD; (v) the probability of correctly achieving the MTD; and
(vi) the probability of overdosing. Based on a clinical trial simulation study, the “3 + 3”
dose escalation design can be compared to the CRM design in conjunction with a Bayesian
approach for a radiation therapy dose-finding trial. The results indicated that (i) CRM has
an acceptable probability of correctly reaching the MTD; (ii) the “3 + 3” dose escalation
design always underestimates the MTD; and (iii) CRM generally performs better than the
“3 + 3” dose escalation design.

3. Innovative Thinking and Approaches for Rare Disease Clinical Trials

In rare disease clinical development, some out-of-the-box innovative thoughts are
necessarily applied to overcome undesirable characteristics commonly seen in rare disease
drug development. These innovative thoughts include but are not limited to (i) the use of
external control; (ii) endpoint selection; (iii) sample size requirement; (iv) the concept of
demonstrating not-ineffectiveness and/or not-unsafeness; (v) complex innovative design
(e.g., adaptive trial design and n-of-1 trial design); (vi) the use of RWD and RWE; and
(vii) individual benefit–risk assessment, which will be briefly described below.

3.1. External Control

In rare disease clinical trials, it may not be ethical or feasible to assign the limited
subjects available to a placebo control given that there are no effective treatments available
in the marketplace. In this case, it is suggested that the use of external control accelerates
rare disease drug development by reducing/eliminating the number of subjects on placebo
(e.g., [2,8]). However, one of the biggest concerns for the use of external control is likely se-
lection bias. To minimize potential selection bias, it is suggested that appropriate statistical
methods such as propensity score-matching techniques, based on matching factors such
as baseline demographics and/or patient characteristics, should be considered to prevent
unmeasured confounding and possible inconsistency.

Propensity score-matching is a quasi-experimental method in which the principal
investigator uses statistical techniques to construct an artificial control group by matching
each treated unit with a non-treated unit of similar characteristics (e.g., demographics
and patient characteristics). Propensity score-matching computes the probability that
a unit will enroll in a trial based on observed characteristics. It should be noted that
propensity score-matching relies on the assumption that, conditional on some observable
characteristics, untreated units can be compared to treated units as if the treatment has
been fully randomized. In other words, propensity score-matching is used to mimic
randomization to overcome issues of selection bias.
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For illustration purposes, the standard framework for propensity score-matching
by [10,11] is considered. For a given subject I, i = 1, . . ., N. In the case of a binary treatment,
the treatment indicator Di equals one if individual subject i receives treatment; it is zero
otherwise. The potential outcomes are then defined as Yi(Di) for each subject i, where
i = 1, . . ., N. The treatment effect for subject i can then be written as:

τi = Yi(1)− Yi(0).

Since only one of the outcomes is observed for each subject i, estimating the individual
treatment effect τi is not possible. In this case, one may focus on population average
treatment effects (ATT) instead. The ATT can be defined as

τATT = E(τ|D = 1) = E[Y(1)|D = 1]− E[Y(0)|D = 1].

Since E [Y (0)|D = 1] is not observed, we will have to find a way to estimate ATT. One
commonly considered approach is to consider using the mean outcome of an untreated
individual’s E [Y (0)|D = 0] to estimate ATT. However, the outcomes of individuals from the
treatment and comparison groups would differ even in the absence of treatment, leading to
a ‘self-selection bias’, i.e.,

Self-selection bias
= E[Y (1)|D = 1]− E[Y (0)|D = 0]− τATT

= E[Y (0)|D = 1]− E[Y (0)|D = 0]

Thus, the true parameter τATT can only be identified if E [Y (0)|D = 1] – E [Y (0)|D = 0] = 0.
In randomized trials without a control arm, one must invoke some identifying assump-

tions to solve the problem, as stated above. For this purpose, the propensity score-matching
method is commonly considered. First, a decision has to be made concerning the estimation
of the propensity score. Following that, one has to choose which matching algorithm to
employ and determine the region of common support. Subsequently, the matching quality
has to be assessed, and treatment effects and their standard errors have to be estimated
(see, e.g., [12]).

3.2. Endpoint Selection

Since there may exist no universally accepted study endpoints and/or biomarkers,
some endpoints or biomarkers may achieve the study objectives and some may not. In
this case, it is difficult to determine which endpoints or biomarkers are telling the truth
as they more or less reflect clinical performance in terms of the safety and efficacy of
the test treatment under study. Thus, we would like to propose an innovative approach
by combining all of these study endpoints and/or biomarkers for the development of a
so-called therapeutic index to assess the overall safety and efficacy of the test treatment
under investigation. Following the idea discussed by [4,5] proposed the development of
a therapeutic index using a utility function to incorporate multiple distinct endpoints in
clinical trials via the following steps.

First, we identify a utility function that can incorporate all of the relevant study
endpoints. Suppose there are K study endpoints, denoted by ei, i = 1, . . . , K. Let
e = (e1, e2, · · · , eK)

′ be the K clinical relevant study endpoints. An ideal (therapeutic)
index (say Ii) that incorporates these individual clinically relevant study endpoints can
then be defined as

Ii = fi(ωi, e), i = 1, · · · , K (1)

where ωi =
(
ωi1, ωi2, · · · , ωi J

)′ is a vector of weights (with ωij) assigned to the individual
study endpoint ej with respect to index Ii. fi(·) is a utility function, which could be a linear
or nonlinear function depending upon the relationships among ei, i = 1, . . . , K. The use
of a utility function is to construct index Ii based on appropriate selections of ωi and e. In
this article, we will refer to index Ii as therapeutic index Ii.
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Note that in general individual study endpoints, ej can be different data types (e.g.,
continuous variable, binary response, or time-to-event data), and ωij are pre-specified
weights that could be different for different therapeutic indexes Ii, i = 1, . . . , K. The
therapeutic index typically generates a vector of index (I1, I2, · · · , IK)

′, and if K = 1, it
reduces to a single (composite) index. For example, consider Ii = ∑K

j=1 ωijej, then Ii is
simply a linear combination of individual study endpoints, ei, i = 1, . . . , K with weights

of ωi =
(

1
K , 1

K , · · · , 1
K

)′
. In other words, index Ii is simply the average over all of the

individual study endpoints.
Step 2 is to select the appropriate weight ωi. In practice, there might be various ways to

select the weights. For example, one may consider selecting appropriate weights based on
variabilities associated with the individual study endpoints. Some researchers, on the other
hand, may prefer selecting weights based on the observed p-values from individual study
endpoints because the p-values could reflect the levels of substantial evidence regarding
the safety and effectiveness of the test treatment under investigation, provided by the
individual study endpoints. In this case, we may use the following hypotheses:

H0j : θj ≤ δj versus Haj: θj > δj, (2)

where θj, j = 1, · · · , K are the treatment effects assessed by the endpoint ej, and δj,
j = 1, · · · , K are pre-specified margins of clinically important differences.

Under some appropriate assumptions, we can calculate the p-value pj under each H0j
based on the sample of ej, and the weights ωi can be constructed based on
p = (p1, p2, · · · , pK)

′ and ωij = ωij(p). Note that ωij(·) should be constructed such
that a high value of ωij is with a low value of pj. For example, we may consider selecting
ωij =

1
pj

/∑K
j=1

1
pj

.

In practice, if we consider fi(·) as linear function here, then (1) reduces to

Ii = ∑K
j=1 ωijej = ∑k

j=1 ωij(p)ej, i = 1, · · · , K. (3)

In order to study the statistical properties of the developed therapeutic index described
above, we need to specify sampling distribution of e. In practice, for simplicity, we may as-
sume e follows the multi-dimensional normal distribution N(θ, Σ), where θ = (θ1, · · · , θK)

′

and Σ =
(

σ2
jj′

)
K×K

with

σ2
jj′ = σ2

j , j′ = j and σ2
jj′ = ρjj′σjσj′ , j′ ̸= j.

3.3. Sample Size

Sample size plays an important role in clinical trials, providing substantial evidence
about the safety and efficacy of the test treatment under study. Substantial evidence means
that the intended trial can achieve the study objectives at a pre-specified level of significance
with a desired (sufficient) power (i.e., the probability of correctly concluding the safety and
efficacy of the test treatment under study). For this purpose, power analysis for sample
size calculation (power calculation) is often performed in clinical trials.

For clinical trials, however, power calculation may not be feasible in some disease
areas such as rare diseases, especially when there is an extremely low incidence rate. As
an example, consider a real example concerning a safety study required by the FDA. A
pharmaceutical company was asked to conduct a diabetes study with an extremely low
incidence rate of glycated hemoglobin ( Hb A1C) to demonstrate that there is no safety
concern about the test treatment under investigation. The incidence rate of Hb A1C is
extremely low at three per ten thousand. The power calculation indicated that a total sample
size of 784,684 is required for detecting a clinically meaningful difference (1 per 10,000) at
the 5% level of significance with a desired power of 80%, assuming that the incidence rate
is 3 per 10,000. In this case, a power calculation is definitely not practical/feasible.
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Alternatively, it is suggested that sample size justification based on probability state-
ments be considered. We first select a sample size that is reasonable and workable based
on resources/financial considerations, e.g., 800 subjects. Assuming that the incidence rate
of Hb A1C is 0.0003, with the selected sample size of 800, we expect not to observe a single
event during the conduct of the study. If we observe one single event, we can conclude
that the test treatment under study is not safe. If we do not observe any event during the
conduct of the study, we may conclude that there is insufficient evidence to demonstrate
that the test treatment is not unsafe. The FDA accepted this approach for demonstrating
that the test treatment is not unsafe, and more safety data are yet to be collected for the
confirmation of safety.

It should be noted that the above example for sample size justification based on
probability statements is to evaluate the hypothesis that “H0 versus not H0” rather than
“H0 versus not Ha”, where H0 : not safe while Ha : safe. Clearly, not unsafe (not H0) is not
equivalent to safe ( Ha).

3.4. Demonstrating Not-Ineffectiveness and/or Not-Unsafeness

In this section, for simplicity and for illustration purposes, we will focus on demon-
strating not-ineffectiveness. The demonstration of not-unsafeness can be treated similarly.
With a limited sample size available, following the idea of demonstrating not-unsafeness
rather than safeness, we may demonstrate not-ineffectiveness rather than effectiveness. In
other words, we will demonstrate not-ineffectiveness by testing the following hypotheses:

H0 : not effectiveness versus not H0 : not ineffectiveness (4)

Testing the above hypotheses is similar to testing a non-inferiority hypothesis. Once
the null hypothesis of (4) is rejected, i.e., the not-ineffectiveness of the test treatment has
been established, more data may be collected to further test the following hypotheses for
efficacy confirmation:

not H0 : not ineffectiveness versus Ha : effectiveness (5)

As mentioned above, the concept of not-ineffectiveness is not equivalent to that of
effectiveness. There is a gap between not-ineffectiveness and effectiveness, which is referred
to as the area of inconclusiveness. In practice, it is suggested that RWD be collected to rule
out the probability of inconclusiveness. RWD are often obtained through the conduct of
RWS for the purpose of confirming the effectiveness of the test treatment under study.

The method of composite likelihood, as a down-weighting approach, can be used
to account for the impact of high variability in the RWD to rule out the probability of
inconclusiveness and consequently confirm the efficacy of the test treatment under study.
Let yi,j,k represent the observation of Yi,j,k and ni,j present the observation of Ni,j. For
j = 0, 1,

{
N1,j, N0,j

}
can be viewed as a set of random variables following a binomial

distribution:
{

N1,j, N0,j
}

∼ Binomial
(

N·,j; p1,j, p0,j
)

and p1,j + p0,j = 1. The composite

likelihood of
(

p1,j, p0,j, θj, σ2
1,j, σ2

0,j

)
can be written as

Lc

(
p1,j, p0,j, θj, σ2

1,j, σ2
0,j; y1,j,1:n1,j , y0,j,1:n0,j , λ

)
= L

(
p1,j, p0,j; n1,j, n0,j

)
× L

(
θj, σ2

1,j; y1,j,1, . . . , y1,j,n1,j

)
L
(

θj, σ2
0,j; y0,j,1, . . . , y0,j,n0,j

)λ

= g
(
n1,j, n0,j; p1,j, p0,j

)
∏

N1,j
k=1 f

(
y1,j,k; θj, σ2

1,j

)
∏

N0,j
l=1 f

(
y0,j,l ; θj, σ2

0,j

)λ
,

(6)

where Lc(·) is the composite likelihood function, L(·) is the likelihood function, f (·) is
the density function of Yi,j,k, and g(·) is the density function of

{
N1,j, N0,j

}
. If population

variances σ2
1,j and σ2

0,j are known, the maximum composite likelihood estimator (MCLE) of
θj is
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θ̂j =
N1,jσ

2
0,jY1,j + λN0,jσ

2
1,jY0,j

N1,jσ
2
0,j + λN0,jσ

2
1,j

, (7)

where Y1,j and Y0,j are the sample means for the jth arm of an RCT and RWS, respec-
tively. Since

Y1,j ∼ N(θj,
σ2

1,j

N1,j
) and Y0,j ∼ N(θj,

σ2
0,j

N0,j
),

θ̂j ∼ N

θj,
N1,jσ

4
0,jσ

2
1,j + λ2N0,jσ

4
1,jσ

2
0,j(

N1,jσ
2
0,j + λN0,jσ

2
1,j

)2

.

Define sample mean difference at the second stage as T2 = θ̂1 − θ̂0. The variance of T2
can be approximately estimated as

σ̂2
T2

= ∑1
j=0

N1,jσ̂
4
0,jσ̂

2
1,j + λ2N0,jσ̂

4
1,jσ̂

2
0,j(

N1,jσ̂
2
0,j + λN0,jσ̂

2
1,j

)2 .

Though MCLEs are asymptotically normally distributed, it is difficult to derive a
valid test statistic under null hypothesis H20 in Equation (4). Another way to test for
effectiveness at the second stage is using the probability of inconclusiveness [5]. That is, if
the inconclusiveness zone in Figure 1 is negligible, we may conclude effectiveness.
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When variances are known, the inconclusiveness occurs if T2 ∈ (θL + zα2 σT2 , θU + zα2 σT2 ).
Given significance level α2, the probability of inconclusiveness PI can be defined as

PI = Pr
(
T2 ∈

(
θL + zα2 σT2 , θU + zα2 σT2

)∣∣T2 > θL + zα2 σT2

)
=

Φ
(

θU−θ
σT2

+zα2

)
−Φ

(
θL−θ
σT2

+zα2

)
1−Φ

(
θL−θ
σT2

+zα2

) .
(8)

Thus, PI can be estimated as

P̂I =
Φ
(

θU−θ̂
σT2

+ zα2

)
− Φ

(
θL−θ̂
σT2

+ zα2

)
1 − Φ

(
θL−θ̂
σT2

+ zα2

) . (9)

If P̂I is small enough, we can reject H20 and conclude effectiveness; otherwise, the test
drug is ineffective.
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3.5. Complex Innovative Design

As indicated in PDUFA VI (Prescription Drug User Fee Act VI) as a result of the 21st
Century Cure Act enacted by the US Congress in December 2016, complex innovative trial
designs are designs involving complex adaptations, Bayesian methods, or other features
requiring simulations to determine operating characteristics. Thus, complex innovative
designs (CIDs) include but are not limited to (i) n-of-1 trial designs; (ii) adaptive trial
designs; (iii) master protocol (platform trial) designs; and (iv) Bayesian sequential designs.
In this section, we will focus on the two commonly considered CIDs, i.e., adaptive designs
and n-of-1 trial designs, which are briefly described below.

Adaptive Design—The concept of an adaptive trial design can be traced back to
the early 1970s. An adaptive design clinical study is defined as a study that includes a
prospectively planned opportunity for the modification of one or more specified aspects of
the study design and hypotheses based on the analysis of data (usually interim data) from
subjects in the study [13].

It has received much attention since the early 2000s. It gives the investigator(s) the
flexibility to identify any signal, possible trend/pattern, and ideally optimal benefit re-
garding the safety/efficacy of the test treatment under investigation. It not only speeds up
(shortens) the development process in a more efficient way but also increases the probability
of success without undermining the integrity and validity of the development.

The following adaptive designs are commonly used in clinical development: (i) Adap-
tive randomization design; (ii) (Adaptive) group sequential design; (iii) Flexible sample
size re-estimation design; (iv) Drop-the-losers (pick-the-winner) design; (v) Adaptive dose-
finding design; (vi) Biomarker-adaptive design; (vii) Adaptive treatment-switching design;
(viii) Adaptive-hypotheses design; (ix) Seamless adaptive design; and (x) Multiple adaptive
design (any combinations of the above designs).

Complete n-of-1 Trial Design—An n-of-1 trial is defined as a clinical trial where a
single patient is the entire trial or a single case study. In an n-of-1 trial, n is the number
of treatments and 1 is the single patient. Random allocation can be used to determine the
order in which an experimental and a control are given to a patient. An n-of-1 trial is a
multiple crossover study in a single participant.

For comparing a test treatment with a reference product, a complete n-of-1 trial design
depends on m—the number of dosing periods. As an example, when m = 3 (three dosing
periods), the complete n-of-1 trial design consists of three periods. Each dosing period
involves two choices (i.e., either R or T) and, thus, a total of 23 = 8 sequences. This results
in an 8 × 3 crossover design (see also Table 1).

Table 1. Examples of Complete n-of-1 Designs with p = 4.

Group Period 1 Period 2 Period 3 Period 4
1 R R R R
2 R T R R
3 T T R R
4 T R R R
5 R R T R
6 R T T T
7 T R T R
8 T T T T
9 R R R T

10 R R T T
11 R T R T
12 R T T R
13 T R R T
14 T R T T
15 T T R T
16 T T T R

Note: The first block (a 4 × 2 crossover design) is a complete n-of-1 design with 2 periods, while the second block
is a complete n-of-1 design with 3 periods. T = test drug product and R = reference drug product.
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A complete n-of-1 trial design is useful especially when there is a small patient popu-
lation, such as in rare disease drug development, and there are no active treatments in the
disease area, like COVID-19. Under a complete n-of-1 trial design, we will be able to obtain
valuable information from limited number of subjects available for an efficient, accurate,
and reliable assessment of the test treatments under investigation.

3.6. The Use of RWD/RWE

RWD are data related to patient health status and/or the delivery of health care
routinely collected from a variety of sources. RWE is evidence derived from RWD through
the application of research methods. For regulatory applications, RWE can further be
defined as clinical or substantial evidence regarding the use and potential benefits or risks
of a medical product derived from the analysis of RWD. For the approval of drug products,
regardless of whether they are orphan drugs, the FDA requires that substantial evidence
(SE) regarding the safety and efficacy be provided, and SE can only be obtained through the
conduct of adequate randomized controlled clinical trials (RCTs). RWE can only be used
in support of regulatory submission. To provide a better understanding, a comparison
between SE and RWE is given in Table 2.

Table 2. Fundamental Differences between Substantial Evidence and Real-World Evidence.

Characteristic Substantial Evidence Real-World Evidence

Legal basis Codes of Federal Regulations 21st Century Cure Act
Bias Bias is minimized Selection bias
Variability Expected and controllable Expected, but not controllable
Evidence obtained from Randomized clinical trials Real-world data
Clinical practice Reflect controlled clinical practice Reflect real clinical practice
Methods for assessment Statistical methods are well Statistical methods are not fully established
Validity and integrity Accurate and reliable Questionable

As seen in Table 2, there are some fundamental differences between data obtained from
RCT and RWD, which have raised some concerns regarding the use of RWD in support of
regulatory submission. These concerns include but are not limited to (i) representativeness;
(ii) heterogeneity; (iii) confounding and interaction; (iv) missing data; (v) reproducibility
and generalizability; and (vi) data quality and validity. These concerns have greatly im-
pacted the assessment of the safety and efficacy of the test treatment under investigation.
Once these concerns have been addressed, the use of RWD and RWE in support of regula-
tory submission can then be implemented following the steps: (i) gap analysis; (ii) data
relevancy; (iii) data quality and reliability; (iv) and fit-for-regulatory purpose data.

3.7. Benefit–Risk Assessment

In rare disease drug development, despite the limited sample size available, one of
the most difficult challenges is balancing the benefits and risks of the test treatment under
investigation. This leads to the conduct of benefit–risk assessment (BRA).

In 2023, the FDA published guidance to assist the sponsors in conducting benefit–risk
assessments to support certain regulatory decisions about NDAs or BLAs, whether for
pre-market approval or in the post-market setting. This involves decisions regarding regu-
latory requirements for approval, including the inclusion of a boxed warning in approved
labeling, post-marketing study requirements and commitments, and risk evaluation and
mitigation strategies [6]. The FDA’s guidance suggests the following BRA framework for
new drug review.

Under the FDA’s BRA framework, no widely accepted quantitative methods for BRA
exist. In practice, one of the most commonly used BRA metrics is the general benefit–risk
(GBR) index proposed by [14], which has been generalized by several researchers in terms
of determining weights for every endpoint, adding possible outcomes, generalizing to
longitudinal data, and applying under a Bayesian framework ([15–18]).

In practice, although the GBR index and its generalizations are easy to compute, they
suffer from the following disadvantages: (i) subjective weights and (ii) a lack of intuitive
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interpretation (e.g., the linear score from the GBR index is difficult to interpret). To construct
a more comprehensive BRA, multi-criteria decision analysis (MCDA) was proposed by [19].
Subsequently, Bayesian MCDA was proposed to improve conventional MCDA to account
for uncertainty in assessing benefit–risk balance ([20,21]). In addition, using different
methods, stochastic multi-criteria acceptability analysis (SMAA) was developed to account
for statistical uncertainty as well as provide a consensus weight [22]. However, the SMAA
model is computationally complex, which can be time-consuming while incorporating
Bayesian methods.

4. The Use of RWD/RWE in Support of Rare Disease Drug Development

As indicated earlier, in rare disease drug development, with a small patient pop-
ulation available, we can first use RCT data to test for the not-ineffectiveness (and/or
not-unsafeness) of the test treatment under investigation. Once the not-ineffectiveness
(and/or not-unsafeness) of the test treatment has been confirmed, we can then use RWD
to support (confirm) the effectiveness (and/or safety) of the test treatment under study.
In practice, the use of RWD/RWE as a complement to RCT data has been considered to
support regulatory submission in rare disease drug development. However, there are some
concerns regarding the use of RWD/RWE in support of rare disease drug development. For
instance, (i) it is always a concern whether the RWD is representative of the target patient
population with rare diseases under study; (ii) the heterogeneity across individual studies
and/or resources contained in RWD; (iii) possible confounding/interaction with baseline
demographics and/or patient characteristics; (iv) missing data/values in RWD; and (v) the
reproducibility and generalizability of RWD. In addition, the validity of the RWD due to
possible selection bias is also a concern. In this section, these concerns are briefly outlined.
In addition, a proposal for the implementation of RWD/RWE in support of rare disease
drug development is also discussed.

Representativeness of RWD—In practice, unlike clinical data collected from an RCT,
which are obtained from a specific patient population under a controlled clinical envi-
ronment, RWD contain data from different individual studies (with similar but different
study protocols, study objectives, hypotheses, and/or study endpoints) or sources such as
electronic health records (EHRs). They are collected with similar but different statistical
procedures and/or structural/nonstructural formats, which may have resulted in a similar
but different target patient population as compared to the original target population for the
intended RCT. Thus, in evaluating a given disease under study, there is a concern if RWD
represent the target patient population of the intended studies for regulatory submission in
drug development. In practice, it is then suggested that the representativeness of RWD be
carefully examined to avoid potential selection bias before they can be used in support of
regulatory submission for regulatory review and approval.

Heterogeneity of RWD—Another challenging issue that needs to be addressed is
heterogeneity across individual studies and/or resources of RDW, before RWD can be
used for obtaining accurate and reliable RWE in support of regulatory submission. In
practice, heterogeneity exists due to differences within and across individual studies and
resources of RWD (e.g., with different means, variances, and sample sizes). It is suggested
that statistical tests for the treatment-by-study (data resource) interaction (i.e., test for
poolability) should be performed using either a random or mixed-effects model before
RWD can be pooled for final analysis. Detailed information on evaluating the heterogeneity
of RWD is found in [23].

Confounding/interaction of RWD—Confounding and interaction are commonly seen
in RWD due to differences or imbalances in baseline demographics (e.g., age, gender, BMI or
weight/height, race, etc.) and/or patient characteristics (e.g., disease severity, past medical
history, concomitant medication(s), etc.) In practice, these possible confounding and
interaction factors may not be observed. As a result, [24] proposed using the confounding
function to summarize the impact of unobserved confounders on outcome variables to
account for observed covariates to improve the inference based on RWD. To address
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interaction factors, data should not be pooled for overall analysis but can be pooled for
final analysis if a significant qualitative interaction is observed.

Missing data in RWD—Missing or incomplete data are commonly encountered in
clinical studies due to possible dropouts, loss to follow-up, withdrawal of informed consent,
withdrawal by investigators, etc. Missingness may also occur due to non-medical reasons,
such as health insurance policy and plan issues. In practice, it is necessary to develop a
strategy to handle missing data in the RWD framework. One may first determine whether
the missingness significantly alters the study conclusions. If there is no significant impact,
then missingness is less critical [25]. Otherwise, a proper approach such as determining an
estimand for handling missing data or incomplete data should be considered. For example,
Ref. [26] proposed the following four-step procedure using an estimand to handle the
missing data. The first step is to clarify the treatment estimand of interest with respect to
the intercurrent event. The second step is to establish what data is missing for the chosen
estimand. Then, the primary analysis is performed under the most plausible missing
data assumptions, followed by a final sensitivity analysis based on alternative plausible
assumptions. This four-step strategy will allow us to conduct an accurate and reliable
assessment of the test treatment under investigation.

Reproducibility/generalizability of RWD—In clinical trials, reproducibility can be
interpreted as the observed clinical result using RWD at one study center being reproducible
at another study center, with the target population remaining the same. The reproducibility
probability in a given clinical trial can be used to evaluate reproducibility based on the
observed mean response and associated variability. Three approaches were proposed to
assess reproducibility probability: the estimated power approach, the confidence-bound
approach, and the Bayesian approach. To define generalizability, one target population’s
clinical results (e.g., adults) can be generalized to another similar but different target patient
population (e.g., children or elderly). In addition, the sensitivity index can be used to
evaluate generalizability, as proposed by [27].

Validity of RWD—In practice, RWD may contain positive or negative studies and
may be in a structured or unstructured format (see Figure 2). In this case, the validity of
RWE derived from RWD is a concern for providing substantial evidence regarding the
safety and efficacy of the test treatment under investigation. The validity of RWD/RWE is
essential, especially when intended to support regulatory submission. In practice, studies
with positive results are more likely accepted in RWD but may cause substantial selection
bias. The selection bias in real-world data can be in structural and unstructured data
settings. Based on this form of bias, three reproducibility probability-based approaches
have been introduced to estimate the real proportion of positive studies in the structural
and unstructured data. The reproducibility probability-based approach provides effective
bias adjustment when the proportion of positive studies is different than the designed
power. In most cases, the empirical power (EP) approach and the Bayesian approach
provide robust and effective bias adjustment, and the confidence-bound (CB) approach
provides an effective adjustment only when the bias is larger than 10%.

Implementation of RWD/RWE—Following the 21st Century Cures Act of 2016, the
FDA established a program to evaluate the potential use of RWE in order to (i) support
a new indication for a drug approved under Section 505(c) and (ii) satisfy post-approval
requirements. In addition, the FDA published draft guidance on a framework for imple-
mentation, which describes courses of RWE, challenges, and pilot opportunities ([8,9]).

In order to use RWE to support regulatory review and approval, it is suggested that
the difference between RWE and SE be carefully examined. For this purpose, the following
process for implementation of RWD/RWE is proposed for regulatory consideration: (i) gap
analysis between RWE and SE regarding safety and efficacy of the test treatment under
investigation; (ii) data relevancy (e.g., whether RWD can be representative of the target
patient population with the disease under study); (iii) data quality (e.g., accuracy, complete-
ness, and transparency) and reliability; (iv) integrity and validity (e.g., information bias);
and (v) fit-for-regulatory purpose data. The proposed process for the implementation of
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RWD/RWE in support of regulatory submission is useful in obtaining an efficient, accurate,
and reliable assessment of the test treatment under investigation.
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5. A Proposal for Regulatory Consideration

The current development process for drug products with normal conditions is first
to test the null hypothesis that there is no clinical benefit (e.g., treatment effect) of the test
treatment under study. Rejecting the null hypothesis leads to the conclusion of the alterna-
tive hypothesis—that there is a treatment effect of the test treatment under study. Thus,
an appropriate sample size is selected to ensure that there is sufficient power for detecting
such a treatment effect, assuming that the treatment effect truly exists. Note that the current
process for drug development focuses on effectiveness (i.e., the study is often powered
based on a primary efficacy endpoint) rather than both safety and efficacy simultaneously.
This process may not be appropriate for direct application in rare disease drug development
due to the small patient population available. Besides, the FDA emphasizes following the
same standards for regulatory review and approval in developing rare disease drugs. In
this case, the current development process needs to be modified to overcome the problem
of a small patient population available in rare disease drug development and to meet the
regulatory requirement of the same standards (e.g., sufficient power for correctly detecting
clinical benefit if such clinical benefit truly exists). For this purpose, in this section, we
propose an innovative approach by considering a two-stage design that includes a small
scale of RCT and a large scale of real-world study (RWS), which is briefly described below.

By combining the collective innovative thoughts and approaches discussed in the
previous sections regarding (i) the use of external control; (ii) the appropriate selection of
study endpoints and/or the development of composite (therapeutic) index; (iii) probability-
based sample size justification; (iv) the concept of demonstrating not-ineffectiveness and/or
not-unsafeness; (v) the use of complex innovative design such as a two-stage seamless
adaptive trial design and a complete n-of-1 trial design; (vi) the use of real-world data in
support of regulatory submission; and (vii) individual benefit–risk assessment for providing
a complete clinical picture of the performance of the test treatment under study, we would
like to propose the following two-stage seamless adaptive trial design that combines an
RCT with a limited number of patients with the rare disease under study and an RWS that
collects RWD for the generation of RWE for regulatory consideration.

Under the proposed two-stage seamless adaptive trial design, the first stage is to
demonstrate that the test treatment is not ineffective (and/or not unsafe) by testing the
null hypothesis (H0)—that the test treatment is not effective (and/or not safe)—against
the alternative hypothesis (not H0)—that the test treatment is not ineffective (and/or not
unsafe)—with a relatively small sample size. Once the null hypothesis of not-effectiveness
(and/or not safe) is rejected, i.e., the not-ineffectiveness (and/or not-unsafeness) has been
confirmed, we then test the null hypothesis (H′0 = not H0)—that the test treatment is
not ineffective (and/or not unsafe)—against the alternative hypothesis ( Ha)—that the
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test treatment is effective (and/or safe)—using both data collected from the RCT at stage
1 and RWD collected from RWS at stage 2. The proposal is briefly summarized in the
following steps.

Step 1. Select a reasonable sample size based on resource/recruitment considerations.
Then, justify a sample size based on a probability statement, such as the adaptive
or non-adaptive version of the probability monitoring procedure proposed by [3];

Step 2. Utilize a two-stage complex innovative design (CID) such as seamless adaptive
design or complete n-of-1 design, that contains an RCT at the first stage and a
real-world study (RWS) at the second stage (see, e.g., [27]);

Step 3. Demonstrate that the test treatment is not ineffective (for efficacy evaluation)
and/or not unsafe (for safety assessment) with a limited number of subjects selected
at Stage 1. It should be noted that the null hypothesis to be tested at this step is a
composite hypothesis for both efficacy and safety. Thus, the alternative hypothesis
would be one of the following: (NN), (NS), (NE), (SN), (SS), (SE), (EN), (ES), or
(EE), where N = non-inferiority, S = superiority, and E = therapeutic equivalence
(see Table 3 below);

Table 3. Hypotheses for Clinical Investigation.

Safety

N S E

Efficacy
N NN NS NE
S SN SS SE
E EN ES EE

N: Non-inferioritv. S: Superioritv: E: Eauivalence.

Step 4. Provide clinical evidence to eliminate the probability of inconclusiveness regarding
safety and efficacy based on RCT data from Stage 1 and RWE, which are generated
from RWD collected from RWS at Stage 2. The implementation of RWD for the
generation of RWE should follow the process discussed in the previous section;

Step 5. Conduct individual benefit–risk assessments to provide a complete clinical picture
in terms of the benefits and risks of the test treatment under investigation. In
practice, it is very likely that one study endpoint (either the safety endpoint or
efficacy endpoint) meets the study objective, while the other study endpoints
will fail to achieve the study objective. In this case, benefit–risk assessments may
provide useful information in making critical decisions regarding the approval of
the test treatment under investigation.

Under the proposed two-stage seamless adaptive trial design that combines an RCT
and an RWS, the standard methods based on individual p-values (MIP), the sum of indi-
vidual p-values (MSP), the product of individual p-values (MPP), and a normal-inverse
combination test with different weights could be applied. If there is a planned interim
analysis to stop the trial early due to safety concerns, futility, and/or efficacy, appropriate
stopping boundaries can be determined based on individual p-values to control the overall
type I error rate at a pre-specified level of significance.

For rare disease drug development, under the proposed two-stage seamless adaptive
design that combines an RCT at the first stage and an RWS at the second stage, it is sug-
gested that regulatory agencies may initiate an approvable letter once not-ineffectiveness
and/or not-unsafeness have been confirmed at the first stage, based on the small-scale
RCT study. Then, relevant clinical data may be collected from RWS at the second stage in
support of regulatory evaluation and approval for the effectiveness and safety of the test
treatment under investigation.
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6. Concluding Remarks

In recent years, rare disease drug development has attracted much attention due to
unmet medical needs. To encourage sponsors to develop efficient treatments, the FDA has
kicked off some incentive programs. However, these incentive programs may not help
in achieving the study objectives due to limited subjects with the disease. To overcome
this problem, some out-of-the-box innovative thoughts/approaches are necessarily con-
sidered for maintaining the integrity, quality, and scientific validity of rare disease drug
development. These innovative thoughts and/or approaches include (i) the use of external
control; (ii) the selection of appropriate study endpoints; (iii) sample size justification based
on probability statements; (iv) the concept of demonstrating the not-ineffectiveness and
not-unsafeness of the test treatment under study; (v) the use of a complex innovative
design such as a two-stage seamless adaptive trial design or a complete n-of-1 trial design
for flexibility and the efficient assessment of the test treatment under study; (vi) the use
of RWD/RWE in support of regulatory submission; and (vii) the conduct of benefit–risk
assessments for decision-making in regulatory review and approval process.

Although RWD provide robust evidence about the real-world performance of the
test drug, they are less powerful in producing causal-effect estimates compared with
RCT data. In other words, RWE generated by RWD could be biased due to a lack of
randomization and blinding. To map RWE to substantial evidence, more detailed research
in terms of evaluating the relevancy/quality of RWD is necessary. A gap analysis to
test whether the gap between RWE and substantial evidence is acceptable is helpful in
assessing the quality of RWE. Thus, in practice, the use of RWD/RWE in support of
regulatory submission is possible provided that (i) RWD is representative of the target
patient population under study; (ii) there are no issues of selection bias, heterogeneity,
confounding/interaction, and missing data regarding RWD; (iii) the gap analysis between
RWE and substantial evidence in terms of the sensitivity index between RCTs and RWS
is acceptable to the regulatory agency, such as the FDA; and (iv) the fit-for-regulatory
purpose data derived from RWD are acceptable to the regulatory agency. It should be noted
that in the proposed two-stage seamless adaptive design, we simply focus on hypotheses
testing and use individual p-values to assess the safety and efficacy of the test treatment
under investigation. Alternatively, one may consider a confidence interval approach or
a probability-based confidence interval approach for the assessment of the test treatment
under study.

Note that simulation studies demonstrate that the hybrid two-stage adaptive design
yields a maximum sample size and expected sample size smaller than the sample size
derived for traditional superiority tests in most cases. The procedure to down-weigh
information from RWS can effectively mitigate the impact of the high variability of the RWS
population on statistical inference for effectiveness. Across various settings for population
means and population variances, the proposed design has good performance in controlling
the type I error rate and maintaining statistical power. Specifically, the statistical power is
consistently higher than the desired level, and the type I error rate is well-controlled when
the sample size is large. In practice, when the RCT sample size is too small, the capability
of controlling type I error-rate inflation decreases. The probability of correctly identifying
inconclusiveness between not-ineffectiveness (not-unsafeness) and effectiveness (safety) is
always over 0.60. In general, this design serves as a valuable reference for trials aiming to
generate RWE and evaluate effectiveness, particularly in scenarios with extensive available
RWD, such as in rare disease drug development and oncology drug development.
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