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Abstract: The processing of dielectric materials in the radio frequency field continues to be a concern
in engineering. This procedure involves a rigorous analysis of the electromagnetic field based on
specific numerical methods. This paper presents an original method for analysing the process of
drying wooden boards in a radio frequency (RF) installation. The electromagnetic field and thermal
field are calculated using the finite element method (FEM). The load capacity of the installation is also
calculated, since the material being heated in the radio frequency heating installations is placed in a
capacitor-type applicator. A specific method is created in order to solve the problem related to mass, a
quantity which tends to change during the drying of the dielectric. In addition, special consideration
is given to issues regarding the coupling of the electromagnetic field and the thermal field, along
with aspects pertaining to mass. These are implemented numerically using a program written in
the Fortran language, which takes the distribution of finite elements from the Flux2D program, the
dielectric thermal module, intended only for the study of RF heating. The results obtained after
running the program are satisfactory and they represent a support for future studies, especially if the
movement of the dielectric is taken into account.
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1. Introduction

A complex molecular mechanism lies at the basis of processing dielectric materials
in a high-frequency electromagnetic field, which proves effective in a class of materials
categorised as lossy dielectrics.

Since human nature cannot store the amount of scientific information acquired so
far, it is necessary to set apart the exact sciences into separate subject areas. However,
when it comes to complex physical phenomena, one cannot ignore the interdisciplinary
links required for the description of a real physical phenomenon. The phenomena of radio
frequency and microwave heating and drying represent such cases, the study of which
requires theoretical notions from several fundamental scientific disciplines. Among these,
one might include the basics of electrotechnics, electronics, chemistry/physics, biology,
mathematics, thermodynamics, etc.

The high-frequency electromagnetic field, generally referred to as radio frequency or
microwaves, is used in a wide variety of applications. Conventionally, these applications
can be divided into two large categories. In the first, the high-frequency electromagnetic
wave is an information carrier; in the second, it is an energy vector.

The specialised literature [1–13] has been used as a source of information dedicated
to the study of the high-frequency electromagnetic field and the mechanisms of dielectric
heating in radio frequency and microwaves.
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Figure 1 shows the block diagram of the installation used for processing the dielectric.
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Recently, more and more specialists, engineers, and scientists have focused their
research on numerical analysis techniques dedicated to engineering problems. The great
diversity of issues that the engineer must solve in order to effectively design a structure
is suggestively reflected in the multitude of existing calculation methods. These methods
have gradually developed over time in the context of existing relationships between the
theoretical and practical aspects. These techniques are based on the approximate solution
of an equation or sets of equations that describe the concrete problem.

Specialists in electrical engineering from our faculty who, over time, have conducted
extensive research on the heating and drying of wood in the microwave field, have found
that, as a result of the aforementioned process, a degradation of the wood could be observed.
As a result, research was initiated on heating and drying wood in the radio frequency field,
this procedure being applied to the wood processing industry. Thus, we built the heating
and drying installation in RF, which works at the frequency of 13.56 MHz, analysing the
coupling problems of electromagnetic field, thermal field, and mass.

The qualitative analysis of the quasi-stationary electromagnetic field used in radio
frequency (RF) must take account of variations in dielectric parameters. Therefore, from
among the sources considered, a selection was performed, based on the identification
of [5,10,14–22]. Often, the finite element method is used as a numerical calculation method
in order to determine the field in different applications. This method was devised long
before the use of computers for engineering design. In 1968, an application of this method,
aimed at solving an electrical problem, was mentioned in a paper. In the same year, in
the field of civil engineering, the first book with the finite element method as its main
subject was also printed. Since the 1970s, this method has been very well studied from the
mathematical point of view and its implementation on the computer has been examined.
Nowadays, there are many such specialised program packages designed for solving various
problems [23–27].

The above-mentioned process was studied in the literature [5,6,10,20,23]. However,
as the coupling of the three components, i.e., electromagnetic, thermal, and mass, has not
been thoroughly researched, we set for ourselves the goal of paying in-depth attention to
this coupling.

An important objective is the calculation of the impedance of the applicator in the
presence of the load. This is absolutely indispensable for the tuning, optimisation, and
optimal power transfer from the high frequency oscillator to the product. In cases of
improper adaptation, unpleasant phenomena, such as the return of the high-frequency
component in the tubes, may occur.

Note: throughout this entire paper, bold letters are used to denote vectors, for example,
E, H, D, J, while the classic normal symbols are used for scalar quantities, for example, ε, γ,
σ, ρ, V.

The abbreviations associated with the quantities referred to in this paper are as follows:

E—intensity of the electric field;
D—electric induction;
J—density of the electric current;
H—intensity of the magnetic field;
V—electric potential;
ε—electric permittivity;
σ—electric conductivity;
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δ—losses angle.

2. The Mathematical Modelling of the Electromagnetic Field in Radio Frequency Heating

Radio frequency heating assumes the non-magnetic quasi-stationary regime of the
electromagnetic field [7,28] where the time derivative of the magnetic induction is neglected.
The law of electromagnetic induction takes the following form of electrostatics:∮

Γ

E·dl = 0, (1)

for any closed curve Γ in the computational domain Ω. The local form is:

rotE = 0 (2)

The validity of the electric potential theorem results from Equation (1) as follows:

V(P) = V(P0)−
∫ P

P0

E·dl (3)

where the integral is performed on any path from P0 to P, and P0 is a point with an arbitrarily
fixed reference potential. The local form of the relation (3) is:

E = −grad V (4)

The law of the magnetic circuit, written for a nonlinear environment, is:∮
Γ

H·dl =
∫
SΓ

J·ndS +
∫
SΓ

∂D
∂t

·ndS (5)

whatever the surface SΓ ⊂ Ω, with border Γ. The local form is:

rotH = J +
∂D
∂t

(6)

The law of the connection between the electric induction and the intensity of the
electric field for homogeneous and non-dispersive material is:

D = εE (7)

The law of conduction is:
J = σE (8)

Linear isotropic media were assumed without permanent electric polarisation and
without printed field.

Equations (2) and (6)–(8) can be considered like a system of four equations, with four
unknown quantities: E, D, J, H.

It is also necessary to add the boundary conditions (BC), these being of the same
type as those from the quasi-static fields [16,29]. This assumes that only the intensity of
electric field and power density are to be taken into account, the magnetic component
being neglected.

(α): on the surface S′ ∈ ∂Ω n the tangential component of E: Et = f is given;
(β): on the rest of the border S′′ = ∂Ω − S′ the normal component of the total current

density is given:

Jn +
∂Dn

∂t
= g;
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If the surface S′ is formed from n disjoint surfaces:

S′ =
n⋃

i=1

Si,

Then, the following are also given:
(γ): the total currents on (n − 1) surfaces named Si∫

Si

J · dS +
∫
Si

∂D
∂t

·ndS = Ψi, i = 1, 2, . . . , n − 1

or
(γ′): the voltages on (n − 1) curves on Ci from Ω, that connects one point from Si with

another point from Sn: ∫
Ci

E · dl = ui, i = 1, 2, . . . , n − 1

Because the time derivative of electrical induction is present in Equation (6), it is
necessary to know its initial value:

(Initial Condition IC) D|t=0 = D0

In order to solve the electromagnetic field equations, Theorem 1, Theorem 2, and
Theorem 3 are used [17].

Theorem 1. The system formed from Equations (2) and (6)–(8), with the initial condition (IC) and
the boundary condition (BC), is verified by unique values of the E, D, and J fields.

Remark 1:

1. The intensity of the magnetic field H cannot be uniquely determined, because only rotH
is known.

2. If the medium is perfectly insulating, then J = 0 and, from the relation (5), it follows that:

div
∂D
∂t

= 0

Therefore, we obtain:
divD = const. (in time)

Knowing the value of divD = const. at the initial time, it follows that the quasi-steady state
problem is, in fact, an electrostatics problem.

3. Neglecting the time derivative of the magnetic induction, which defines the quasi-stationary
regime, corresponds to the choice of a zero magnetic permeability [21].

2.1. The Equation in Scalar Potential

Replacing relation (4) in relations (7) and (8), and taking into account relation (5), it
results that:

−rotH = σ·gradV + ε·∂(gradV)

∂t
Applying div operator, the following is obtained:

divσ·gradV +
∂(divε·gradV)

∂t
= 0 (9)



Mathematics 2024, 12, 526 5 of 28

The boundary conditions for the equation in V are obtained from (BC), which is
presented above in the paper. From (α) condition and from relation (3), it follows that on
each of the surfaces Si the variation of the potential V is given:

V(P) = V(P0)−
P∫

P0

f ·dl (10)

where P and P0 are points on the surface Si and the integration is made on any way from Si.
On the surface S′′, there is a relation of the derivative on the direction of the normal:

σ·
(

∂V
∂n

)
+ ε·

∂
(

∂V
∂n

)
∂t

= −g (11)

Choosing the condition (γ′) and taking into account relation (10), it follows that we
have the value of the potential V on the entire surface S′ (we fix the zero value for the
potential from an arbitrary point).

2.2. The Sinusoidal Regime

If all the magnitudes of the field in the quasi-stationary regime are sinusoidal functions
of the same pulsation, we can use the complex images and, according to relations (3) ÷ (8),
we obtain:

E = −gradV (12)∮
Γ

H·dl =
∫
SΓ

J·ndS + jω
∫
SΓ

D·ndS (13)

D = ε·E (14)

J = σ·E (15)

In relation (14), the complex permittivity is considered:

ε = ε′ − jε′′ (16)

by which we take into account the losses in the dielectric. In practice, dielectric losses are
described by:

tgδ =
ε′′

ε′
(17)

The potential equation is:
divσ·gradV = 0 (18)

where the complex conductivity σ also includes conduction losses:

σ =
(
σ + ωε′

)
+ jωε′′ (19)

The initial condition, which appears in the time domain problem, is replaced by the
condition that the quantities are sinusoidal functions. The boundary conditions for the
complex image of the potential are:

(BCV) (α) V = h′, on the surface S′;
(β) −σ· ∂V

∂n = g, on the surface S′′ ,

where h′ results from relation (21) and condition (γ′). The classic Dirichlet and Neumann
boundary conditions are recognised.

Theorem 2. Equation (18), under the boundary conditions (BCV), has a unique solution.



Mathematics 2024, 12, 526 6 of 28

Remark 2: If the medium is insulating, then σ = 0, and, if simplifying with jω, relation (18) becomes:

divε·gradV = 0 (20)

2.3. Dielectric Losses

Warburg’s theorem states that the specific energy (volume density) that transforms
from the electromagnetic form into heat is [30–35]:

w =
∮

cycle

E · dD =

T∫
0

E · ∂D
∂t

dt (21)

As a result, the specific losses can be written:

p =
w
T

=
1
T

T∫
0

E·∂D
∂t

dt (22)

where T is the period.
Using the images in the complex and the scalar product theorem, we have the following:

p = Re
(
E·(jωD)∗

)
= Re(E·(−jωε∗E∗)) (23)

Using the complex permittivity expression (16), it follows that:

p = ωε′′ E2 (24)

If conduction losses are also taken into account, then it follows:

p = Re
(
E·J∗

)
(25)

Using the complex conductivity expression (19), it follows:

p = Re(E·σ∗·E∗) = (σ + ωε′′ )E2 (26)

which includes both dielectric and conduction losses.

2.4. Finite Element Method

We propose to solve Equation (18) considering a quasi-electrostatic field. For Equation (20),
we only replace σ with ε. The conditions (BCV) are met at the border.

Next, a Galerkin technique for solving Equation (20) is presented. We look for the
solution of the equation in the set of potentials that verify the Dirichlet boundary con-
dition (α). Let ψk be linearly independent functions, called test functions, which have
the zero Dirichlet boundary condition: ψk = 0 on S′ [36–42]. We project Equation (20) on
these functions: ∫

Ω

ψk·divσ·gradVdv = 0 (27)

We integrate by parts the left member from the relation above as follows:∫
Ω

ψk·divσ·gradVdv =
∮

∂Ω

ψk·σ·gradV·ndS −
∫
Ω

gradψk·σ·gradVdv (28)
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taking into account the fact that the test functions are zero on S′ and substituting the Neu-
mann boundary condition, the first term in the right-hand member becomes the following:∮

∂Ω

ψk·σ·gradV·ndS =
∫

S′′

ψk·σ·
∂V
∂n

dS = −
∫

S′′

ψk·gdS (29)

Instead of expression (27), we insert, taking into account relations (28) and (29),
as follows: ∫

Ω

gradψk·σ·gradVdv +
∫

S′′

ψk·gdS = 0 (30)

whatever ψk. Thus, Equation (18) and the Neumann boundary condition are verified.
In numerical procedures, V is chosen as a function of a finite number N of parameters,

choosing also N test functions as follows:

V = V0 +
N

∑
i=1

αi·φi (31)

where V0 is a known component that has the Dirichlet boundary condition and φi are given
functions, linearly independent, that have the zero Dirichlet boundary condition (called
shape functions). Substituting relation (31) into (30), we achieve the following:

∫
Ω

gradψk·σ·gradV0dv +
N

∑
i=1

αi·
∫
Ω

gradψk·σ·gradφidv +
∫

S′′

g·φkdS = 0 (32)

The following system of equations is obtained:

N

∑
i=1

aki·αi = bk , k = 1, 2, . . . , N (33)

where
aki =

∫
Ω

σ·gradφk·gradφidΩ (34)

bk = −
∫
Ω

σ·gradV0·gradφkdΩ −
∫

S′′

g·φkdS (35)

2.5. Nodal Elements

The choice of test functions ψk and shape functions φi is a topic for many works in the
field of numerical analysis. A particularly efficient variant is to choose the shape functions
equal to the test functions and, for both, to choose the nodal element of order 1. To make
the context easier, we start with Ω ⊂ R2. We define on Ω a network of triangles, in which
there are no nodes inside some sides (Figure 2).
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The nodal element of order 1 of node k is a function with linear variation in each
triangle, which has the value 1 in node k. In the rest of the nodes, its value is zero (Figure 3).

φk =


. . .

1 + Ti·r, in ωi
. . .

(36)

where

Ti =
k × ri,i+1

2·Si
(37)
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ωi is the domain that contains the node k (Figure 4), ri,i+1 = rk,i+1 − rk,i, and k is the
versor of z axis.

gradφk =


. . .

Ti, in ωi
. . .

(38)
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Taking into account relations (36)–(38), relations (34) and (35) then become:

aki =
1
4
·
(

σi−1·rk,i−1·ri−1,i

Si−1
+

σi·ri,i+1·ri+1,k

Si

)
, pentru i ̸= k (39)

ak,k =
1
4
·∑

i

σi·r2
i,i+1

Si
(40)

The potential V0 can be expressed as a combination of nodal functions as follows:

V0 =
ND

∑
j=1

h′V
(

Pj
)
·φj (41)

where Pj are points on the Dirichlet border and ND is the number of these nodes.
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The terms from relation (35) become the following:

∫
Ω

σ·gradV0·gradφkdΩ = ∑
j∈{k}

h′V
(

Pj
)
·1
4
·
(

σj−1·rk,j−1·rj−1,j

Sj−1
+

σj·rj,j+1·rj+1,k

Sj

)
(42)

where j ∈ {k} refers to the nodes on the Dirichlet frontier, neighbours of the node Pk, the
expression being non-zero only if the node Pk is in the vicinity of the Dirichlet frontier.

Observations

1. In the case of 3D domains, we define a mesh of tetrahedra and have the following:

φk =


. . .

1 − Ti·r, in ωi
. . .

where
Ti =

Ski
3·Vi

is the index of the tetrahedron containing the node Pk, is the surface facing outwards,
from the i tetrahedron, opposite the node Pk, and Vi is the volume of the i tetrahedron
(Figure 5).
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2. The matrix of system coefficients (39) is sparse non-zero elements on each line corre-
sponding to the neighbouring nodes of the node that defines the line.

2.6. Load Capacity

It is known that, in radio frequency heating installations, the material to be heated
is arranged in a condenser-type applicator. The capacitor electrodes are supplied with
sinusoidal voltage through an electronic power circuit. In order to design the circuit, it
is necessary to know the parameters of the circuit element equivalent to the load. In the
simplest version, it is assumed that the load can be modelled by an ideal capacitor [43–47].
In reality, dielectric losses require the introduction of a resistor that can be connected in
parallel if we also have conduction, or in series, if we only have electrical losses (Figure 6).
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By solving the system (33), we obtain the potentials of the nodes in the finite element
network and then the electric field intensity values in all triangles as a linear combination
of the nodal elements.

For example, in the triangle ωi, (Figure 7), Ei results as a linear combination of the
gradients of the nodal elements of the peaks Pk, P1, and Pm of the triangle:

Ei = −Vk·gradφk − V1·gradφ1 − Vm·gradφm (43)
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Taking account of relations (37) and (38), we obtain from Figure 6:

Ei = − k
2·Si

× (Vk · rl,m + V l · rm,k + Vm · rk,l) (44)

The value of the current density in the triangle ωi is:

Ji = − k
2·Si

× σi·(Vk · rl,m + V l · rm,k + Vm · rk,l) (45)

The current on one side of the triangle results by integrating the expression (45). For
example, on the side PkPl, we have:

Ik,l = −
(

k
2·Si

× σi·(Vk · rl,m + V l · rm,k + Vm · rk,l)

)
·(k × rk,l) · d (46)

where d is the depth on the OZ axis direction. After performing the mathematical calcula-
tion, it turns out that:

Ik,l = −d ·
(

σi
2·Si

·(Vk · rl,m + V l · rm,k + Vm · rk,l)

)
·rk,l (47)

Summing the currents on all the sides that form the electrodes of one polarity, con-
nected in parallel, we obtain the current I and then the complex impedance:

Z =
U
I

(48)

If an RC series representation is desired for the load impedance, then:

R = Re(Z) and C = − 1
ω·Im(Z)

(49)
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If the medium is insulating, then Equation (20) is solved and the complex image of the
electric induction is obtained by replacing σi in relation (45) with εi, εi being the complex
permittivity of the triangle ωi:

Di = − k
2·Si

× εi·(Vk · rl,m + V l · rm,k + Vm · rk,l), (50)

the current density being:
Ji = j·ω·Di (51)

The electric induction flux on the side PkPl is:

Ψk,l = −d·
(

εi
2·Si

·(Vk · rl,m + V l · rm,k + Vm · rk,l)

)
·rk,l (52)

the current being:
Ik,l = j·ω·Ψk,l (53)

The current of the electrodes is:

I = j·ω·Ψ (54)

where Ψ is the electric flux of the electrodes. From relations (48) and (49) it follows:

R = Im
(

U
ω·Ψ

)
and C = Re

(
Ψ

U

)
(55)

Obviously, if εi = 0, we obtain R = 0 and C = Ψ
U .

2.7. Thermal Field Diffusion
2.7.1. Thermal Field Equations, Mathematical Modelling of the Thermal Field during Radio
Frequency Heating, and Stationary Regime

Let us consider the domain Ωθ with the border ∂Ωθ . The domain Ωθ is occupied by
the dielectric with losses and is included in the calculation domain of the electromagnetic
field Ω. The Fourier equation for the stationary regime of the thermal field is [48–52]:

−divλ·gradT = p (56)

where λ is the thermal conductivity and p is the volume density of the power that transforms
from the electromagnetic form into heat, according to relations (24) and (26).

The border condition is:
−λ·∂T

∂n
= α·(T − Te) (57)

where α is the heat transfer coefficient on the surface and Te is the temperature outside the
domain Ωθ . Several times, Te = 0 can be taken. In such a case, we compare overtemperature
to environment temperature. If, in relation (57), we have α = 0, we obtain homogeneous
Neumann conditions, and, if λ = 0, the Dirichlet boundary condition results.

In order to solve the thermal field equations, Theorem 3, Theorem 4, Theorem 5, and
Theorem 6 are used [17].

Theorem 3. Equation (56) has a unique solution in the border condition (57).

Thermal Diffusion

The diffusion of the thermal field is described by the equation:

−divλ·gradT + c·∂T
∂t

= p (58)
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where c is the volumetric heat capacity. The boundary conditions (57) and the initial
temperature condition are added to Equation (58): T(0) = Tin.

Theorem 4. Equation (58) has a unique solution under the boundary condition (57) and with
imposed initial condition.

2.7.2. The Finite Element Method and Stationary Regime

It is assumed that the boundary ∂Ωθ of the domain Ωθ consists of three surfaces SD, SN,
and SF, where the following boundary conditions are fulfilled: Dirichlet T = Te, Neumann:
∂T
∂n = 0, and, respectively, mixed −λ· ∂T

∂n = α·(T − Te). The first two boundary conditions
can be considered special cases of the mixed condition, when λ = 0 and, respectively,
α = 0 (Section 2). From a technical point of view, the Neumann boundary condition
appears on symmetry surfaces (field surfaces), being always zero. Unlike the case of the
electromagnetic field, in the case of the stationary thermal field, the Ritz technique of
numerical solution of Equation (56) will be presented.

The functional below has been considered:

I(T) =
1
2
·
∫
SF

α·T2dA−
∫
SF

α·T·TedA −
∫

Ωθ

p·Tdv +
1
2
·
∫

Ωθ

λ·grad2Tdv (59)

whose minimum is sought in the set of functions that have the imposed Dirichlet bound-
ary condition.

Theorem 5. The solution of Equation (56), which checks the boundary conditions, minimises the
functional (59) and, reciprocally, the minimum of the functional (59) is given by the (weak) solution
of Equation (56), which also checks the Neumann and mixed boundary conditions.

Theorem 6. The functional defined in relation (59) is strictly convex:

I

(
T′ + T′′

2

)
<

1
2
·
(
I
(
T′)+ I(T′′ )

)
, ∀T′ ̸= T′′ (60)

The Galerkin Procedure

The same problem can be treated by a Galerkin procedure, similar to Section 2.4. The
temperature field is written in the form:

T = TD +
n

∑
k=1

βk·φk (61)

where φk are linearly independent functions with null Dirichlet boundary conditions,
called shape functions, and TD is an arbitrary function that satisfies the Dirichlet boundary
condition. Equation (56) is projected onto the linearly independent functions ψj, with zero
Dirichlet boundary conditions, called test functions:

−
∫

Ωθ

ψj·divλ·gradTdv =
∫

Ωθ

p·ψjdv (62)

The left member is integrated by parts:∫
Ωθ

ψj·divλ·gradTdv =
∮

∂Ωθ

ψj·λ·gradT·ndA−
∫

Ωθ

λ·graddψj·gradTdv (63)
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If the boundary conditions are taken into account, we obtain:∮
∂Ωθ

ψj·λ·gradT·ndA = −
∫
SF

ψj·α·(T − Te)dA+
∫

SN

ψj·
∂T
∂n

dA (64)

Replacing relation (64) by relation (63) and then by relation (62), it follows:∫
SF

ψj·α·(T − Te)dA−
∫

SN

ψj·
∂T
∂n

dA +
∫

Ωθ

λ·gradψj·gradTdv =
∫

Ωθ

p·ψjdv (65)

Taking account of relation (61), the system of equations results:[
n
∑

k=1
βk·
(∫

SF

α·φk·ψjdA +
∫

Ωθ

λ·gradφk·gradψjdv

)]
+
∫
SF

α·ψj·TDdA

+
∫

Ωθ

λ·TD·gradψjdv −
∫
SF

α·ψj·TedA −
∫

Ωθ

p·ψjdv , j = 1, 2, . . . , n

(66)

As shown in Section 2.4, the use of nodal elements is recommended.
Thermal diffusion is described by Equation (58):

−divλ·gradT + c·∂T
∂t

= p (67)

The diffusion operator no longer enjoys the property of being positive definite and
symmetric. For this reason, the numerical solution of Equation (67) is performed by the
Galerkin procedure. The temperature is written in the following form:

T = TD(t) +
n

∑
k=1

βk(t)·φk (68)

Unlike the expression (61), in relation (68), the coefficients are functions of time.
Equation (67) takes the following form:[

n
∑

k=1
βk·
(∫

SF

α·φk·ψjdA +
∫

Ωθ

λ·gradφk·gradψjdv

)]
+
∫
SF

α·ψj·TDdA

+
∫

Ωθ

λ·TD·gradψjdv −
∫
SF

α·ψj·TedA −
∫

Ωθ

p·ψjdv +
∫

Ωθ

c· ψj· ∂TD
∂t dA

+
n
∑

k=1

dβk
dt ·

∫
Ωθ

ψj·c·φkdv = 0, j = 1, 2, . . . , n

(69)

2.7.3. Discretisation in the Time Domain

System (69) can also be written as follows:

n

∑
k=1

(
ajk·βk + bjk·

dβk
dt

)
= cj (70)

where
ajk =

∫
SF

α·φk·ψjdA +
∫

Ωθ

λ·gradφk·gradψjdv
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bjk =
∫

Ωθ

ψj·c·φkdv

cj =
∫
SF

α·ψj·TDdA +
∫

Ωθ

λ·TD·gradψjdv −
∫
SF

α·ψj·TedA

−
∫

Ωθ

p·ψjdv +
∫

Ωθ

c·ψj· ∂TD
∂t dA

The numerical solution of Equation (70) can be performed by the Crank–Nicholson
method. Equation (70) is integrated over the time interval [ti, ti+1], of length ∆ti, as follows:

n

∑
k=1

ajk·
ti+1∫
ti

βkdt + bjk·(βk(ti+1)− βk(ti))

 =

ti+1∫
ti

cjdt (71)

The integral in the time domain is approximated by:

ti+1∫
ti

f dt = (χ· f (ti+1) + (1 − χ)· f (ti))·∆ti, (72)

where χ ∈ [0, 1] is a coefficient. In particular, we have the following situations:

• For χ = 0, the explicit Euler method;
• For χ = 1, the implicit Euler method;
• For χ = 1/2, the trapezoidal method.

Using relation (100), relation (99) becomes

n

∑
k=1

(
ajk·χ·∆βi

k·∆ti + bjk·∆βi
k

)
= χ·∆ci

j + cj(ti)−
n

∑
k=1

ajk·βk(ti) (73)

where ∆βi
k = βk(ti+1)− βk(ti)and∆ci

j = cj(ti+1)− cj(ti).

Relation (73) represents a system of equations with unknowns ∆βi
k. The time step ∆ti

is corrected so that the norm of temperature variation becomes:

||∆β|| =
[

n

∑
k=1

(∆βk)
2

]1/2

to keep within some imposed limits. If
∣∣∣∣∆βi−1

∣∣∣∣> Lmax is obtained at time step [ti−1, ti],
then the next time step is halved ∆ti =

∆ti−1
2 , and, if

∣∣∣∣∆βi−1
∣∣∣∣< Lmin , and the next time

step is doubled ∆ti = 2·∆ti−1. In programs that couple electromagnetic fields and thermal
and mass problems, the value of the free term cj(ti+1) at time ti+1 depends on the value
of moisture loss at time ti+1, which depends on tgδ and on the solution of the electromag-
netic field problem, both of which depend on humidity. In turn, humidity depends on
temperature through the rate of evaporation. For this reason, we choose cj(ti+1) = cj(ti),
so ∆ci

j = 0 in the right member of relation (73). There are no reasons to iteratively correct
the value of cj(ti+1).

2.8. Drying of Dielectrics in the Field of Radio Frequency
2.8.1. Model for Solving the Mass Problem

The evaporation of water from the wood mass takes place to a small extent inside the
wood and to a large extent on the surface of the wood. Taking internal evaporation into
account demands solving a complicated water diffusion problem, involving an inhomo-
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geneous pressure field due to water vapour. The pronounced anisotropy of wood, due
to the orientation of the wood fibre, makes a correct modelling of the diffusion problem
impossible. In addition, during drying processes, the rapid emergence of water vapour
inside the wood can lead to its destruction. For this reason, the maximum overtemperature
inside the wood must be limited (below 70 ◦C). We can therefore neglect the evaporation
from the inside and consider only evaporation from the surface of the wood. The rate of
evaporation per surface unit depends on the difference between the temperature at the
surface of the wood and the ambient temperature. It also depends on the degree of vapour
saturation. As a result, the rate of decrease in the amount of water is as follows [53–61]:

dmwater

dt
=
∮

∂Ωθ

w·(T − Text)dS (74)

where w is the rate of evaporation per surface unit, corresponding to a difference of 1 ◦C. In
relation (74), we consider a linear dependence of the water evaporation rate in relation to
the temperature difference. Solving the thermal problem at one time step ∆ti and taking
into account the Crank–Nicholson procedure, it follows from relation (74) that the water
evaporated in one time step is

∆mi
water = ∆ti·

∮
∂Ωθ

w·
(

χ·∆Ti + T(ti)− Text

)
dS (75)

The humidity changes during a time step according to the relationship:

humi+1 =
mi

water − ∆mi
water

mi
total − ∆mi

water
(76)

2.8.2. Coupling the Electromagnetic Field and Thermal and Mass Problems

Taking into account the latent heat of vaporisation, surface evaporation intervenes in
the heat equation by increasing the heat transfer to the surface. Based on relation (74), it
follows that the caloric power transferred to the surface for water vaporisation is [62–67]

−λ·∂T
∂n

= Λ·w·(T − Text) (77)

where Λ is the latent heat of vaporisation.
In addition, considering the thermal transfer to the surface, given by boundary condi-

tion (57) from Section 2.7.1, we obtain the global boundary condition that also contains the
surface evaporation as follows:

−λ·∂T
∂n

= αech·(T − Te) (78)

where
αech = α + Λ·w (79)

Relation (78) most simply models the coupling of the mass problem with the ther-
mal problem.

The humidity defines the dielectric parameters (ε′, tgδ) needed to calculate the volume
density of the losses. In the developed program, the correction of these parameters is
performed by interpolation, using a table of values. For simplicity, only the effective value
of the permittivity is considered in solving the electromagnetic field problem. In this
case, the system matrix is real, diagonally dominant, and Hermitian. After obtaining the
electric potential, the intensity of the electric field and the volume density of the losses is
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determined, taking into account ε′ and tgδ. In relation (24) (Section 2.3), it is determined by
the relation that takes account of all the real material conditions as follows [17]:

ε′′ =
ε′·tgδ√
1 + tg2δ

(80)

3. Results

In drying technologies, it is essential to know the temperature field and, in order to
avoid the destruction of the load and a correct modelling of the radio frequency, drying
processes must take into account the percentage of water in the load. In this paper, a
software package that allows numerical modelling of drying processes is developed [68,69].
This software couples the electromagnetic field, thermal problems, and mass problems
based on the organisational chart presented in Figure 8.

This organisational chart includes the algorithms that are largely presented in the
following steps:

Step 1. The meshes generated by FLUX-2D, the dielectric thermal module, are taken
over. The developed program imports the mesh using alphanumeric characters whereby
the locations of the data in the file created by the FLUX-2D mesh generator are recognised.
The mesh created by FLUX-2D allocates six nodes per triangle (the vertices of the triangle
and the midpoints of the sides). There are two possibilities as follows: either higher order
shape functions are used or the four triangles that appear in each triangle are taken into
account, using first order shape functions, with economy in the topological matrix.

Step 2. The program developed in this work takes only the nodes that describe the
vertices of the triangles and the matrix. In addition, the coordinates of these nodes, the
triangle nodes’ topological matrix, the types of media in the triangles, and the Dirichlet
boundary conditions (the Neumann ones being free) are taken. Two of the media types
have a special character—the external environment and the dielectric to be dried.

Step 3. The program renumbers the nodes and triangles and reconstructs the topologi-
cal matrix, both for the electrical and the thermal programs.

Step 4. The matrices necessary to solve the electrical and thermal problems are built.
The rarity of these matrices is taken into account, retaining only the non-zero elements
and the address matrix. The construction of the matrices takes into account the change in
material parameters due to humidity. The influence of temperature on these parameters
can also be taken into account.

Step 5. The electrical problem is fixed. The Gauss–Seidel algorithm with super-
relaxation is used. When initialising the iterative process, the final value from the previous
time step is used.

Step 6. Specific losses are determined. Humidity is also taken into account.
Step 7. The thermal diffusion problem coupled with the mass problem is solved.
Step 8. Humidity is corrected. This is compared to the minimum imposed value and,

if it has a higher value, the program returns to point 4. If the humidity is lower than the
imposed one, it is considered that the load is dry.

Simulations were performed with the software developed by the authors, the organ-
isational chart being presented in Figure 8 in the document. It can be added that, when
running the program, it is considered that the dielectric is isotropic and it is assumed that
vapourisation occurs only at the surface of the sample and that water diffuses instantly
in the volume of the sample. In reality, there may be hot spots from which the water is
vapourised, and the diffusion of the water does not take place instantaneously. Obviously,
trying to take these aspects into account would be a failure, given that the properties
of the load, from the point of view of water and vapour diffusion, cannot be controlled.
This simplification results in the advantage that the humidity is constant throughout the
volume of the mass and, as a result, the humidity dependence of the electrical and ther-
mal parameters is greatly simplified. Going through the specialised literature [55,56], it
is concluded that the maximum admissible overtemperature for wood-fibre processing



Mathematics 2024, 12, 526 17 of 28

must not exceed the value of approximately 70 ◦C. For this, the authors modify the initial
program by introducing the possibility of limiting the maximum temperature by reducing
the value of the supply voltage of the electrodes. Thus, to the initial steps in the algorithm,
the following step is added.
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If the maximum temperature in the load volume throughout the drying process ex-
ceeds an imposed maximum value Tmax_imposed or is lower than an imposed minimum
value Tmin_imposed, the cycle from step 2 is resumed, modifying the boundary conditions by

the factor: unew = uold·
√

Timposed
Tmax_calculated

; uold representing the initial value of the voltage ap-

plied to the electrodes. The overtemperature of 70 ◦C is chosen, which for an environment of
20 ◦C would correspond to a temperature of 90 ◦C. From here, results Tmax_imposed = 75 ◦C
and Tmin_imposed = 65 ◦C.

The material properties for the fir-wood board are taken from the specialised litera-
ture [23,30,43,44,56,62,67].

Observations

1. The program loads several result files containing at periodic time steps the following:

• The average value of the load temperature;
• The values of the temperature fields;
• The maximum and minimum values of the temperatures in the load and the points

where they exit these extremes;
• Humidity;
• Drying time.

2. Equipotential and isotherms can be drawn at the time step where the average
temperature is the highest.

3. Knowing the maximum values of the temperatures and the temperature differences
(non-uniformity of the temperature field), the best solutions can be adopted for the drying
equipment in the radio frequency field.

A geometry type is chosen, in which the dielectric material is placed between two
consecutive electrodes (staggered-through geometry), according to Figure 9.

Mathematics 2024, 12, x FOR PEER REVIEW 18 of 29 
 

 

The material properties for the fir-wood board are taken from the specialised litera-
ture [23,30,43,44,56,62,67]. 
Observations 

1. The program loads several result files containing at periodic time steps the follow-
ing: 
• The average value of the load temperature; 
• The values of the temperature fields; 
• The maximum and minimum values of the temperatures in the load and the points 

where they exit these extremes; 
• Humidity; 
• Drying time. 

2. Equipotential and isotherms can be drawn at the time step where the average tem-
perature is the highest. 

3. Knowing the maximum values of the temperatures and the temperature differ-
ences (non-uniformity of the temperature field), the best solutions can be adopted for the 
drying equipment in the radio frequency field. 

A geometry type is chosen, in which the dielectric material is placed between two 
consecutive electrodes (staggered-through geometry), according to Figure 9. 

 
Figure 9. Geometry of study domain. 

We use a piece of fir-tree wooden board as the dielectric, taking into account its iso-
tropic properties, and we admit that vapourisation occurs only at the load surface and 
water diffuses immediately in the load volume. This simplification leads to the advantages 
that the humidity is constant in the whole mass volume and, as a result, the humidity 
dependence of the electric and thermal parameters is greatly simplified. In addition, we 
impose that the overtemperature will not exceed 70 °C, the minimum temperature will be 
65 °C, the maximum temperature will be 75 °C, and the initial humidity will be 50%. The 
material properties (ε’ and tgδ) are taken from the scientific literature [44,56,62]. The ap-
plied voltage on the superior electrode is U = 1100V and the working frequency is 13.56 
MHz. The dimensions of the piece of wood are Δ = 1500 mm and g = 10 mm and the elec-
trode diameter Φ = 10 mm. 

We elaborate and develop a program written in Fortran, which solves the electromag-
netic, thermal, and mass coupled problems. In order to fulfil the imposed limited final 
value accepted of 70 °C, after establishing the temperature field evolution for the voltage 

Figure 9. Geometry of study domain.

We use a piece of fir-tree wooden board as the dielectric, taking into account its
isotropic properties, and we admit that vapourisation occurs only at the load surface and
water diffuses immediately in the load volume. This simplification leads to the advantages
that the humidity is constant in the whole mass volume and, as a result, the humidity
dependence of the electric and thermal parameters is greatly simplified. In addition, we
impose that the overtemperature will not exceed 70 ◦C, the minimum temperature will
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be 65 ◦C, the maximum temperature will be 75 ◦C, and the initial humidity will be 50%.
The material properties (ε’ and tgδ) are taken from the scientific literature [44,56,62]. The
applied voltage on the superior electrode is U = 1100V and the working frequency is
13.56 MHz. The dimensions of the piece of wood are ∆ = 1500 mm and g = 10 mm and the
electrode diameter Φ = 10 mm.

We elaborate and develop a program written in Fortran, which solves the electro-
magnetic, thermal, and mass coupled problems. In order to fulfil the imposed limited
final value accepted of 70 ◦C, after establishing the temperature field evolution for the

voltage value of 1100 V, the supply voltage is corrected with coefficient
√

70
Tmax

, where Tmax

represents the maximum temperature value in the load [70–81].
Figure 10 shows the equipotential in the field of calculations, while Figure 11 presents

the meshes and isotherms in the plank. Figure 11 indicates the uniformity of temperature
variation, showing therefore that the movement of load is not necessary. Figure 12 shows
the optimised values of time temperature variation for the initial value of humidity (50%)
(Figure 13).
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Final values of humidity are usually imposed in cases where wood processing is
carried out in the industry. For example, in the case of furniture manufacturing technology,
a final wood moisture value of about 12% is required, while 9% is required for instruments,
etc. Figures 14 and 15 show time–temperature and time–humidity variation for a 12% final
value of humidity.
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Figure 16 presents the electric and electronic diagram of the installation, made in OrCAD.
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Figure 16. Electric and electronic diagram of RF installation.
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The RF drying installation presented in Figure 16 operates at 13.56 MHz frequency,
with a useful RF power of about 1.3 kW. Pentode power tubes, GU81-M, are used. This
choice is imposed for purchase reasons and to obtain sufficient processing power for
dielectric processing. The oscillator is served by the filament supply block represented by
transformer T1. This is a step-down transformer from 220 V to 12 V. The capacitors C19-
C20 decouple the radio frequency voltage that may appear on the filament from ground.
Also, for this purpose, four shock coils are provided—L1, L2, L3, and L4. The power supply
block also includes the transformer T2—voltage booster 220–1430 V. After rectification and
filtering thanks to the filter block, the voltage reaches the value of 2000 V. In order to be
able to modify the emission power, the T2 transformer is provided both in the primary
and in the secondary, with three sockets each. With the help of SW2 and SW3 switches, in
different switching combinations, up to nine steps of anode voltage can be obtained. Bulbs
B1 and B2 signal the presence of the supply voltage of transformers T1 and T2. Due to the
need to apply the high anode voltage after the filaments of the tubes reach incandescence,
a delay in supplying the transformer T2 is provided with the help of the timing block,
composed of the time relay Rel1 and the self-maintaining relay Rel2. The anode voltage is
applied through the shock coil L5 and decoupled through the capacitor C13 on the coupling
transformer T3.

The presence of high voltage is signalled and measured with the help of the voltmeter.
In order to protect the assembly against overload, fuses F1 and F2 are provided. The
variable capacitor C16 is used for tuning the chosen frequency band. In order to negate
grids G1 and G2, a 220–410 V voltage-raising transformer T3 is provided, with an adjustable
stabiliser from the semi-adjustable R33 of negative voltage. The radio frequency voltage
is collected from the secondary of the T3 transformer and transmitted to the applicator.
For security reasons, the entire assembly is enclosed in an iron casing and placed on the
protective earth. In addition, a thin wire mesh is arranged above the oscillator block as
a shield.

Diagram Working

In the first stage, the level of the desired anodic voltage is established through switches
SW2 and SW3. After energising the assembly by closing the switch SW1, it is fed transformer
T1 and thus the filaments of tubes G1 and G2 are fed, a fact signalled by the lighting of bulb
B1. After an interval of approximately 3 min, established by adjusting the timer relay Rel1,
it feeds Rel2, which then feeds transformer T2, a fact signalled by the lighting of bulb B2.
The negative voltage stabiliser is also powered, which then powers G1 and G2. Thus, the
oscillator comes into operation, the frequency being adjusted by the capacitor C16 provided
with access from the outside of the case. To change the anode voltage (and implicitly the
power), SW2 is brought to zero, after which SW3 is actuated to the desired position. The
values of the anode voltage steps are in the range 1030–1530 V. The connection between the
oscillator and the applicator is made with a 50 ohm radio frequency cable for the optimal
transfer of the radio frequency power.

The prototype figure of the proposed model is presented in Figure 17. This prototype,
used for the experimental part, consists of an electrothermal installation that contains the
13.56 MHz RF oscillator presented in Figure 16, coupled with a staggered-through field
applicator, as shown in the figure. The software, with the organisational chart presented in
Figure 8, is validated with measurements made with the built installation (Figure 17).

The proposed model is original, as well as all the aspects and the phenomenon pre-
sented in this work. The authors contributed to the physical construction of the installation.
Previous research, which consists of the study of wood heating by coupling the electromag-
netic field with the thermal one, does not ensure very good accuracy of the simulated and
experimental results. For this reason, this paper presents a simulation model that is built
taking into account mass problems coupled with electromagnetic and thermal fields.
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The “staggered-through field” is used as the applicator and the fir-tree wooden board
is used as the dielectric. In order to simplify both the exploitation of the results and
the comparison to the theoretical data, the thickness of the board is fixed at 10 mm, and
the other dimensions are 1500 × 1800 mm. The geometric parameters of the applicator
are chosen to be adjustable. The anode voltage is measured with the help of a digital
multimetre, with a scale end of 5 kV.

To approximate the humidity, the piece of dry board is weighed with an electronic
balance. The initial value is 107.8 g. The piece of timber is left submerged in a bowl of
water for approximately 5 min and weighed again, resulting in a value of 117.3 g.

By repeating the operations specified above, the value of the initial humidity is ap-
proximated to 50%, corresponding to a wet board mass of about 163 g.

The drying experiment is started. To measure the temperature field, a point is fixed
in the middle of the board on its surface, and a Micron infrared pyrometer is used. The
geometric dimensions of the applicator are fixed.

To trace the temperature and humidity variation over time, the measurement is made
intermittently by disconnecting the installation from the power supply.

Figures 18 and 19 present both simulated and experimental results for the temperature
variation over time, respectively, for the humidity variation over time.
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In Figure 18, it can be observed that, for simulation, the initial temperature is 0 ◦C,
because the software starts at 0 ◦C. The measurements start at 22 ◦C, the piece of wood being
at the environmental temperature. Comparing the two sets of values, it can be seen that the
measured values are slightly higher than the simulated values, the biggest difference being
at the time point 1000 s, about 6 ◦C, and then the difference decreases slowly.

For humidity, both simulation and measurement start at 50% and, as much as the
temperature increases, the humidity decreases. If the presence of water is taken into account,
the temperature increases as long as the humidity keeps the values of permittivity and loss
factor tgδ high. At a significant decrease in humidity, the support for the transformation of
electromagnetic energy into caloric energy (water) is reduced, therefore the temperature
decreases. Speaking about humidity, it can be observed in the above chart that the difference
between simulated and measured values is small; the highest difference is about 3% at the
time point 1200 s.

The maximum temperature measured reaches a value of around 73 ◦C, which is very
close to the maximum temperature imposed in the software simulations. The voltage is set
at 1100 V. The time until the initial weight is obtained and timed at about 21 min. The final
temperature is around 60 ◦C. In the first phase of the drying process, it is possible to see
light-coloured (dried) spots near the electrodes, after which they expand, respecting to a
large extent the isotherms presented in Section 3. No visible degradation of the piece of
board is found.

To emphasise the fact that the drying of wood in the RF field is superior to its drying
in the microwave field, an experiment is carried out based on the microwave processing of
the same dielectric. The installation is used with a microwave generator with a working
frequency of 2.4 GHz and a variable power up to 1000 W. The plank dried in the microwave
field shows visible signs of degradation.

4. Discussion

Most RF pulp processing applications require drying. In the absence of any program
to be applied for the modelling of drying process, with the view of generating results, we
made use of the Flux2D program, the dielectric thermal module, in order to create the
geometry and discretisation of the study area. This was coupled with a program developed
in Fortran, which models the electromagnetic, thermal field, and mass problem coupling,
taking into account the variations of the dielectric properties at a frequency of 13.56 MHz.

Several runs were performed according to the geometric parameters of the study
model (Figure 9) until acceptable dielectric temperature values were obtained, which were
in accordance with the data in the specialised literature.

The final dielectric temperature and humidity values obtained by running the program
were consistent with those obtained experimentally, with the latter using an infrared
thermometer to measure the temperature and a scale to observe the loss of water from the
dielectric. The time durations in the two cases were close.
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Figure 20 presents the time variation of temperature in the heating process of the
dielectric. It can be observed that the temperature rose and stabilised at about 60 ◦C. In the
drying process of the dielectric (Figure 12), the temperature reached a maximum and then
decreased because the dielectric no longer absorbed heat.
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57. Clemens, M.J. Experience on Radio Frequency dryer for textil fabric webs. In Proceedings of the International Conference, Arhem,

The Netherlands, 26–29 September 1989.
58. Leuca, T.; Spoială, D.S. Roman, Electrotermal installation for processing of the high-frequency electromagnetic field. In Application

Consisting of the Wood-Dust Drying in Radio Frequency, Annals of University of Oradea, Romania; Electrotechnical Fascicola; University
of Oradea: Oradea, Romania, 2002.

59. Resch, H.; Gautsch, E. Drying of Lumber in Vacuum using Dielectric Heating, Cost Action E 15, Advances in drying of wood,
(1999–2003). Holzforschung und Holzverwertung 2000, 52, 105–108.

60. Resch, H. High Frequency Heating Continued with Vacuum Drying of Wood. In Proceedings of the 8th International IUFR Wood
Drying Conference, Brasov, Romania, 24–29 August 2003; pp. 127–132.

61. USDA. AirDrying of Lumber; United States Department of Agriculture, Forest Service, Forest Products Laboratory: Washington
DC, USA, 1999.

62. Leuca, T.; Spoială, D. St. Roman, The Electromagnetic Field Distribution in a Radio Frequency Applicator Used for Poliester Bands Heating;
Heating by Internal Sources; Session EF: Padova, Italy, 2001; pp. 365–370.

63. Simpson, W.; TenWolde, A. Physical Properties and Moisture Relations of Wood, Chapter 3. In Wood Handbook; Forest Products
Laboratory, US Department of Agriculture: Madison, WI, USA, 1999.

64. Torgovnikov, G.I. Dielectric Properties of Wood and Wood Based Materials; Springer: Berlin/Heidelberg, Germany, 1993.
65. Zhou, B.; Avramidis, S. On the Loss Factor of Wood during Radio Frequency Heating. In Wood Science and Technology; Springer:

Berlin/Heidelberg, Germany, 1999; pp. 299–310.
66. Wood Use. U.S. Competitiveness and Technology; Congres of the United States, Office of Technology Assesment: Washington, DC,

USA, 1984; Volume II.

https://doi.org/10.1049/el:19950155
https://doi.org/10.1049/el:19941470


Mathematics 2024, 12, 526 28 of 28

67. Wood Handbook, Wood as an Engineering Material; Forest Products Laboratory, U.S. Department of Agriculture: Washington, DC,
USA, 1999.
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