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#### Abstract

In this paper, for the first time, a simultaneous design of a model predictive control plan and persistent dwell-time switching signal utilizing the conventional multiple LyapunovKrasovskii functional is proposed for linear delayed switched systems that are affected by physical constraints and exogenous disturbances. The conventional multiple Lyapunov-Krasovskii functional with a 'jump high' condition is used as a step forward to reduce the strictness of constraints on controller design compared with the switched Lyapunov-Krasovskii functional. However, a dwelltime constraint is inflicted on the switching signal by the 'jump-high' condition. Therefore, to decrease the dwell-time limit, the persistent dwell-time structure is used and compared with other structures. Also, a new online framework is proposed to reduce the number of constraints on controller design at each time step. Moreover, for the first time, exogenous disturbances are considered in the procedure of MPC design for delayed switched systems, and non-weighted $\mathrm{H} \infty$ performance is ensured. The simulation outcome demonstrates the great performance of the suggested plan and its ability to asymptotically stabilize the switched system.
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## 1. Introduction

Switched systems, which are a key branch of hybrid systems and contain two levels, have received a lot of attention in recent years, especially on the topic of control. A group of sub-systems expressed with differential equations form the lower level, and the active sub-system is characterized by the higher level [1]. In practice, systems are exposed to various factors such as permanent and intermittent faults or structural changes, which can explain the complex behavior of these systems with the structure of switched systems. Network control systems and drinking water supply networks are examples of systems that are affected by permanent and intermittent faults and structural changes, which can be modeled as switched systems. On the other hand, systems such as wind turbines and satellites, which are in the category of complex nonlinear systems, can be divided into many dynamics by specifying switching boundaries. Therefore, according to the discussed topics, it is important to examine the challenges of switched systems [2-4].

One of the most important and challenging concerns in switched systems is ensuring their overall stability. The stability problem of switched systems includes several interesting
phenomena. For example, it is possible for a switched system to become unstable for special switching signals when all sub-systems are exponentially stable. Also, all sub-systems may be unstable, but certain switching signals stabilize them [5]. Therefore, the stability problem of switched systems can be divided into three types. The first type is related to the analysis of stability based on a prescribed switching signal [6]. The second type is related to the analysis of stability based on an arbitrary switching signal [7], and the third type is related to the analysis of stability based on a restricted switching signal [8]. In switched systems, the prescribed switched system may exist, that is, switching moments and active intervals for each of the systems are given. Thus, the stability analysis is performed based on this planned signal that results in the reduction in conservatism [9]. If no constraint on the switching signal is considered in the stability analysis, the problem is known as a stability analysis under arbitrary switching signals [10]. A necessary condition for this problem is the asymptotic stability of all sub-systems. However, it is possible that when all sub-systems are exponentially stable, the switched system is not stable under any switching signal. Thus, two important tools, including the common Lyapunov function and the switched Lyapunov function, are introduced, which provide sufficient conditions for stability under arbitrary switching [11]. If there is no common Lyapunov function (CLF) and switched Lyapunov function (SLF) for the switched system, it is not possible to analyze its stability under any switching signal. Thus, the multiple Lyapunov function (MLF) is introduced. By using the MLF, the restricted switching signal is designed. Restricted switching signals may naturally result from the physical constraints of the system. Also, there are cases where a person has knowledge about the probable switching of the system, which causes constraints in the switching laws. With such knowledge, more powerful stability results are achieved than with arbitrary switching. The switching law may have time-dependent limitations (such as a constant dwell-time (DT), average dwell-time (ADT), and persistent dwell-time (PDT)) [12] or may have state-dependent limitations [13]. A state-dependent switching signal may exist inherently in the switched system. For example, in piecewise affine and piecewise linear systems, each region of state space has its own differential equations, and by moving from one region to another, the switching happens inherently [14]. Moreover, in some switched systems, these types of signals can be designed in such a way that regions and switching borders are specified [15]. A time-dependent switching law provides the possibility of absorbing the increased energy at switching moments using the stable subsystems by creating a time compromise among the sub-systems [16]. Therefore, the stability of the switched system can be guaranteed. Time-dependent switching signals are of interest due to the development of various types of them and giving the decision parameters [17].

How to control and optimize the performance of switched systems is another important challenge that should be paid attention to. There have been many investigations related to the control of switched systems from the past until now, such as those conducted in [18-27]. However, one of the popular control strategies that has received less attention in switched systems is model predictive control (MPC). The model predictive controller is an online and optimal controller that can counteract the physical limitations of a system. A number of research works in the field of the MPC scheme have been developed for switched systems without considering a delay structure [28-31]. In [28,29], the switching signal was considered arbitrary, and the MPC schemes were extended using SLF. Therefore, these schemes are conservative or may not be feasible for a wide range of switched systems. In other words, they impose strict conditions on controller design and may not find a suitable control gain. In [30,31], the switching signal was considered time-dependent with an ADT structure, and the MPC schemes were extended using the MLF. These schemes partially addressed the problem of conservatism but did not take into account the physical limitations of the system or the effects of exogenous disturbances. MPC schemes have been investigated very little in previous studies on delayed switched systems [32,33]. These studies extended MPC schemes with arbitrary switching signals using a switched Lyapunov-Krasovskii functional (SLKF), which led to a set of strict constraints or infeasibility constraints on controller design for a wide range of switched systems. Also, they
are not applicable for switched systems subjected to physical limitations and exogenous disturbances.

In non-MPC schemes, many efforts have been made to reduce conservatism in the design process of delayed switched systems. The works conducted in [34-36], the most recent works, presented a strict decreasing LKF, which led to the elimination of the 'jump high' condition and relaxation of the dwell-time constraints. However, in MPC schemes for delayed switched systems, the conventional MLKF with a 'jump high' condition has not yet been used as a step forward to reduce conservatism compared with the SLKF. Also, in this paper, by presenting a new online framework, the conservatism caused by this condition is reduced. Therefore, the first motivation of this study was the design of an MPC scheme using the conventional MLKF with a new online framework to reduce the strictness of constraints on the controller design compared with other MPC schemes extended using the SLKF. In this new online framework, the 'jump high' condition is applied only at the switching instant and only based on the current transition between two sub-systems. In fact, it is not necessary for the 'jump high' conditions to be applied based on all transitions among sub-systems at all time steps, and, consequently, the conservatism decreases. It should also be noted that a dwell-time constraint is applied to the switching signal by the "jump-high" condition. Therefore, the second goal of this research was to attenuate the dwell-time constraint compared with other structures via the concurrent design of MPC and switching with the PDT structure. Another advantage of this new online framework is that at each step time, only the constraints related to the active sub-system are applied. Therefore, it is not necessary to apply the constraints related to all sub-systems, and, consequently, the conservatism is reduced. The control performance of practical systems is decreased by exogenous disturbances. Reducing the impact of exogenous disturbances on delayed switched systems by creating an MPC plan has not been studied. Therefore, according to these points, the third goal of this work was to ensure $\mathrm{H} \infty$ performance. Considering these goals, we aimed to present a concurrent design of an MPC plan and PDT switching signal utilizing the MLF for linear delayed switched systems that are affected by physical constraints and exogenous disturbances for the first time in this paper. Because the model predictive controller has great potential, the challenges and problems in the suggested concurrent design utilizing the usual MLCF for delayed switched systems are as follows:

1. In an optimal design, a cost function with an infinite horizon is defined. Converting the problem of minimizing this cost function with the existence of the state delay in the switched system to the LMI optimization problem is challenging. This problem has been solved by establishing the relationship between the cost function and the multiple Lyapunov-Krasovskii stability condition.
2. The Lyapunov-Krasovskii stability condition on the prediction horizon has to be transformed into an LMI Lyapunov-Krasovskii stability constraint in order to be used in the online design. The complexity of this transformation, which is due to the state delay and exogenous disturbance conditions, is reduced by utilizing the suitable lemma and changing the variables.
3. In an online design, the multiple Lyapunov-Krasovskii stability condition is considered on the predictive horizon. To design a class of switching signal, it is necessary to ensure multiple Lyapunov-Krasovskii stability conditions in actual time steps. This problem is solved by analyzing the optimization problem between two consecutive time steps.
4. In an online design, it is challenging to ensure $\mathrm{H} \infty$ performance. To overcome this problem, in this paper, first, an online low-conservative framework was developed to apply the controller constraints at each time step. These constraints are computed at each time step based on the prediction steps. Therefore, it is necessary to investigate whether these constraints are also valid at actual time steps. Finally, by creating a proper relationship between the constraints in the actual time steps and the parameters of the PDT scheme, a non-weighted $\mathrm{H} \infty$ performance is guaranteed. In fact, to
guarantee the $\mathrm{H} \infty$ performance, it is necessary to have the concurrent development of the controller and the switching rule.
The remainder of this article can be categorized as follows: In Section 2, the problem statement and a series of lemmas and assumptions are presented for the design of the proposed scheme. Section 3 presents the outcomes of the proposed scheme. Two numerical examples for the suggested scheme are investigated in Section 4, and Section 5 concludes this article.

## 2. Problem Formulation and Preliminaries

Take into account the following discrete-time linear delayed switched system with an exogenous disturbance:

$$
\begin{align*}
& s(k+1)=R_{\sigma(k)} s(k)+R_{m \sigma(k)} s(k-m)+S_{\sigma(k)} i(k)+T_{\sigma(k)} n(k),  \tag{1}\\
& c(k)=\binom{Y_{\sigma(k)^{s}(k)}}{Z_{\sigma(k)^{i}} i(k)},  \tag{2}\\
& s(r)=\theta(r), \quad r=k_{0}-m, \ldots, k_{0}, \tag{3}
\end{align*}
$$

where $s(k) \in R^{n_{s}}, i(k) \in R^{n_{i}}$, and $c(k) \in R^{n_{c}}$ are the state, input, and output, respectively. $\sigma(k) \in M=\{1, \ldots, m\}$ demonstrates the switching rule, in which $M$ stands for the set of sub-systems. $n(k) \in R^{n_{n}}$ is a disturbance and satisfies the following condition:

$$
\begin{equation*}
\sum_{k=k_{0}}^{\infty} n^{T}(k) n(k) \leq n_{\max } \tag{4}
\end{equation*}
$$

$m$ and $\theta(r)$ represent the state delay and function of the initial conditions. $R_{\sigma(k)}, R_{m \sigma(k)}$, $S_{\sigma(k)}, Y_{\sigma(k)}, Z_{\sigma(k)}$, and $T_{\sigma(k)}$ are known real matrices that have suitable dimensions.
Assumption 1. $m$ is an unknown constant delay whose upper bound $\left(m \leq m_{M}\right)$ is known.
Assumption 2. The $e$-th element of the input vector and the $f$-th element of the state vector are limited to:

$$
\begin{align*}
& \left|i_{e}(k)\right| \leq i_{e, \max }, \quad e=1,2, \ldots, n_{i}  \tag{5}\\
& \left|s_{f}(k)\right| \leq s_{f, \max }, \quad f=1,2, \ldots, n_{s} \tag{6}
\end{align*}
$$

where $i_{e}(k)$ denotes the $e$-th element of the input vector, and $i_{e, \max }$ denotes the upper bound of the $e$-th element of the input vector. Also, $s_{f}(k)$ denotes the $f$-th element of the state vector, and $s_{f \text {, max }}$ denotes the upper bound of the $f$-th element of the state vector.

Remark 1. In control systems, the actuators are responsible for generating the control inputs. Based on the maximum control inputs that can be generated by the actuators, the bounds of the control inputs are determined. For example, in a robot, the maximum torque that the motor can provide is considered the bound of the input torque. Now, the designer must consider these bounds (Assumption 2) in the design of the controller in order to guarantee the desired performance in real conditions. In control systems, the states should not exceed certain values because the system may be damaged. For example, in a chemical system, if the concentrations (state variables) are not less than certain values, the chemical solution may be lost. Therefore, by considering the bounds of states (Assumption 2), a reliable controller is designed. It should be noted that these bounds are determined by an expert based on her knowledge of the system.

Assumption 3. (1) A discrete-time switched system consists of a number of sub-systems, where each sub-system is described with discrete-time equations. There is a common equilibrium point for all sub-systems. (2) All sub-systems are stabilizable.

This paper's major focus is on the concurrent develop of the MPC controller and PDT switching law for the constrained linear delayed switched system defined in (1)-(3), with
the goal of ensuring $\mathrm{H} \infty$ performance. $\mathrm{H} \infty$ performance and PDT signal switching are defined as follows in this context.

Definition 1. The formulation of the Ho performance for the closed-loop switched system can be written as follows [37]:
(1) A closed-loop switched system, in which $m \leq m_{M}$ is satisfied, is asymptotically stable with $n(k)=0$, where $\kappa$ is a class of $\kappa$-functions.
(2) With zero initial conditions, $\sum_{k=0}^{\infty} c^{T}(k) c(k) \leq \gamma_{J}^{2} \sum_{k=0}^{\infty} n^{T}(k) n(k)$ is held for all nonzero $n(k)$, in which $\gamma_{J}$ is a positive constant.

Definition 2. According to the PDT plan, the interval is split up into a number of sub-intervals. There is a $\tau$-part and an L-part in every sub-interval. A specific sub-system is activated in the $\tau$-part with an interval duration of at least $\tau_{\mathrm{Z}}$. Multiple switching may happen in the L-part, although the length of this part is no longer than L. Furthermore, it can be demonstrated that the total number of switching in the L-part of the $p^{\text {th }}$ sub-interval fulfills $I\left(k_{s_{p+1}}, k_{s_{p+1}}\right) \leq r L$, where $r$ is the maximum switching rate, and $I\left(k_{s_{p+1}}, k_{s_{p+1}}\right)$ is the total number of switching in the L-part of the $p^{\text {th }}$ sub-interval [38].

For the suggested controller to be designed, the following lemma is needed.
Lemma 1. The following inequalities are equivalent (Schur complement lemma) [29]:

$$
\left(\begin{array}{cc}
R & S  \tag{7}\\
S^{T} & Y
\end{array}\right)>0 \equiv\left\{\begin{array}{l}
Y>0, \quad R-S Y^{-1} S^{T}>0 \\
R>0, \quad Y-S^{T} R^{-1} S>0
\end{array}\right.
$$

where $R=R^{T}$ and $Y=Y^{T}$ are nonsingular matrices.

## 3. Main Results

The MPC scheme is an online strategy. In the online strategy, the control problem is implemented on the processor. This control problem is solved at each time step based on the current conditions, resulting in the calculation of the control gain. Hence, the online strategy is robust against unexpected variations and improves the system's performance by incorporating time-varying control gains. Similarly, in the MPC scheme, an optimization problem is solved at each step time based on the predicted inputs and states. Consider $J$ as a predictive time step. $i(k+J \mid k), s(k+J \mid k)$, and $\sigma(k+J \mid k)$ are the prediction of inputs, states, and switching signals for step $k+J$ according to step $k$, respectively. Moreover, Assumption 4 is given.

Assumption 4. In this design, we assume that the switching signal value is known at the current time step $k$. However, to determine the control gain at the current time step $k$, we require knowledge of the switching signal value at future time steps. Since only the class of the switching signal is known and the allocated switching signal for the system is unknown, we lack information regarding its value at future time steps. Hence, it is necessary to predict the switching signal over the predictive horizon. In $[32,33]$ mentioned in the article, the preferred strategy for predicting the switching signal is to assume its value remains constant over the predictive time steps and equal to the current sub-system $(\sigma(k+J \mid k)=\sigma(k \mid k)=\sigma(k)=t, \quad t \in M)$. However, at the moment of switching when the sub-system changes, the value of the switching signal over the predictive time steps also changes and becomes equal to the new sub-system $(\sigma(k+J \mid k)=\sigma(k \mid k)=\sigma(k)=s, \quad s \in M)$. This strategy is similar to the widely used strategy in the MPC of linear parameter-varying (LPV) systems [39]. Accordingly, the MPC design for the LPV systems to handle the uncertainties of the switching signal can be extended to a linear switched system in a future work [40].

In this paper, the MPC scheme was design based on the state feedback strategy. Therefore, the control input is determined by multiplying the control gain by the system states. Accordingly, the control input over the predictive horizon is expressed as follows:

$$
\begin{equation*}
i(k+J \mid k)=F_{\sigma(k+J \mid k)} s(k+J \mid k), \quad J=0,1, \ldots, \infty, \tag{8}
\end{equation*}
$$

where $F_{\sigma(k+J \mid k)}$ is the control gain.
Also, a quadratic cost function with an infinite prediction horizon is taken into account for each sub-system during the construction of MPC as follows:

$$
\begin{align*}
& J_{k}(s(k+J \mid k), i(k+J \mid k))=\sum_{J=0}^{\infty}\|c(k+J \mid k)\|_{2}^{2}=\sum_{J=0}^{\infty}\left\|Y_{\sigma(k+J)} s(k+J \mid k)\right\|^{2} \\
& +\sum_{J=0}^{\infty}\left\|Z_{\sigma(k+J)} i(k+J \mid k)\right\|^{2}, \quad J=0,1, \ldots, \infty \tag{9}
\end{align*}
$$

where $J_{k}$ is the cost function. According to (1)-(3), the closed-loop system with the designed state feedback control law in (8) is considered the prediction model as follows:

$$
\begin{align*}
& s(k+J+1 \mid k)=\bar{R}_{\sigma(k+J \mid k)} s(k+J \mid k)+R_{m \sigma(k+J \mid k)} s(k+J-m \mid k)  \tag{10}\\
& +T_{\sigma(k+J \mid k)} n(k+J \mid k), \quad J=0,1, \ldots, \infty, \\
& c(k+J \mid k)=\binom{Y_{\sigma(k+J)} s(k+J \mid k)}{Z_{\sigma(k+J)} F_{\sigma(k+J \mid k)} s(k+J \mid k)}, \tag{11}
\end{align*}
$$

in which

$$
\begin{equation*}
\bar{R}_{\sigma(k+J \mid k)}=R_{\sigma(k+J \mid k)}+S_{\sigma(k+J \mid k)} F_{\sigma(k+J \mid k)} \tag{12}
\end{equation*}
$$

Herein, we intend to formulate the minimization problem of the cost function (9), considering the input and state constraints stated in (5)-(6) and the two conditions of $\mathrm{H} \infty$ performance stated in Definition 1, in the form of an LMI optimization problem via a multiple Lyapunov function and PDT switching signal. Therefore, Theorem 1 and 2 are provided.

Theorem 1. Parameters $-1<a_{s}<0, b>1, \gamma, L$, and $r$ are given constants. If there are matrices $C_{\sigma(k)}>0, C_{m_{\sigma(k)}}>0$, and $F_{\sigma(k)}$ for every sub-system at the $k$ th step, such that the following optimization problem is possible for the system stated in (1)-(3) according to the constraints in (5)-(6) and also taking into account Assumptions 1-4:

$$
\begin{align*}
& \min _{C_{\sigma(k)}, C_{m_{\sigma(k)},}, F_{\sigma(k)}} u_{k},  \tag{13}\\
& \left(\begin{array}{cccccc}
u_{k} & s(k)^{T} & \gamma^{2} n_{\max } & s(k-1)^{T} & \cdots & s\left(k-m_{M}\right)^{T} \\
* & C_{\sigma(k)} & 0 & 0 & \cdots & 0 \\
* & * & \gamma^{2} n_{\max } & 0 & \cdots & 0 \\
* & * & * & C_{m_{\sigma(k)}}-1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & C_{m_{\sigma(k)}}
\end{array}\right) \geq 0,  \tag{14}\\
& \left(\begin{array}{cc}
i_{e, \max ^{2}} & H_{e} F_{\sigma(k)} \\
* & u_{k}{ }^{-1} C_{\sigma(k)}
\end{array}\right) \geq 0, \quad e=1,2, \ldots, n_{u},  \tag{15}\\
& \left(\begin{array}{cc}
s_{f, \max }{ }^{2} & H_{f} \\
* & u_{k}{ }^{-1} C_{\sigma(k)}
\end{array}\right) \geq 0, \quad f=1,2, \ldots, n_{s}, \tag{16}
\end{align*}
$$

$$
\begin{align*}
& \left(\begin{array}{ccccc}
b g_{\sigma(k-1)}(s(k)) & s(k-1)^{T} & \ldots & s\left(k-m_{M}\right)^{T} & s^{T}(k) \\
* & C_{m_{\sigma(k)}-1} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & \cdots & C_{m \sigma(k)}^{-1} & 0 \\
* & * & \cdots & * & C_{\sigma(k)}^{-1}
\end{array}\right) \geq 0 \text {, only when switching occurs at the kth step, }  \tag{17}\\
& \left(\begin{array}{cccccc}
L_{11} & L_{12} & L_{13} & 0 & \cdots & 0 \\
* & L_{22} & L_{23} & 0 & \cdots & 0 \\
* & * & L_{33} & 0 & \cdots & 0 \\
* & * & * & a_{s} C_{m \sigma(k)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & a_{s} C_{m \sigma(k)}
\end{array}\right) \geq 0, \tag{18}
\end{align*}
$$

where $*$ stands for symmetric terms, $u_{k}$ is the upper bound of the cost function at time step $k$, and:

$$
\begin{align*}
& L_{11}=-\bar{R}_{\sigma(k)}^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)}+\left(1+a_{s}\right) C_{\sigma(k)}-C_{m \sigma(k)}-Y_{\sigma(k)}^{T} Y_{\sigma(k)} \\
& -F_{\sigma(k)}^{T} Z_{\sigma(k)}^{T} Z_{\sigma(k)} F_{\sigma(k) \prime} \\
& =-\bar{R}_{\sigma(k)} T_{\sigma(k)} C_{\sigma(k)}+L_{11}^{\prime \prime}, \\
& L_{22}=-R_{m \sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k)}+C_{m \sigma(k)}=-R_{m \sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k)}+L_{22}{ }^{\prime},  \tag{19}\\
& L_{33}=-T_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)}+\gamma^{2} I=-T_{\sigma(k)}^{T} C_{\sigma(k)} T_{\sigma(k)}+L_{33}^{\prime}, \\
& L_{12}=-\bar{R}_{\sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k) \prime} \\
& L_{13}=-\bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k) \prime} \\
& L_{23}=-R_{m \sigma(k)}^{T} C_{\sigma(k)} T_{\sigma(k)}
\end{align*}
$$

Therefore, the derived rule $i_{\sigma(k)}(k \mid k)=F_{\sigma(k)} i(k \mid k)$ and any signal from a PDT structure that meets

$$
\begin{equation*}
\tau_{\mathrm{Z}}>\tau_{\mathrm{Z}}^{*}=\max \left\{\frac{(L r+1) \ln b}{-\ln \left(1+a_{s}\right)}, \frac{1}{r}\right\} \tag{20}
\end{equation*}
$$

the two conditions of $H \infty$ performance stated in Definition 1 with the level meeting (21) hold for systems (1)-(3).

$$
\begin{equation*}
\gamma_{J}=\gamma \sqrt{\frac{-a_{s} b^{L r+1}}{1-b^{\frac{L r+1}{L+\tau_{\mathrm{Z}}}}\left(1+a_{s}\right)}} . \tag{21}
\end{equation*}
$$

## Proof of Theorem 1. See Appendix A.

The problem raised in (13)-(18) has to be rewritten as an LMI problem. The theorem that follows offers a co-design method for resolving it inside the LMI frame.

Theorem 2. According to Theorem 1, if there are matrices $v_{\sigma(k)}>0, t_{\sigma(k)}>0, q_{\sigma(k)}$, and $o_{\sigma(k)}$ for any sub-system at the $k$ th step in such a way that it is possible to solve the following optimization problem:

$$
\begin{equation*}
\min _{v_{\sigma(k)}, t_{\sigma(k)}, q_{\sigma(k)}, o_{\sigma(k)}} u_{k} \tag{22}
\end{equation*}
$$

$$
\left(\begin{array}{cccccc}
1 & s(k)^{T} & \gamma^{2} n_{\max } & s(k-1)^{T} & \cdots & s\left(k-m_{M}\right)^{T} \\
* & v_{\sigma(k)} & 0 & 0 & \cdots & 0 \\
* & * & u_{k} \gamma^{2} n_{\max } & 0 & \cdots & 0 \\
* & * & * & t_{\sigma(k)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & t_{\sigma(k)}
\end{array}\right) \geq 0,
$$

$$
\begin{align*}
& \left(\begin{array}{cc}
i_{e, \max ^{2}} & H_{e} q_{\sigma(k)} \\
* & o_{\sigma(k)}+o_{\sigma(k)}^{T}-v_{\sigma(k)}
\end{array}\right) \geq 0, \quad e=1,2, \ldots, n_{i},  \tag{24}\\
& \left(\begin{array}{cc}
s_{f, \text { max }^{2}} & H_{f} o_{\sigma(k)} \\
* & o_{\sigma(k)}+o_{\sigma(k)}{ }^{2}-v_{\sigma(k)}
\end{array}\right) \geq 0, \quad f=1,2, \ldots, n_{s},  \tag{25}\\
& \left(\begin{array}{llll}
t_{\sigma(k)} & 0 & \cdots & 0 \\
* & \ddots & 0 & \vdots \\
\vdots & * & t_{\sigma(k)} & 0 \\
* & \cdots & * & v_{\sigma(k)}
\end{array}\right)-u_{k}\left(\begin{array}{l}
s(k-1) \\
\vdots \\
s\left(k-m_{M}\right) \\
s(k)
\end{array}\right)\left(b g_{\sigma(k-1)}(s(k))\right)^{-1} \quad \text {, when switching occurs at the kth step, }  \tag{26}\\
& \left(\begin{array}{lll}
s(k-1)^{T} & \ldots & s\left(k-m_{M}\right)^{T} \\
s(k)^{T}
\end{array}\right) \geq 0
\end{align*}
$$

Thus, the system given in (1)-(3) has the $\mathrm{H} \infty$ criteria with a level that is not more than (21), and (9) is minimized for the control gain $F_{\sigma(k)}=q_{\sigma(k)} o_{\sigma(k)}{ }^{-1}$ and every PDT switched signal that meets (20).

Proof of Theorem 2. See Appendix B.
Remark 3. The design of the switching signal and the feasibility of the problem in (22)-(27) are significantly impacted by the choice factors, such as $a_{s}, b$, and $\gamma$. Therefore, a trade-off between the switching rate and the feasibility problem is required.

Remark 4. In non-MPC methods, many works have been proposed in relation to delayed switched systems despite unstable modes. For example, the works conducted in [41,42], the latest works, assure the stability of delayed switched systems even in the presence of unstable states. Due to this, the MPC method has not been developed in delayed switched systems, and the key focus of this study is the development of this online and optimal method despite physical limitations in order to reduce conservatism and guarantee the $H \infty$ performance compared with previous works. The proposed MPC method has many advantages over non-MPC methods; however, it is not efficient for switched systems with unstable states. Therefore, in order to reduce conservatism as much as possible and
increase reliability, unstable modes can be considered. Unstable modes appear as a constraint in the optimization problem, which can be addressed in future works.

## 4. Numerical Simulations

In this portion, two examples are looked at to demonstrate the efficiency of the suggested MPC. The YALMIP toolbox has been used for simulations in MTLAB version 2018. The hardware used in this simulation is a computer that has the following characteristics: an Intel ${ }^{\circledR}$ Core TM i7-6500U processor running at 3.16 GHz with 8 GB of memory.

Example 1. Take into consideration the state-space equations of a drinking water supply network as follows [28].

Sub-system 1:

$$
\begin{align*}
& R_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad R_{m 1}=\left(\begin{array}{cc}
0.1501 & 0.0001 \\
-0.1001 & -0.1002
\end{array}\right), \quad S_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right),  \tag{28}\\
& T_{1}=\left[\begin{array}{ll}
0.1 & 0.1
\end{array}\right]^{T}, \quad Y_{1}=I_{2}, \quad Z_{1}=I_{3}, \quad L_{s}=1 s, \quad m_{M}=4
\end{align*}
$$

where $R_{1}, R_{m 1}, S_{1}$, and $T_{1}$ are the state-space matrices for sub-system 1 .
Sub-system 2:

$$
\begin{align*}
& R_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad R_{m 2}=\left(\begin{array}{ll}
0.1401 & 0.0001 \\
-0.0401 & -0.0501
\end{array}\right), \quad S_{2}=\left(\begin{array}{lll}
1 & 0 & -1 \\
0 & 1 & 1
\end{array}\right),  \tag{29}\\
& T_{2}=\left[\begin{array}{ll}
0.1 & 0.1
\end{array}\right]^{T}, \quad Y_{1}=I_{2}, \quad Z_{1}=I_{3}, \\
& L_{s}=1 s, \quad m_{M}=4
\end{align*}
$$

where $R_{2}, R_{m 2}, S_{2}$, and $T_{2}$ are the state-space matrices for sub-system 2 .
The simulation and performance analysis of the proposed scheme is performed in several sub-sections, which will be discussed in the following.

### 4.1. Design of the PDT Switching Signal

Consider $a_{s}=-0.1, b=1.08, L=10 \mathrm{~s}$, and $r=0.5 \mathrm{~Hz}$. First, the allowable interval of the persistent dwell time ( $\tau_{\mathrm{Z}}$ ) is calculated. Using (20), it can be found that $\tau_{\mathrm{Z}}{ }^{*}=4.38 \mathrm{~s}$. Therefore, the switching signal's class is established. Figure 1 indicates a member of the designed class that meets the above-mentioned specifications. In fact, the switching signal shown in Figure 1 can be divided into stages, where each stage confirms $\tau_{Z} \geq 4.38 \mathrm{~s}$, $L_{p} \leq L=10 \mathrm{~s}$, and $r \leq 0.5 \mathrm{~Hz}$. In general, the switching signals that are members of this designed class guarantee the asymptotic stability of the closed-loop system.


Figure 1. Switching signal.

### 4.2. Calculation of the Disturbance Attenuation Level

By selecting $\gamma=1, \tau_{Z}=5 \mathrm{~s}$, and using (21), we can find $\gamma_{J}=1.49$. This value shows the effect level of disturbances on the controlled output despite consecutive switchings. In fact, the switching rate, the decreasing rate of the Lyapunov functional, and the 'jump high' coefficient affect the amount of disturbance attenuation.

### 4.3. Simulation of the Model Predictive Controller

Consider $\mathrm{n}(\mathrm{k})=\cos (\mathrm{k}) \mathrm{e}^{-0.4 \mathrm{k}}, \mathrm{n}_{\max }=3, \mathrm{i}_{\mathrm{e}, \max }=1(\mathrm{e}=1,2,3), \mathrm{s}_{\mathrm{f}, \max }=1 \quad(\mathrm{f}=1,2)$, and $s(0)=\left(\begin{array}{ll}-0.5 & 0.8\end{array}\right)^{T}$. By solving the optimization problem in (22)-(27) using the Yalmip toolbox (version R20210331), the following steps are used to obtain the feedback control gain at the beginning:

$$
F_{1,0}=\left(\begin{array}{cc}
-0.6979 & -0.1547  \tag{30}\\
-0.1594 & -0.6497 \\
0 & 0
\end{array}\right) .
$$

The variables satisfying the problem in (22)-(27) are obtained in any step in accordance with Figure 1. Based on computer specifications, the maximum time required to solve the problem at every time stage is 0.41 s . Creating a time-variant control gain and reducing the constraints on the controller design based on the proposed framework reduces the design's conservatism. Figure 2 shows the obtained control input $\left(i_{i, k}(k)=F_{i, k} s(k)\right.$ ). This figure shows that the elements of the control input have lower absolute values than 1 , which confirms that the input constraints $\left(i_{e, \max }=1 \quad(e=1,2,3)\right)$ are met. Figure 3 shows the general view of energy variation for the delayed switched system resulting from the multiple Lyapunov functional. Figure 3 shows how the stabilizable sub-systems balance out any potential rise during switching moments caused by the "jump high" condition before the system energy eventually reach zero. Consequently, the system is able to withstand the effects of exogenous disturbances and state delays. Therefore, the proposed scheme guarantees the uniform asymptotic stability of the closed-loop switched system. The existence of the 'jump high' condition at the switching instants in the MLKF reduces the conservatism of the controller design compared with the SLKF. In fact, this condition allows the energy to increase at the switching moments and eliminates the condition of strict energy reduction at the switching moments caused by the SLKF. The closed-loop switched system's state responses as a consequence of the simulation are shown in Figure 4. The simultaneous running of the switching law and the problem in (22)-(27) leads to the system states converging to zero and guaranteeing the $\mathrm{H} \infty$ performance. Also, Figure 4 shows that the elements of the states have absolute values of less than 1, which confirms that the state constraints $\left(\mathrm{x}_{\mathrm{f}, \max }=1(\mathrm{f}=1,2)\right)$ are satisfied.


Figure 2. The input of the drinking water supply network.


Figure 3. The variation in the Lyapunov function in the drinking water supply network.


Figure 4. The states of the drinking water supply network.

Example 2. Take into account the discrete-time switched system with three sub-systems [31].

## Sub-system 1:

$$
\begin{align*}
& R_{1}=\left(\begin{array}{cc}
1.4 & 0.1 \\
-0.4 & 0.2
\end{array}\right), \quad R_{m 1}=\left(\begin{array}{cc}
0 & 0.1 \\
0.2 & 0
\end{array}\right), \quad S_{1}=\left(\begin{array}{cc}
2 & 1 \\
0.6 & 1
\end{array}\right),  \tag{31}\\
& T_{1}=\left(\begin{array}{ll}
0.1 & 0.1
\end{array}\right)^{T}, \quad Y_{1}=I_{2}, \quad Z_{1}=I_{2}, \quad m_{M}=4, \quad L_{s}=0.5 s
\end{align*}
$$

where $R_{1}, R_{m 1}, S_{1}$, and $T_{1}$ are the state-space matrices for sub-system 1 .
Sub-system 2:

$$
\begin{align*}
& R_{2}=\left(\begin{array}{cc}
1.1 & 0.2 \\
0.3 & 0.4
\end{array}\right), \quad R_{d 2}=\left(\begin{array}{ll}
0 & 0.1 \\
0.2 & 0
\end{array}\right), \quad S_{2}=\left(\begin{array}{ll}
1 & 4 \\
3 & 1
\end{array}\right)  \tag{32}\\
& T_{2}=\left(\begin{array}{ll}
0.1 & 0.1
\end{array}\right)^{T}, \quad Y_{2}=I_{2}, \quad Z_{2}=I_{2}, \quad m_{M}=4, \quad L_{s}=0.5 s
\end{align*}
$$

where $R_{2}, R_{m 2}, S_{2}$, and $T_{2}$ are the state-space matrices for sub-system 1 .
Sub-system 3:

$$
\begin{align*}
& R_{3}=\left(\begin{array}{cc}
0.8 & 0.3 \\
-0.1 & 0.2
\end{array}\right), \quad R_{d 3}=\left(\begin{array}{ll}
0 & 0.1 \\
0.2 & 0
\end{array}\right), \quad S_{3}=\left(\begin{array}{cc}
3 & 2 \\
2 & 0.5
\end{array}\right),  \tag{33}\\
& T_{3}=\left(\begin{array}{ll}
0.1 & 0.1
\end{array}\right)^{T}, \quad Y_{3}=I_{2}, \quad Z_{3}=I_{2}, \quad m_{M}=4, \quad L_{s}=0.5 \mathrm{~s}
\end{align*}
$$

where $R_{3}, R_{m 3}, S_{3}$, and $T_{3}$ are the state-space matrices for sub-system 1 .
Similar to Example 1, the performance analysis is performed in several sub-sections, which will be discussed in the following.

### 4.4. Design of the PDT Switching Signal

Consider $a_{s}=-0.05, b=1.1, L=12 \mathrm{~s}, r=0.25 \mathrm{~Hz}$, and $\gamma=1$. Using (20), it can be determined that $\tau_{\mathrm{Z}}{ }^{*}=5.57$. Therefore, the class of switching signals is determined. Figure 5 indicates a member of the designed class that meets the above-mentioned specifications. In fact, the switching signal shown in Figure 5 can be divided into sub-intervals that each sub-interval confirms, such that $\tau_{\mathrm{Z}} \geq 5.57 \mathrm{~s}, L_{p} \leq L=12 \mathrm{~s}$, and $r \leq 0.25 \mathrm{~Hz}$.


Figure 5. Switching signal.

### 4.5. Calculation of the Disturbance Attenuation Level

By selecting $\tau_{\mathrm{Z}}=6 \mathrm{~s}$ and also using (21), $\gamma_{\mathrm{J}}=1.57$. Equation (21) shows that the 'jump high' coefficient and switching rate affect the disturbance attenuation level.

### 4.6. Simulation of the Model Predictive Controller

Consider $\mathrm{n}(\mathrm{k})=\cos (\mathrm{k}) \mathrm{e}^{-0.3 \mathrm{k}}, \mathrm{n}_{\max }=3, \mathrm{i}_{\mathrm{e}, \max }=1 \quad(\mathrm{e}=1,2), \mathrm{s}_{\mathrm{f}, \max }=1 \quad(\mathrm{f}=1,2)$, and $s(0)=\left(\begin{array}{ll}0.5 & -0.6\end{array}\right)^{T}$. The following is how the state feedback control rule at the instant of the beginning is determined:

$$
\mathrm{F}_{1,0}=\left(\begin{array}{cc}
-0.5219 & -0.0098  \tag{34}\\
0.2023 & -0.1382
\end{array}\right)
$$

The variables satisfying the problem in (22)-(27) are obtained in any step in accordance with Figure 6. Based on the computer specifications, the maximum time required to solve the problem at every time stage is 0.39 s . The acquired control input and state responses of the closed-loop switched system are demonstrated in Figures 6 and 7, respectively. It is concluded from Figures 6 and 7 that the input and state constraints are satisfied $\left(\mathrm{i}_{\mathrm{e}, \max }=1(\mathrm{e}=1,2), \quad \mathrm{s}_{\mathrm{f}, \max }=1(\mathrm{f}=1,2)\right)$. Figure 7 shows how the stabilizable subsystems balance out any potential rise during switching moments caused by the "jump high" condition before the states eventually reach zero. Consequently, the system is able to withstand the effects of exogenous disturbances and state delays. Therefore, the proposed scheme guarantees the $\mathrm{H} \infty$ criterium.


Figure 6. The control input.


Figure 7. The system states.

## 5. Conclusions

In this paper, for delayed linear switched systems affected by physical limitations and exogenous disturbances, a concurrent design of the MPC plan and PDT switching signal utilizing the conventional MLKF was established. The conventional MLKF with a 'jump high' condition was used as a step forward to reduce the strictness of constraints on the controller design compared with the SLKF. However, the 'jump high' condition imposes a dwell-time limitation on the switching signal. Therefore, the PDT structure was used to reduce the dwell-time constraint compared with other structures. Also, a new online framework was proposed to decrease the number of constraints on the controller design at each time step. Moreover, for the first time, the exogenous disturbances were considered in the procedure of MPC design for delayed switched systems, and the non-weighted $\mathrm{H} \infty$ performance was guaranteed. The simulation results demonstrate the suggested plan's great performance and ability to asymptotically stabilize the switched system. Due to the existence of a delay between the switching of sub-systems and the switching of controllers in switched systems, the development of the suggested scheme for the asynchronous switched systems can pose an interesting challenge for future research. Also, the MPC design for the LPV systems to handle the uncertainties of the switching signal can be extended to linear switched systems in a future work.
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## Appendix A

Proof of Theorem 1. The candidate multiple Lyapunov-Krasovskii functional and Lyapunov stability limitation are taken into account:

$$
\begin{gather*}
g_{\sigma(k)}(k)=\sum_{i=1}^{2} g_{\sigma(k), i}(k), \quad g_{\sigma(k), 1}(k)=s^{T}(k) C_{\sigma(k)} s(k), \\
g_{\sigma(k), 2}(k)=\sum_{i=k-m}^{k-1} s^{T}(i) C_{m \sigma(k)} s(i),  \tag{A1}\\
g_{\sigma(k+J+1 \mid k)}(k+J+1 \mid k)-g_{\sigma(k+J \mid k)}(k+J \mid k) \leq a_{s} g_{\sigma(k+J \mid k)}(k+J \mid k)  \tag{A2}\\
+c^{T}(k+J \mid k) c(k+J \mid k)-\gamma^{2} n^{T}(k+J \mid k) n(k+J \mid k),
\end{gather*}
$$

where $g_{\sigma(k)}$ is the candidate Lyapunov function. This function is considered as the sum of a delay-independent term $\left(g_{\sigma(k), 1}\right)$ and a delay-dependent term $\left(g_{\sigma(k), 2}(k)\right)$ to increase the possibility of finding a solution for the optimization problem.

Step 1: In this step, the minimizing problem of the cost function in (9) is formulated as the relations in (13) and (14). The relations in (13) and (14) guarantee the cost function in (9) is minimized and optimal input control is obtained.

By summing both sides of (A2) from 0 to $\infty$ :

$$
\begin{align*}
& \sum_{J=0}^{\infty}\left[g_{\sigma(k+J+1 \mid k)}(k+J+1 \mid k)-g_{\sigma(k+J \mid k)}(k+J \mid k)\right] \leq a_{S} \sum_{J=0}^{\infty} v_{\sigma(k+J \mid k)}(k+J \mid k) \\
& -\sum_{J=0}^{\infty} c(k+J \mid k)^{T} c(k+J \mid k)+\gamma^{2} \sum_{J=0}^{\infty} n(k+J \mid k)^{T} n(k+J \mid k) . \tag{A3}
\end{align*}
$$

By approximating the candidate function at infinity, it equals zero, and we have:

$$
\begin{align*}
& -g_{\sigma(k \mid k)}(k \mid k) \leq \gamma^{2} n_{\max }-\sum_{J=0}^{\infty} c(k+J \mid k)^{T} c(k+J \mid k) \\
& \Rightarrow J_{k} \leq s^{T}(k \mid k) C_{\sigma(k \mid k)} s(k \mid k)+\sum_{i=k-m}^{k-1} s^{T}(i \mid k) C_{m_{\sigma(k \mid k)}} s(i \mid k)+\gamma^{2} n_{\max } . \tag{A4}
\end{align*}
$$

Considering $u_{k}$ as the upper bound of the cost function, we obtain:

$$
\begin{align*}
& s^{T}(k) C_{\sigma(k)} s(k)+\sum_{i=k-m}^{k-1} s^{T}(i) C_{m \sigma(k)} s(i)+\gamma^{2} n_{\max } \leq u_{k} \\
& \Rightarrow u_{k}-s^{T}(k) C_{\sigma(k)} s(k)-\sum_{i=k-m}^{k-1} s^{T}(i) C_{m \sigma(k)} s(i)+\gamma^{2} n_{\max } \geq 0 . \tag{A5}
\end{align*}
$$

Due to $m \leq m_{M}$, if (A6) meets, then (A5) meets:

$$
\begin{equation*}
u_{k}-s^{T}(k) C_{\sigma(k)} s(k)-\sum_{i=k-m_{M}}^{k-1} s^{T}(i) C_{m_{\sigma(k)}} s(i)+\gamma^{2} n_{\max } \geq 0 \tag{A6}
\end{equation*}
$$

Due to Lemma 1, (A6) can be reformulated as:

$$
\begin{align*}
& \left.u_{k}-\left(\begin{array}{l}
s(k) \\
\gamma^{2} n_{\max } \\
s(k-1) \\
\vdots \\
s\left(k-m_{M}\right)
\end{array}\right)^{T}\left(\begin{array}{lllll}
C_{\sigma(k)^{-1}} & 0 & 0 & \cdots & 0 \\
* & \gamma^{2} n_{\max } & 0 & \cdots & 0 \\
* & * & C_{m \sigma(k)}-1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & \cdots & C_{m \sigma(k)}
\end{array}\right)^{-1}\right)^{-1}\left(\begin{array}{l}
s(k) \\
\gamma^{2} n_{\max } \\
s(k-1) \\
\vdots \\
s\left(k-m_{M}\right)
\end{array}\right) \geq 0 \\
& \Rightarrow\left(\begin{array}{llllll}
u_{k} & s(k)^{T} & \gamma^{2} n_{\max } & s(k-1)^{T} & \cdots & s\left(k-m_{M}\right)^{T} \\
* & C_{\sigma(k)}-1 & 0 & 0 & \cdots & 0 \\
* & * & \gamma^{2} n_{\max } & 0 & \cdots & 0 \\
* & * & * & C_{m \sigma(k)}-1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & C_{m_{\sigma(k)}}-1
\end{array}\right) \geq 0 . \tag{A7}
\end{align*}
$$

Step 2: In this step, the input and state limitations in (5) and (6) are formulated as the relations in (15) and (16). The relations in (15) and (16) guarantee the input control is obtained in such a way that the input and state do not exceed the considered saturation level.

By summing the two sides of (A2) from 0 to 1 :

$$
\begin{aligned}
& \sum_{J=0}^{j}\left[g_{\sigma(k+J+1 \mid k)}(k+J+1 \mid k)-g_{\sigma(k+J \mid k)}(k+J \mid k)\right] \leq a_{s} \sum_{J=0}^{j} v_{\sigma(k+J \mid k)}(k+J \mid k) \\
& -\sum_{J=0}^{j} c(k+J \mid k)^{T} c(k+J \mid k)+\gamma^{2} \sum_{J=0}^{j} n(k+J \mid k)^{T} n(k+J \mid k) \\
& \Rightarrow v_{\sigma(k+j+1 \mid k)}(k+j+1 \mid k)-g_{\sigma(k \mid k)}(k \mid k) \leq a_{s} \sum_{J=0}^{j} v_{\sigma(k+J \mid k)}(k+J \mid k) \\
& -\sum_{J=0}^{j} c(k+J \mid k)^{T} c(k+J \mid k)+\gamma^{2} \sum_{J=0}^{j} n(k+J \mid k)^{T} n(k+J \mid k) \\
& \Rightarrow g_{\sigma(k+j+1 \mid k)}(k+j+1 \mid k) \leq g_{\sigma(k \mid k)}(k \mid k)+\gamma^{2} n_{\max } \leq u_{k} \\
& \Rightarrow s(k+j+1 \mid k)^{T} C_{\sigma(k+j+1 \mid k)} s(k+j+1 \mid k)+\sum_{i=k+j+1-m}^{k} s^{T}(i \mid k) C_{m_{\sigma(k+j+1 \mid k)} s(i \mid k) \leq u_{k}} \\
& \Rightarrow s(k+j+1 \mid k)^{T} C_{\sigma(k+j+1 \mid k)} s(k+j+1 \mid k) \leq u_{k} .
\end{aligned}
$$

Consider $H_{e}$ and $H_{f}$ as:

$$
\begin{equation*}
H_{e}=(0, \ldots, \underbrace{1}_{e-t h}, \ldots, 0), H_{f}=(0, \ldots, \underbrace{1}_{f-\text { th }}, \ldots, 0) . \tag{A9}
\end{equation*}
$$

Using (5), (29), and Lemma 1,

$$
\begin{align*}
& \left|u_{e}(k+J \mid k)\right|^{2}=\left|\left(F_{\sigma(k+J \mid k)} s(k+J \mid k)\right)_{e}\right|^{2} \\
& =\left\lvert\,\left(F_{\sigma(k+J \mid k), k} C_{\sigma(k+J \mid k)^{-\frac{1}{2}} C_{\left.\sigma(k+J \mid k)^{\frac{1}{2}} s(k+J \mid k)\right)\left._{e}\right|^{2}}}^{\leq u_{k}\left|\left(F_{\sigma(k+J \mid k)} C_{\sigma(k+J \mid k)}-\frac{1}{2}\right)_{e}\right|^{2}=u_{k} H_{e}{ }^{T} F_{\sigma(k+J \mid k)} C_{\sigma(k+J \mid k)}{ }^{-1} F_{\sigma(k+J \mid k)^{T}} H_{e} \leq i_{e, \max }{ }^{2}}\right.\right. \\
& \Rightarrow\left(\begin{array}{ll}
i_{e, \text { max }}{ }^{2} & H_{e} F_{\sigma(k+J \mid k)} \\
* & u_{k}{ }^{-1} C_{\sigma(k+J \mid k)}
\end{array}\right) \geq 0 \Rightarrow\left(\begin{array}{ll}
i_{e, \max }{ }^{2} & H_{e} F_{\sigma(k)} \\
* & u_{k}{ }^{-1} C_{\sigma(k)}
\end{array}\right) \geq 0 . \tag{A10}
\end{align*}
$$

Using (6), (A8), and Lemma 1,

$$
\begin{align*}
& \left|s_{f}(k+J \mid k)\right|^{2}=\left\lvert\,\left(C_{\left.\sigma(k+J \mid k)^{-\frac{1}{2}} C_{\sigma(k+J \mid k)^{\frac{1}{2}}} s(k+J \mid k)\right)\left._{f}\right|^{2}}^{\leq u_{k} \left\lvert\,\left(C_{\left.\sigma(k+J \mid k)^{-\frac{1}{2}}\right)\left._{f}\right|^{2}=u_{k} H^{e s L} C_{\sigma(k+J \mid k)}}{ }^{-1} H_{f} \leq s_{e, \max ^{2}}\right.\right.} \begin{array}{l}
\Rightarrow\left(\begin{array}{ll}
s_{f, \max }{ }^{2} & H_{f} \\
* & u_{k}{ }^{-1} C_{\sigma(k+J k)}
\end{array}\right) \geq 0 \Rightarrow\left(\begin{array}{ll}
s_{f, \max ^{2}} & H_{f} \\
* & u_{k}{ }^{-1} C_{\sigma(k)}
\end{array}\right) .
\end{array} . . \begin{array}{l}
\end{array}\right) .\right.
\end{align*}
$$

Step 3: In this step, the stability boundary limitation (A12) is formulated as the relation in (17). The relation in (17) guarantees that the energy increase at the switching moments does not exceed a predetermined value.

$$
\begin{equation*}
g_{\sigma(k)}(s(k)) \leq b g_{\sigma(k-1)}(s(k)) . \tag{A12}
\end{equation*}
$$

Inequality (A12) is extended as follows:

$$
\begin{align*}
& s(k)^{T} C_{\sigma(k)} s(k)+\sum_{i=k-m}^{k-1} s(i) C_{m \sigma(k)} s(i) \leq b g_{\sigma(k-1)}(s(k)) \\
& \Rightarrow b g_{\sigma(k-1)}(s(k))-s(k)^{T} C_{\sigma(k)} s(k)-\sum_{i=k-m}^{k-1} s(i) C_{m \sigma(k)} s(i) \geq 0 . \tag{A13}
\end{align*}
$$

Due to $m \leq m_{M}$, if (A14) meets, then (A13) meets:

$$
\begin{equation*}
b g_{\sigma(k-1)}(s(k))-s^{T}(k) C_{\sigma(k)} s(k)-\sum_{i=k-m_{M}}^{k-1} s(i) C_{m_{\sigma(k)}} s(i) \geq 0 \tag{A14}
\end{equation*}
$$

Using Lemma 1,

$$
\begin{align*}
& \left(\begin{array}{ll}
b g_{\sigma(k-1)}(s(k))-\sum_{i=k-m_{M}}^{k-1} s(i) C_{m_{\sigma(k)}} s(i) & s^{T}(k) \\
* & C_{\sigma(k)}-1
\end{array}\right) \geq 0 \\
& \Rightarrow\left(\begin{array}{lllll}
b g_{\sigma(k-1)}(s(k)) & s(k-1)^{T} & \ldots & s\left(k-m_{M}\right)^{T} & s^{T}(k) \\
* & C_{m_{\sigma(k)}}{ }^{-1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & \cdots & C_{m_{\sigma(k)}}-1 & 0 \\
* & * & \cdots & * & C_{\sigma(k)}-1
\end{array}\right) \geq 0 . \tag{A15}
\end{align*}
$$

Step 4: In this step, the Lyapunov stability limitation (A2) is formulated as the relation in (18). The relation in (18) is a necessary limitation to satisfy the $\mathrm{H} \infty$ performance.
$\Delta g_{1}$ is expanded as follows:

$$
\begin{align*}
& \Delta g_{1}=\left(\bar{R}_{\sigma(k+J \mid k)^{s}}(k+J \mid k)+R_{m \sigma(k+J \mid k)} s(k+J-m \mid k)+T_{\sigma(k+J \mid k)^{n}} n(k+J \mid k)\right)^{T} \\
& C_{\sigma(k+J+1 \mid k)}\left(\bar{R}_{\sigma(k+J \mid k)} s(k+J \mid k)+R_{m \sigma(k+J \mid k)} s(k+J-m \mid k)+T_{\sigma(k+J \mid k)} n(k+J \mid k)\right)  \tag{A16}\\
& -s^{T}(k+J \mid k) C_{\sigma(k+J \mid k)^{s}}(k+J \mid k) .
\end{align*}
$$

## Using Lemma 1,

$$
\begin{align*}
& \Delta g_{1} \leq s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k)+s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} R_{m \sigma(k)} s(k-m) \\
& +s^{T}(k) \bar{R}_{\sigma(k)}^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)+s^{T}(k-m) R_{m \sigma(k)}^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)}{ }^{s}(k) \\
& +s^{T}(k-m) R_{m \sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k)} s(k-m)+s^{T}(k-m) R_{m \sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)  \tag{A17}\\
& +n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k)+n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} R_{m \sigma(k)} \\
& s(k-m)+n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)-s^{T}(k) C_{\sigma(k)} s(k) .
\end{align*}
$$

By extending $\Delta v_{2}$,

$$
\begin{equation*}
\Delta g_{2}=s(k)^{T} C_{m_{\sigma(k)} s} s(k)-s(k-m)^{T} C_{m_{\sigma(k)}} s(k-m) . \tag{A18}
\end{equation*}
$$

Substituting (A17) and (A18) into (A2),

$$
\begin{align*}
& s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} x(k)+s^{T}(k) \bar{R}_{\sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k)} s(k-m) \\
& +s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)+s^{T}(k-m) R_{m \sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k) \\
& +s^{T}(k-m) R_{m \sigma(k)}^{T} C_{\sigma(k)} R_{m \sigma(k)} s(k-m)+s^{T}(k-m) R_{m \sigma(k)}{ }^{T} C_{\sigma(k)} \\
& T_{\sigma(k)} n(k)+n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k)+n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} R_{m \sigma(k)} \\
& s(k-m)+n(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)-s^{T}(k) C_{\sigma(k)} s(k)+s(k)^{T}  \tag{A19}\\
& C_{m_{\sigma(k)}} s(k)-s(k-m)^{T} C_{m}{ }^{T}\left(k(k) s(k-m)+s^{T}(k) Y_{\sigma(k)}{ }^{T} Y_{\sigma(k)} s(k)\right. \\
& +s^{T}(k) F_{\sigma(k)}{ }^{T} Z_{\sigma(k)}{ }^{T} Z_{\sigma(k)} F_{\sigma(k)} s(k)-\gamma^{2} n^{T}(k) n(k)-a_{s} s(k)^{T} C_{\sigma(k)} s(k) \\
& -a_{s} \sum_{i=k-m}^{k-1} s(i) C_{m \sigma(k)} s(i) \leq 0 .
\end{align*}
$$

Due to $m \leq m_{M}$, if (A20) meets, then (A19) meets:

$$
\begin{align*}
& s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{A}_{\sigma(k)} s(k)+s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} R_{d \sigma(k)} s(k-m) \\
& +s^{T}(k) \bar{R}_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)+s^{T}(k-m) R_{m \sigma(k)}^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k) \\
& +s^{T}(k-m) R_{m \sigma(k)}{ }^{T} C_{\sigma(k)} R_{m \sigma(k)} s(k-m)+s^{T}(k-m) R_{m \sigma(k)}{ }^{T} C_{\sigma(k)} \\
& T_{\sigma(k)} s(k)+s(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} \bar{R}_{\sigma(k)} s(k)+x(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} R_{m \sigma(k)} \\
& s(k-d)+s(k)^{T} T_{\sigma(k)}{ }^{T} C_{\sigma(k)} T_{\sigma(k)} n(k)-s^{T}(k) C_{\sigma(k)} s(k)+s(k)^{T}  \tag{A20}\\
& C_{m \sigma(k)} s(k)-s(k-m)^{T} C_{m \sigma(k)} s(k-m)+s^{T}(k) Y_{\sigma(k)}^{T} Y_{\sigma(k)} s(k) \\
& +s^{T}(k) F_{\sigma(k)}^{T} Z_{\sigma(k)}{ }^{T} Z_{\sigma(k)} F_{\sigma(k)} s(k)-\gamma^{2} n^{T}(k) n(k)-a s(k)^{T} C_{\sigma(k)} s(k) \\
& -a_{s} \sum_{i=k-m_{M}} s(i) C_{m \sigma(k)} s(i) \leq 0 .
\end{align*}
$$

Inequality (A20) can be formulated as:

$$
\left(\begin{array}{c}
s(k)  \tag{A21}\\
s(k-m) \\
n(k) \\
s(k-1) \\
\vdots \\
s\left(k-m_{M}\right)
\end{array}\right)^{T}\left(\begin{array}{cccccc}
L_{11} & L_{12} & L_{13} & 0 & \cdots & 0 \\
* & L_{22} & L_{23} & 0 & \cdots & 0 \\
* & * & L_{33} & 0 & \cdots & 0 \\
* & * & * & a_{s} C_{m_{\sigma(k)}} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & a_{s} C_{m_{\sigma(k)}}
\end{array}\right) \geq\left(\begin{array}{c}
s(k) \\
s(k-m) \\
n(k) \\
s(k-1) \\
\vdots \\
s\left(k-m_{M}\right)
\end{array}\right) \geq 0
$$

Inequality (A22) holds if (A21) is met:

$$
\left(\begin{array}{cccccc}
L_{11} & L_{12} & L_{13} & 0 & \cdots & 0  \tag{A22}\\
* & L_{22} & L_{23} & 0 & \cdots & 0 \\
* & * & L_{33} & 0 & \cdots & 0 \\
* & * & * & a_{s} C_{m_{\sigma(k)}} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & a_{s} C_{m_{\sigma(k)}}
\end{array}\right) \geq 0
$$

Step 5: In this step, the PDT switching signal is designed to satisfy the $\mathrm{H} \infty$ performance.
To design the switching signal, it is necessary to have the stability condition at the actual time steps. Inequality (A2), which confirms the stability condition at the prediction horizon, does not guarantee the stability condition at the actual time steps. In this regard, it is important to realize this guarantee in the form of the optimization problem described in (13)-(18). Therefore, Lemma 2 is introduced as follows.

Lemma A1. The optimization problem in (13)-(18) guarantees the stability condition at the actual time steps as follows:

$$
\begin{equation*}
g_{\sigma(k+1)}(k+1) \leq\left(1+a_{s}\right) g_{\sigma(k)}(k)-c(k)^{T} c(k)+\gamma^{2} n(k)^{T} n(k) . \tag{A23}
\end{equation*}
$$

Proof of Lemma A1. According to (A5) and (A8),

$$
\begin{align*}
& \quad g_{\sigma(k+1 \mid k)}(k+1 \mid k)=s(k+1 \mid k)^{T} C_{\sigma(k+1 \mid k)} s(k+1 \mid k) \leq u_{k}  \tag{A24}\\
& g_{\sigma(k+1 \mid k+1)}(k+1 \mid k+1)=s(k+1 \mid k+1)^{T} C_{\sigma(k+1 \mid k+1)} s(k+1 \mid k+1)  \tag{A25}\\
& \leq u_{k+1}-\gamma^{2} n_{\max } .
\end{align*}
$$

Based on (A24) and (A25), it is inferred that if $\left(u_{k}, C_{\sigma(k+1 \mid k)}\right)$ is a feasible answer at step $k+1$, then:

$$
\begin{equation*}
g_{\sigma(k+1 \mid k)}(k+1 \mid k)=s(k+1 \mid k)^{T} C_{\sigma(k+1 \mid k)} s(k+1 \mid k) \leq u_{k}-\gamma^{2} n_{\max } . \tag{A26}
\end{equation*}
$$

Therefore, $\left(u_{k}, C_{\sigma(k+1 \mid k)}\right)$ is a feasible answer, and $\left(u_{k+1}, C_{\sigma(k+1 \mid k+1)}\right)$ is an optimal answer at step $k+1\left(u_{k+1} \leq u_{k}\right)$. Therefore,

$$
\begin{align*}
& g_{\sigma(k+1 \mid k+1)}(k+1 \mid k+1) \leq g_{\sigma(k+1 \mid k)}(k+1 \mid k) \leq\left(1+a_{s}\right) g_{\sigma(k \mid k)}(k \mid k) \\
& -c(k \mid k)^{T} c(k \mid k)+\gamma^{2} n(k \mid k)^{T} n(k \mid k)  \tag{A27}\\
& \Rightarrow g_{\sigma(k+1)}(k+1) \leq\left(1+a_{s}\right) g_{\sigma(k)}(k)-c(k)^{T} c(k)+\gamma^{2} n(k)^{T} n(k) .
\end{align*}
$$

Now, if $\left(u_{k}, C_{\sigma(k+1 \mid k)}\right)$ is not a feasible answer at step $k+1$, then:

$$
\begin{equation*}
g_{\sigma(k)}(k+1 \mid k)=s(k+1 \mid k)^{T} C_{\sigma(k+1 \mid k)} s(k+1 \mid k) \leq u_{k}^{\prime}-\gamma^{2} n_{\max } \quad\left(u_{k}<u_{k}^{\prime}\right) . \tag{A28}
\end{equation*}
$$

Therefore, $\left(u_{k}{ }^{\prime}, C_{\sigma(k+1 \mid k)}\right)$ is a feasible answer, and $\left(u_{k+1}, C_{(k+1 \mid k+1)}\right)$ is an optimal answer at step $k+1\left(u_{k+1} \leq u_{k}{ }^{\prime}\right)$. In this regard, (A27) is also obtained.

Remark A1. Lemma A1 only demonstrates that stability conditions over the predictive time steps guarantee stability conditions at the actual time steps. Now, using the stability conditions at the actual time steps, the switching signal is designed, and the disturbance attenuation level is achieved. The designed switching signal, along with the constraints derived in steps 1 to 4 of proof of Theorem 1 , satisfies the $H \infty$ performance and the system constraints.

Based on (A12) and (A27), the PDT switching rule is designed in such a way that the $\mathrm{H} \infty$ criterium is held for the system in (1)-(3). Therefore, Definition 1 must be held as follows:
(1) Proof of asymptotical stability with $s\left(k_{0}\right) \neq 0$ and $n(k)=0$

Assume $\sigma\left(k_{s_{p+1}}\right)=n$, and $\sigma\left(k_{s_{p}}\right)=m$. Due to Definition 2, (A12), and (A27), the Lyapunov function varies as follows in the eth sub-interval's total time duration:

$$
\begin{align*}
& g_{n}\left(s\left(k_{s_{p+1}}\right)\right) \leq b\left(1+a_{s}\right) g_{\sigma\left(k_{s_{p+1}}-1\right)}\left(s\left(k_{s_{p+1}}-1\right)\right) \\
& \leq \cdots \leq b\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s_{p+1}}-1} g_{\sigma\left(k_{s_{p+1}-1}\right)}\left(s\left(k_{s_{p+1}-1}\right)\right) \\
& \leq \cdots \leq b^{I\left(k_{s p+1}, k_{s_{p+1}}\right)}\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s p+1}} g_{\sigma\left(k_{s p+1}\right)}\left(s\left(k_{s_{p}+1}\right)\right)  \tag{A29}\\
& \leq b^{I\left(k_{s p}, k_{s_{p+1}}\right)+1}\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s p}} g_{\sigma\left(k_{s p}\right)}\left(s\left(k_{s_{p}}\right)\right) \\
& \leq b^{L r+1}\left(1+a_{s}\right)^{\tau_{Z}} g_{m}\left(s\left(k_{s_{p}}\right)\right) .
\end{align*}
$$

These changes should decrease. The following inequality must be satisfied as a result:

$$
\begin{align*}
& \kappa=b^{L r+1}\left(1+a_{s}\right)^{\tau_{Z}}<1 \Rightarrow e^{(L r+1) \ln b+\tau \ln \left(1+a_{s}\right)}<1 \\
& \Rightarrow(L r+1) \ln b+\tau_{Z} \ln \left(1+a_{s}\right)<0 \Rightarrow \tau_{Z}>\tau_{Z}^{*}=\frac{(L r+1) \ln b}{-\ln \left(1+a_{s}\right)} . \tag{A30}
\end{align*}
$$

The Lyapunov function's change if there are e sub-intervals throughout the specified time interval is:

$$
\begin{equation*}
g_{n}\left(s\left(k_{s_{p+1}}\right)\right) \leq \kappa^{p} g_{\sigma\left(k_{s_{1}}\right)}\left(s\left(k_{s_{1}}\right)\right) . \tag{A31}
\end{equation*}
$$

Considering $k_{s_{1}}=k_{0}, k \in\left[k_{s_{p+1}}, k_{s_{p+2}}\right)$, and (A12) and (A27),

$$
\begin{align*}
& g_{\sigma(k)}(s(k)) \leq b^{L r+1} \kappa^{p} g_{\sigma\left(k_{0}\right)}\left(s\left(k_{0}\right)\right) \Rightarrow\|s(k)\| \leq \kappa_{1}^{-1}\left(b^{L r+1} \kappa^{p} \kappa_{2}\left(\left\|s\left(k_{0}\right)\right\|\right)\right)  \tag{A32}\\
& \left.\Rightarrow\|s(k)\| \leq \kappa_{3}\left(\left\|s\left(k_{0}\right)\right\|\right)\right),
\end{align*}
$$

where

$$
\begin{equation*}
\kappa_{1}=\lambda_{\min }\left(C_{\sigma(k)}\right)\|s(k)\|^{2}, \quad \kappa_{2}=\lambda_{\max }\left(C_{\sigma\left(k_{0}\right)}\right)\left\|s\left(k_{0}\right)\right\|^{2} . \tag{A33}
\end{equation*}
$$

Therefore, (A30) guarantees (A32) and also $k \rightarrow \infty \Rightarrow\|s(k)\| \rightarrow 0$. Therefore, the closed-loop system is asymptotically stable.
(2) Proof of $\sum_{k=0}^{\infty} c^{T}(k) c(k) \leq \gamma^{2} \sum_{k=0}^{\infty} n^{T}(k) n(k)$ with $s\left(k_{0}\right)=0$ and $n(k) \neq 0$

Consider $\Gamma(k)=c(k)^{T} c(k)-\gamma^{2} n(k)^{T} n(k)$. Due to Definition 2, (A12), and (A27), the Lyapunov function varies as follows in the eth sub-interval's total time duration:

$$
\begin{align*}
& g_{n}\left(s\left(k_{s_{p+1}}\right)\right) \leq b\left(1+a_{s}\right) g_{\sigma\left(k_{s_{p+1}}-1\right)}\left(s\left(k_{s_{p+1}}-1\right)\right)-b \Gamma\left(k_{s_{p+1}}-1\right) \leq \ldots \leq \\
& b^{I\left(k_{s p+1}, k_{s_{p+1}}\right)+1}\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s_{p}}} g_{m}\left(s\left(k_{s_{p}}\right)\right)-b \Gamma\left(k_{s_{p+1}}-1\right)-b\left(1+a_{s}\right) \\
& \left.\Gamma\left(k_{s_{p+1}}-2\right)-\ldots-b\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s_{p+1}-1}} \Gamma\left(k_{s_{p+1}-1}\right)-\ldots-b^{I\left(k_{s p+1}, k_{s_{p+1}}\right.}\right) \\
& \left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s p+1}} \Gamma\left(k_{s_{p}+1}\right)-\ldots-b^{I\left(k_{s p}, k_{s_{p+1}}\right)}\left(1+a_{s}\right)^{k_{s_{p+1}}-k_{s p}} \Gamma\left(k_{s_{p}}\right)  \tag{A34}\\
& \leq \kappa^{p} g_{\sigma\left(k_{s_{1}}\right)}\left(s\left(k_{s_{1}}\right)\right)-\sum_{J=k_{s_{1}}}^{k_{s_{p+1}}} b^{I\left(J, k_{s_{p+1}}\right)}\left(1+a_{s}\right)^{k_{s_{p+1}}-J} \Gamma(J) .
\end{align*}
$$

Assuming $k_{s_{1}}=k_{0}, k \in\left[k_{s_{p+1}}, k_{s_{p+2}}\right)$, and (A12) and (A27),

$$
\begin{equation*}
g_{\sigma(k)}(s(k)) \leq b^{L r+1} \kappa^{p} g_{\sigma\left(k_{0}\right)}\left(s\left(k_{0}\right)\right)-\sum_{J=k_{0}}^{k} b^{I(J, k)}\left(1+a_{s}\right)^{k-L} \Gamma(J) . \tag{A35}
\end{equation*}
$$

Selecting the zero initial conditions and due to $g_{\sigma(k)}(s(k)) \geq 0$, we have:

$$
\begin{equation*}
\sum_{J=k_{0}}^{k} b^{I(J, k)}\left(1+a_{S}\right)^{k-J} \Gamma(J) \leq 0 \tag{A36}
\end{equation*}
$$

Let us extend (A36) as follows:

$$
\begin{align*}
& \sum_{J=k_{0}}^{k}\left[b^{I(J, k)}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J)\right] \leq \gamma^{2} \sum_{J=k_{0}}^{k}\left[b^{I(J, k)}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J)\right] \\
& \Rightarrow \sum_{J=k_{0}}^{k}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J) \leq \gamma^{2} \sum_{J=k_{0}}^{k} b^{I(J, k)}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J) . \tag{A37}
\end{align*}
$$

$\tau_{p}+L_{p}$ is the total execution duration in the eth sub-interval, and $\tau_{p}$ and $L_{p}$ are the execution duration in the $\tau$-part and the $L$-part, respectively. Since $L_{p} \leq L$, and $\tau_{p} \geq \tau_{Z}$,
and supposing $\tau_{\mathrm{Z}} r>1$, it is concluded that $\left(\tau_{\mathrm{Z}} r-1\right)\left(L_{p}-L\right) \leq 0$. Therefore, for the time interval $[J, k]$, we have:

$$
\begin{equation*}
I(J, k) \leq\left(\frac{k-J}{J_{p}+\tau_{p}}+1\right)\left(J_{p} r+1\right) \leq\left(\frac{k-J}{J+\tau_{Z}}+1\right)(J r+1) \tag{A38}
\end{equation*}
$$

Substituting (A38) into (A37), results in:

$$
\begin{align*}
& \sum_{J=k_{0}}^{k}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J) \leq \gamma^{2} \sum_{J=k_{0}}^{k} b^{\left(\frac{k-J}{L+\tau_{Z}}+1\right)(L r+1)}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J) \\
& \Rightarrow \sum_{J=k_{0}}^{k}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J) \leq \gamma^{2} b^{L r+1} \sum_{J=k_{0}}^{k}\left[b^{\left(\frac{k-I}{L+\tau_{Z}}\right)(L r+1)}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J)\right] \\
& \Rightarrow \sum_{k=k_{0}}^{\infty} \sum_{J=k_{0}}^{k}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J) \leq \gamma^{2} b^{L r+1} \sum_{k=k_{0}}^{\infty} \sum_{J=k_{0}}^{k}\left(b^{L++\tau_{Z}}\right)^{k-J}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J)  \tag{A39}\\
& \left.\Rightarrow \sum_{J=k_{0}}^{\infty} \sum_{k=J}^{\infty}\left(1+a_{s}\right)^{k-J} c(J)^{T} c(J) \leq \gamma^{2} b^{L r+1} \sum_{J=k_{0}}^{\infty} \sum_{J=k_{0}}^{k}\left(b^{L r+1}\right)^{k+\tau_{Z}}\right)^{k-J}\left(1+a_{s}\right)^{k-J} n(J)^{T} n(J) .
\end{align*}
$$

Due to $0<1+a_{s}<1$ and $0<b^{\frac{L r+1}{L+\tau_{Z}}}\left(1+a_{s}\right)<1$, (A39) can be rewritten as follows:

$$
\begin{aligned}
& \sum_{J=k_{0}}^{\infty}-\frac{1}{a_{s}} c(J)^{T} c(J) \leq \gamma^{2} b^{L r+1} \sum_{J=k_{0}}^{\infty} \frac{1}{1-b^{L++1}}{ }^{L+Z_{Z}}\left(1+a_{s}\right) \quad n(J)^{T} n(J) \\
& \Rightarrow \sum_{J=k_{0}}^{\infty} c(J)^{T} c(J) \leq \frac{-a_{s}{ }^{2} b^{L L+1}}{1-b^{L T+t_{Z}}}\left(1+a_{s}\right) \sum_{J=k_{0}}^{\infty} n(J)^{T} n(J) \text {. }
\end{aligned}
$$

Therefore, (21) is validated and Theorem 1 is proved.

## Appendix B

Proof of Theorem 2. Consider $v_{\sigma(k)}=u_{k} C_{\sigma(k)}{ }^{-1}, t_{\sigma(k)}=u_{k} C_{m \sigma(k)}{ }^{-1}, o_{\sigma(k)}=u_{k} N_{\sigma(k),}$, and $q_{\sigma(k)}=F_{\sigma(k)} o_{\sigma(k)}$. Firstly, the LMI limitation related to (14) is proved. Also, (23) is calculated by multiplying (A6) by $u_{k}{ }^{-1}$ and applying Lemma 1 . Second, the LMI limitations related to the input and states constraints in (15)-(16) are obtained:

$$
\left.\begin{array}{l}
\left(\begin{array}{ll}
i_{e i, \text { max }}{ }^{2} & H^{e i} F_{\sigma(k)} \\
* & u_{k}^{-1} C_{\sigma(k)}
\end{array}\right)
\end{array}\right) \geq 0 \Rightarrow\left(\begin{array}{ll}
i_{e i, \max }{ }^{2} & H^{e i} F_{\sigma(k)} \\
* & v_{\sigma(k)}^{-1}
\end{array}\right) \geq 0 .
$$

From the feasibility of (A41) and (A42), it can be concluded that $o_{\sigma(k)}^{T} v_{\sigma(k)}{ }^{-1} o_{\sigma(k)}>0$. Therefore, $o_{\sigma(k)}$ is full-rank. Developing $\left(v_{\sigma(k)}-o_{\sigma(k)}\right)^{T} v_{\sigma(k)}{ }^{-1}\left(v_{\sigma(k)}-o_{\sigma(k)}\right) \geq 0$,

$$
\begin{equation*}
o_{\sigma(k)}{ }^{T} v_{\sigma(k)}{ }^{-1} o_{\sigma(k)} \geq o_{\sigma(k)}+o_{\sigma(k)}^{T}-v_{\sigma(k)} . \tag{A43}
\end{equation*}
$$

According to (A43), if inequalities (24) and (25) hold, then inequalities (A41) and (A42) are also held. Thirdly, the LMI limitation related to the boundary limitation of Lyapunov
stability in (17) is proved. Multiplying (A12) by $u_{k}$ and utilizing Lemma 1, inequality (26) is obtained. Eventually, the LMI limitation related to the Lyapunov stability limitation of the sub-systems in (18) is proved. As such, (18) can be reformulated:

$$
\left(\begin{array}{cccccc}
L_{11}^{\prime} & 0 & 0 & 0 & 0 & 0  \tag{A44}\\
* & L_{22}^{\prime} & 0 & 0 & 0 & 0 \\
* & * & L_{33^{\prime}}{ }^{\prime} & 0 & 0 & 0 \\
* & * & * & a_{s} C_{m \sigma(k)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & \cdots & a_{S} C_{m \sigma(k)}
\end{array}\right)-\left(\begin{array}{c}
\bar{R}_{\sigma(k)}^{T} \\
R_{m \sigma(k)}^{T} \\
T_{\sigma(k)}^{T} \\
0 \\
\end{array}\right.
$$

Based on Lemma 1 and (A44), we obtain:

$$
\left(\begin{array}{ccccccc}
L_{11}^{\prime} & 0 & 0 & 0 & 0 & 0 & \bar{R}_{\sigma(k)}^{T}  \tag{A45}\\
* & L_{22}{ }^{\prime} & 0 & 0 & 0 & 0 & R_{m \sigma(k)^{T}} \\
* & * & L_{33}{ }^{\prime} & 0 & 0 & 0 & T_{\sigma(k)^{T}} \\
* & * & * & a_{s} C_{m \sigma(k)} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & * & \cdots & a_{s} C_{m \sigma(k)} & 0 \\
* & * & * & * & \cdots & * & C_{\sigma(k)}^{-1}
\end{array}\right) \geq 0
$$

Considering $C_{\sigma(k)}=E_{\sigma(k)}{ }^{-1}$ and $C_{m_{\sigma(k)}}=D_{\sigma(k)}{ }^{-1}$, we have:

By multiplying the left and right sides (A46) by $\operatorname{bdiag}\left(N_{\sigma(k)}{ }^{T}, N_{\sigma(k)}{ }^{T}, I, N_{\sigma(k)}{ }^{T}, \ldots, N_{\sigma(k)}{ }^{T}, I\right)$ and $\operatorname{bdiag}\left(N_{\sigma(k)}, N_{\sigma(k)}, I, N_{\sigma(k)}, \ldots, N_{\sigma(k)}, I\right)$, respectively,

Multiplying (A47) by $u_{k}$ and using Lemma 1 many times and using the mentioned variables above,

Based on (A43), it can be said that if (27) meets, (A48) also meets, and Theorem 2 is proven.
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