
Citation: Iordan, A.-E. An Optimized

LSTM Neural Network for Accurate

Estimation of Software Development

Effort. Mathematics 2024, 12, 200.

https://doi.org/10.3390/

math12020200

Academic Editors: Dawei Cheng,

Zhibin Niu and Yiyi Zhang

Received: 24 November 2023

Revised: 1 January 2024

Accepted: 3 January 2024

Published: 8 January 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

An Optimized LSTM Neural Network for Accurate Estimation
of Software Development Effort
Anca-Elena Iordan

Department of Computer Science, Technical University of Cluj-Napoca, 400027 Cluj-Napoca, Romania;
anca.iordan@cs.utcluj.ro

Abstract: Software effort estimation has constituted a significant research theme in recent years.
The more important provocation for project managers concerns reaching their targets within the
fixed time boundary. Machine learning strategies can lead software management to an entire novel
stage. The purpose of this research work is to compare an optimized long short-term memory neural
network, based on particle swarm optimization, with six machine learning methods used to predict
software development effort: K-nearest neighbours, decision tree, random forest, gradient boosted
tree, multilayer perceptron, and long short-term memory. The process of effort estimation uses five
datasets: China and Desharnais, for which outputs are expressed in person-hours; and Albrecht,
Kemerer, and Cocomo81, for which outputs are measured in person-months. To compare the accuracy
of these intelligent methods four metrics were used: mean absolute error, median absolute error, root
mean square error, and coefficient of determination. For all five datasets, based on metric values, it
was concluded that the proposed optimized long short-term memory intelligent method predicts
more accurately the effort required to develop a software product. Python 3.8.12 programming
language was used in conjunction with the TensorFlow 2.10.0, Keras 2.10.0, and SKlearn 1.0.1 to
implement these machine learning methods.

Keywords: software effort estimation; K-nearest neighbours; decision tree; random forest; gradient
boosted tree; multilayer perceptron; long short-term memory; particle swarm optimization

MSC: 68T07

1. Introduction

In the process of developing a software product, the stage of estimating the entire effort
required to obtain the product according to the initial specifications, is a very complex task
for the project manager. To facilitate the work of the project manager, multiple techniques
specific to artificial intelligence [1] have been used to predict as accurately as possible the
effort needed for software development. These techniques are rarely regarded as compelling
for uncertainty administration, and the results show their improbable prediction abilities
for effort estimation at underlying phases of the software lifecycle [2].

The concept of machine learning [3] is a subdomain of computer science that gives
computers the ability to act without explicit programming. Machine learning [4] deals
with the study and construction of algorithms that can learn certain patterns from a set of
training data, then make predictions and make decisions with a completely new dataset as
input. The provocation of this study is to reveal which of the six used methods—K-nearest
neighbours, decision tree, random forest, gradient boosted tree, multilayer perceptron, and
long short-term memory—is more efficient for the domain of software project management.

The best results obtained by the six used intelligent methods, implemented based on
the parameter tuning process, are compared with the results of other studies. In order to
obtain a more accurate estimate of the effort than the existing ones, the LSTM method is
improved by using particle swarm optimization which aims to optimize the weights of the
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LSTM neural network. The scientific contributions of this research work mainly consist of
the following two aspects:

• An improved LSTM model based on particle swarm optimization is proposed, and its
superiority is proved by comparing not only with the results obtained in this study,
but also with the results obtained in the analysed scientific works.

• The optimized LSTM neural network using particle swarm optimization is innova-
tively used in software development effort estimation.

The direct results of this study based on the six methods previously specified can be
used to simplify the tasks of project managers and increase the efficiency of the development
process. To understand this research work as a whole, this article is structured as follows:

• In the introduction is presented the reason for choosing the theme.
• The second section presents a brief description of the current stage in the effort

estimation process.
• The third section contains details about the used approach for software development

effort estimation.
• The next section includes an analysis of the results provided by the six used in-

telligent methods, following the parameter tuning process and comparison with
previous results.

• The fifth section presents the improved version of the LSTM method based on particle
swarm optimization, highlighting the superior results it provides.

• The last section presents all the conclusions reached after the implementation of
used methods.

2. Literature Survey

Over the years, software effort approximation has used approaches based on fuzzy
logic, evolutionary methods, and artificial neural networks.

In paper [5], two machine learning methods were used (linear regression, K-nearest
neighbours) and three versions of the Cocomo dataset. To determine which of the two
analysed methods is better, the following five metrics were considered: root mean square
error, relative absolute error, mean absolute error, and correlation coefficient. The model
proposed in the aforementioned work consisted in identifying the problem domain, scan-
ning data, and partition data in testing and training, using the WEKA tool. The reached
outputs unveil that the linear regression method is a superior estimator by contraposition
with KNN.

Another version for approximation of software effort is explored in [6] using the Case-
Based Reasoning method optimized by the Genetic Algorithm on seven datasets: Albrecht,
Maxwell, NASA, Telecom, Kemerer, China, and Desharnais (Table 1). The main goals of
the authors were to investigate the combination of the GA algorithm with CBR to find the
best combination of CBR parameters in order to improve the accuracy of software effort
prediction. The research methodology consisted of processing the dataset, splitting the
processed data for training and testing, and computing the CBR-GA model. Based on the
values obtained for the three metrics used—mean absolute error, mean balanced relative
error, and mean inverted balanced error—the proposed model provides more accurate
estimates, especially in the case of larger datasets.

A gradient boosting regressor model proposed in paper [7] was applied on two
datasets: Cocomo81 and China. The performance of the proposed model was reported to
seven models: stochastic gradient descent, K-nearest neighbours, decision tree, bagging
regressor, random forest regressor, Ada-boost regressor, and gradient boosting regressor
starting from four metrics: mean absolute error, mean square error, root mean square
error, and coefficient of determination. The gradient boosting algorithm is improved by
adding the summation of the predicted results of the previous tree, and this iteration
continues until the estimated accuracy is achieved. The research procedure consisted of
data collection, data preprocessing, splitting the data for training and testing in a ratio of
80:20, and implementing the gradient boosting model. The study results proved that the
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gradient boosting regressor performance is outstanding regarding the two datasets for all
used metrics, obtaining values such as 0.98 (Cocomo81) and 0.93 (China) for coefficient of
determination and 153 (Cocomo81) and 676.6 (China) for mean absolute error.

In study [8], three methods—linear regression, random forest, and multilayer
perceptron—were used to obtain an accurate estimation of software effort. These methods
were used on the Desharnais dataset, and the implementation was achieved through the
WEKA toolkit. The research methodology steps cover a preprocessing technique used to
eliminate irrelevant and excessive attributes, splitting the data for training and testing and
for developing the three chosen models. The conclusion obtained by comparing these three
methods was that linear regression determines a more accurate estimate than the other two
methods based on five metrics: mean absolute error, root mean square error, root relative
absolute error, relative squared error, and correlation coefficient.

In research presented in paper [9], more variants of the Cocomo dataset were used
with a different number of selected attributes to estimate effort based on four machine
learning algorithms: linear regression, support vector machine, regression tree, and random
forest. The experiment procedure phases include data collection, data preprocessing, data
analysis, data splitting, and prediction models development. The effects of the experiments
revealed that the support vector machine and random forest methods categorically provide
consistent results in the case of using only five important selected attributes compared to
the case of using all the attributes.

A comparison between the multiple linear regression method and the expert judge-
ment method applied on a real-time dataset obtained from a medium-sized multinational
organization was made in [10]. Multiple linear regression generates better results based on
the values of the used evaluation metrics.

In paper [11], the random forest method was compared with the regression tree
method based on three datasets: ISBSG R8, Tukutuku, and Cocomo. The improved random
forest method analyses the dependency by the number of used attributes from a dataset,
observing whether the accuracy was sensitive of considered parameters. The evaluation
metrics—magnitude of relative error, mean magnitude of relative error, and median mag-
nitude of relative error—show that the random forest technique surpasses the regression
tree technique.

In study [12], decision tree methods were used to estimate development effort and
the cost of software when agile principles are fulfilled. The training process was based
on 10-fold cross-validation, and the combining of three learning methods (decision tree,
random forest and Ada-boost regressor) led to the improvement of prediction accuracy.

Another research [13] proposed the Neural Coherent Clustered Ensemble Classifier
model combined with the Optimized Satin Bowerbird model applied to seven datasets:
Cocomo81, CocomoNasa93, CocomoNASA60, Desharnais, AlbrechtFPA, ChinaFPA, and
Cocomo_sdr (Table 1). The Neural Gas Coherent Clustering method was used with the
scope to group the datasets in a coherent approach using an index of the nearest character-
istic vector as the definitive parameter. The ECOPB proposed model was evaluated using
two metrics: clustering accuracy and mean magnitude of relative error.

An improved analogy-based effort estimation method was introduced in [14] through
the standard deviation technique. Validation of achieving improvement was based on a
magnitude of relative error metric applied to a dataset, which included information about
21 projects developed using Scrum-based agile software development collected from six
different software houses in Pakistan.

In the software development domain, the most accurate approximation of the software
effort represents one of the most controvertible problems. The accurate approximation of
the software effort needed for software project development is fundamental for performing
software administration. For this consideration, correct approximation of software effort is
a difficult research labour.
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Table 1. Software effort estimation—related works synthesis.

Existing Works Datasets Methods Metrics

Marapelli Cocomo Linear regression Root mean square error
[5] K-nearest neighbours Relative absolute error

Mean absolute error
Correlation coefficient

Hameed et al. Albrecht Genetic algorithm Mean absolute error
[6] Maxwell Mean balanced relative error

NASA Mean inverted balanced error
Telecom
Kemerer

China
Desharnais

Kumar et al. Cocomo81 Stochastic gradient descent Mean absolute error
[7] China K-nearest neighbours Mean square error

Decision tree Root mean square error
Bagging regressor Coefficient of determination

Random forest regressor
Ada-boost regressor

Gradient boosting regressor

Singh et al. Desharnais Linear regression Mean absolute error
[8] Random forest Root mean square error

Multilayer perceptron Root relative absolute error
Relative squared error
Correlation coefficient

Zakaria et al. Cocomo Linear regression Mean square error
[9] Support vector machine Root mean square error

Regression tree Mean absolute error
Random forest Mean absolute percentage error

Abdelali et al. ISBSG R8 Random forest Magnitude of relative error
[11] Tukutuku Regression tree Mean magnitude of relative error

Cocomo Median magnitude of relative error

Sanchez et al. Projects set from Decision tree Mean square error
[12] Pakistan Random forest Mean relative error

Ada-boost regressor Coefficient of determination
Mean magnitude of relative error

Resmi et al. Cocomo81 ECOPB Clustering accuracy
[13] CocomoNasa93 Mean magnitude of relative error

CocomoNASA60
Desharnais

AlbrechtFPA
ChinaFPA

Cocomo_sdr

Muhammad et al. 21 projects from Analogy-based effort Magnitude of relative error
[14] Pakistan

3. Research Approach
3.1. Data Preparation

To establish the effort needed to develop a software product, there is a large number
of data collections, such as: Albrecht, Cocomo81, China, Desharnais, ISBSG, Kemerer,
Kitchenham, Maxwell, Miyazaki, NASA, and Tukutuku. In the procedure to approximate
the software effort presented in this study, five datasets were used: Albrecht, Kemerer,
Cocomo81, China, and Desharnais.

The number of attributes and the number of analysed projects for these five datasets
are presented in Table 2. The Albrecht dataset [15] is characterized by eight attributes
obtained from 24 IBM software projects, the Kemerer dataset [16] is characterized by
seven attributes obtained from 15 analysed projects, and the Cocomo81 dataset [17] is
characterized by 17 attributes obtained from 63 NASA software projects. The outputs of all
these three datasets, representing the actual effort required to develop the software project,
were in the unit person-months. The China dataset [18] was represented by 16 attributes
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extracted from 499 analysed projects, and the Desharnais dataset [19] was represented by
12 attributes extracted from 81 software projects accomplished in Canada. The outputs of
these last two mentioned datasets, representing the actual effort required to develop the
software project, were in the unit person-hours.

Table 2. Datasets dimensions.

Datasets Projects Input Attributes Output Attribute Output Unit

Albrecht 24 7 1 Person-months
Kemerer 15 6 1 Person-months

Cocomo81 63 16 1 Person-months
China 499 15 1 Person-hours

Desharnais 81 11 1 Person-hours

From the collections of attributes associated with all datasets, six attributes were used;
information about them is presented in Table 3. The selection of the used input attributes
was performed arbitrarily, influencing the intelligent models implemented in this study.
The second column in Table 3 contains the names of the used attributes, and the third
column the meaning of each attribute. The last four columns of Table 3 contain information
about each of the used attribute values as follows: the fifth column specifies the minimum
value of the attribute, the sixth column specifies the maximum value of the attribute, the
seventh column specifies the average value of the attribute, and the eighth column specifies
the standard deviation of the attribute.

Table 3. Lists with chosen attributes for all five used datasets.

Datasets Used Attributes Attributes Description Min Max Mean Std

Albrecht

InputNumeric Input functions number 7 193 40.25 36.913
OutputNumeric Output functions number 12 150 47.25 35.169

FileNumeric Count of file processing 3 60 17.37 15.522
RawFPcouns Raw function points 189.52 1902 638.54 452.654

AdjfpNumeric Adjusted function points 199 1902 647.62 487.995
InquiryNumeric Count of query functions 0 75 16.87 19.337

Kemerer

Language Programming language 1 3 1.2 0.561
RawFP Unadjusted function points 97 2284 993.86 597.426

Duration Duration of the project 5 31 14.26 7.544
AdjFP Adjusted function points 99.9 2306.8 999.14 589.592

Hardware Hardware resources 1 6 2.33 1.676
KSLOC Kilo lines of code 39 450 186.57 136.817

Cocomo81

Data Database size 0.94 1.16 1.04 0.073
Time Time constraint 1 1.66 1.11 0.161
Cplx Complexity of product 0.7 1.65 1.09 0.202
Stor Storage constraint 1 1.56 1.14 0.179
Tool Software tools use 0.83 1.24 1.01 0.085
Loc Lines of code 1.98 1150 77.21 168.51

China

Input Function points of input 0 9404 167.12 486.301
Output Function points of external output 0 2455 113.61 221.299

File Function points of internal logical
files 0 2955 91.23 210.289

Added Function points of added
functions 0 13,580 360.41 829.797

Resource Team type 1 4 1.45 0.823
AFP Adjusted function points 9 17,518 486.91 1059.008

Desharnais

TeamExp Team experience −1 4 2.18 1.415
ManagerExp Manager experience −1 7 2.53 1.643

Length Length of the project 1 39 11.67 7.424
Entities Number of entities 7 387 122.33 84.882

Language Programming language 1 3 1.55 0.707
Adjustment Adjusted factor 5 52 27.63 10.592
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3.2. Used Metrics

Accurate assessment of the performance of artificial intelligence strategies [20] is very
complicated due to unbalanced data collections. The following four metrics were used to
achieve the previously stated scope: mean absolute error, root mean square error, median
absolute error, and coefficient of determination.

Mean absolute error [21], denoted by MAE, signifies the average sum of absolute
errors. The formula by which the mean absolute error is determined is established by
Equation (1).

MAE =
1
m
·

m

∑
k=1

∣∣xk − x′′k
∣∣ (1)

In this formula (as well as in the following three), m signifies the number of all data
points, xk signifies the value to be estimated, and xk

′′ is the estimated value. Median
absolute error [22], denoted by MdAE, calculates the median of all absolute differences
between the real effort and the estimated effort, defined by the formula represented in
Equation (2).

MdAE = median (
{∣∣xk − x′′k

∣∣}m
k=1 ) (2)

Root mean square error [23], denoted by RMSE, evaluates the standard deviation of
the estimated value. The mathematical relation by which the root mean square error is
evaluated is represented by Equation (3).

RMSE =

√
1
m
·

m

∑
k=1

(
xk − x′′k

)2 (3)

Coefficient of determination [21], denoted by CD, is defined by dividing the sum of
squared residual by the sum of all squares; the relation is given in Equation (4).

CD = 1− ∑m
k=1
(
xk − x′′k

)2

∑m
k=1
(
xk − x′k

)2 (4)

where:
x′ =

1
p
·∑m

k=1 xk. (5)

The range associated with the coefficient of determination is given by real numbers
between 0 and 1. In the best situation, the predicted values fit exactly the real values,
resulting in a value of 1 for coefficient of determination.

If the obtained value for the coefficient is negative, then a correlation does not exist
between the data and the used model. These four selected metrics represent a crucial
performance statistic in the case of regression models because are easy to understand,
interpretable, and reliable elements for evaluation of the prediction accuracy. The lower
the values associated with the first three metrics, the more accurately the model predicts.
The determination of characteristic values of these four metrics was realized through the
sklearn.metrics library belonging to the Scikit-learn [24] tool.

3.3. Selected Machine Learning Methods

For effort estimation, six machine learning methods were chosen: K-nearest neigh-
bours (KNN), decision tree (DT), random forest (RF), gradient boosted tree (GBT), multi-
layer perceptron (MLP), and long short-term memory (LSTM).

The K-nearest neighbours method [25] is the easiest machine learning method, and
the fact that it fetches the right results in a shorter time has led to its great use for both
classification and regression problems. This method is based on a feature similarity, which
represents that the similarity level of the values’ features to those of the training set
determines how a new input will be predicted. An output value will be predicted for the
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new input based on the features of the input neighbours, with the predicted value being
determined by the majority of its neighbours.

A decision tree [26] consists of internal nodes, branches, and leaf nodes, where each
internal node represents the test for a certain attribute, each branch expresses the result of
the test, and the leaf nodes represent the classes. The decision tree classifier includes two
stages: building the tree, and applying it as a solution model to the addressed problem.
To evaluate the utility of an attribute, the notion of information gain, defined in terms of
entropy, is used. Thus, the greater the information gain, the lower the entropy.

The random forest [27] strategy consists of a collection of decision trees in which each
tree is built by applying an algorithm and a random vector to the training dataset. The
prediction given by this method is obtained by a majority of votes over the predictions
given by each individual tree.

The gradient boosted tree [28] is one of the most powerful strategies for building
predictive models, involving three elements: a loss function to be optimized, a weak learner
to make the predictions, and an additive model to add weak learners to minimize the loss
function. The loss function depends on the type of problem to be solved. Decision trees
are used as weak learners in this strategy, being built in a greedy way in which the best
branching points are chosen based on the purity of the scores.

Artificial neural networks are computational systems inspired by the way biological
nervous systems process information. The main element of this paradigm is the structure of
the information processing system, which is composed of large number of highly intercon-
nected processing elements that work together to solve a certain task. The learning process
of biological systems involves adjustments of the synaptic connections that exist between
neurons, which also happens in the case of artificial networks that learn and adjust by
example. From the numerous types of artificial neural networks, the multilayer perceptron
and the long short-term memory neural networks were used in this study.

MLP includes more layers, every layer being connected to the following one. The
layers’ nodes are neurons characterized by activation functions, less so for the nodes from
the input layer. Between the input and the output layers there are one or more hidden layers.
Backpropagation is the learning strategy that allows multilayer perceptron to iteratively
adapt the weights in the network layers in order to optimize the cost function.

LSTM [29] is a category of artificial recurrent neural network [30] used in the deep
learning area. Compared with standard feed-forward neural networks, LSTM is character-
ized by feedback connections. Moreover, LSTM is very sensitive to the number of nodes in
hidden layers, the number of training epochs, the initial learning rate, the momentum, and
the dropout probability. These parameters will have a large impact on the software effort
estimation performance.

The Python 3.8.12 programming language [31] together with four libraries—Keras
2.10.0 [32], Tensorflow 2.10.0, MathPlotLib [33], and SKlearn 1.0.1—were chosen to imple-
ment and evaluate these six selected machine learning methods.

3.4. Development of Effort Estimation Software

To successfully achieve the proposed objectives, an intelligent software was developed
whose functionalities are included in the UML use case diagram [34] shown in Figure 1.
The use case diagram contains an actor (the user of the intelligent software), eleven use
cases, and relationships between them.

Thereby, the software functionalities consist of:

• Selecting a dataset from the five analysed sets used in model evaluation;
• Parameter tuning, training, testing, and evaluating an intelligent method selected from

the six intelligent methods used in this study;
• Improving the LSTM method through particle swarm optimization;
• Parameter tuning, training, testing, and evaluation of the optimized LSTM method;
• Comparing the performance of the improved LSTM method with the results generated

by the six intelligent chosen methods.
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4. Analysis of the Six Selected Classical Intelligent Methods

In most methods of machine learning [35], the parameters represent variables used by
methods to learn the data characteristics and to adjust the learning from the dataset, with
the purpose of obtaining the best performance. The parameter tuning [36] concept involves
obtaining the suitable parameters for every learning method, such that the predicted results
are optimal.

After the parameter tuning process, it is necessary to split the datasets used for training
and testing. For every used dataset, in order to detect the suitable percentage to train and
test the data, a fitting strategy was used and a value of approximately 80% was chosen for
the training set and the remainder for the test set. Table 4 shows information about the
number of effort values (columns 2 and 7), the minimum effort value (columns 3 and 8), the
maximum effort value (columns 4 and 9), the average effort value (columns 5 and 10) and
the standard deviation (columns 6 and 11) used both in the training stage of the intelligent
methods and in their testing stage.

Table 4. Real effort values.

Datasets Training Testing
Number Minim Maxim Mean Std Number Minim Maxim Mean Std

Albrecht 18 0.5 105.2 18.41 25.609 6 2.9 102.4 32.26 36.225
Kemerer 11 23.2 1107.31 222.91 306.831 4 72.0 287.0 209.15 94.446

Cocomo81 47 5.9 11,400.0 819.91 2075.392 16 6.0 2040.0 282.06 525.316
China 374 26.0 54,620.0 4218.06 6679.07 125 89.0 49,034.0 3417.62 5826.511

Desharnais 60 651.0 23,940.0 5241.55 4714.124 21 546.0 14,987.0 4488.47 3478.961

4.1. K-Nearest Neighbours

The K-nearest neighbours method, having the six inputs presented in Table 3 and
an output (estimated effort), was set with the following features: Minkowski metric for
distance computation, leaf size equal with 30, and uniform weights. To implement this
method, the KNeighborsRegressor function from the SKlearn 1.0.1 library was used. For
the K-nearest neighbours method, in the parameter tuning process, the following two
parameters were used to determine the performance of this method:

• k—signifies the number of neighbours used to determine the prediction for new
instances. In this study, the eight used values of this parameter vary between 3 and 10.
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• p—signifies the power parameter from the Minkowski distance [37], characterized by
the following formula:

dMinkowski =
(
∑m

k=1

(∣∣xk − x′′k
∣∣)p
) 1

p (6)

The usefulness of the Minkowski distance within the KNN method consists in deter-
mining which neighbours will be analysed to compare their characteristics with those of
a new instance for which a new prediction is determined. Thereby, distance metrics are
used calculate which are the neighbours with the most appropriate features and choose the
first K neighbours to obtain the new prediction. For this second parameter, three values
between 1 and 3 were used by the KNN method to predict the effort. If the parameter p
is equal to the value 1, the Minkowski distance is reduced to the Manhattan distance [38]
given by the following formula:

dManhattan = ∑m
k=1

∣∣xk − x′′k
∣∣ (7)

In the case when the parameter p is equal with value 2, the Minkowski distance is
transformed into the Euclidean distance [39], represented by the next formula:

dEuclidean =
√

∑m
k=1

(
xk − x′′k

)2 (8)

Following the used values in the parameter tuning process (eight values for parameter
k and three values for parameter p), 24 variants of the KNN method were trained and
tested. In Table 5, columns 3 to 5 show the values obtained for the four used metrics by
these 24 variants of the KNN method: the third column shows the minimum value, the
fourth column shows the maximum value, and the fifth column shows the average value for
each metric. Columns 6 and 7 present the values of the parameters for which the minimum
values of the four metrics were obtained.

Table 5. Test results for KNN method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean p k Minim Maxim Mean

MAE

Albrecht 11.228 18.557 15.914 1 3 6.333 59.467 22.872
Kemerer 75.519 99.728 87.201 1 4 86.675 210.325 140.968

Cocomo81 221.619 257.051 235.505 2 3 14.001 476.333 170.152
China 1747.048 2154.672 1983.695 1 3 272.041 24,896.841 12,753.127

Desharnais 1422.878 1660.392 1562.577 1 7 1831.011 8977.015 4149.707

MdAE

Albrecht 4.556 6.657 5.671 2 8 6.251 30.187 16.237
Kemerer 57.933 105.039 89.929 1 3 63.233 237.001 130.167

Cocomo81 35.783 138.357 90.451 1 3 13.998 477.336 169.568
China 611.602 1228.203 963.552 1 5 211.713 21,100.605 11,009.203

Desharnais 921.667 1541.417 1270.797 1 3 1547.02 10,061.333 3580.746

RMSE

Albrecht 18.202 31.746 27.054 1 3 6.333 59.467 22.872
Kemerer 90.933 109.744 101.412 1 4 86.671 210.325 140.968

Cocomo81 446.987 483.493 466.399 1 7 17.742 448.714 203.692
China 3922.755 4436.163 4161.753 1 7 237.135 22,966.109 10,303.723

Desharnais 1847.561 2839.927 2230.060 1 6 1886.501 9945.833 4193.794

CD

Albrecht 0.389 0.437 0.416 1 3 6.333 59.467 22.872
Kemerer 0.303 0.351 0.332 1 4 86.675 210.325 140.968

Cocomo81 0.738 0.793 0.762 2 3 14.001 476.333 170.152
China 0.668 0.762 0.713 1 3 272.041 24,896.841 12,753.127

Desharnais 0.591 0.658 0.624 1 7 1831.011 8977.015 4149.707

The last three columns show information about the estimated effort by the KNN model
for which optimum values of the metrics were obtained. For all five datasets, by comparing
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the real effort values from Table 4 with the estimated values from Table 5, it is observed
that all estimated intervals are included in the intervals corresponding to the real values of
the effort.

4.2. Decision Tree

Characterized by the six inputs presented in Table 3 and an output (estimated effort),
the DT method was designed as follows: the minimum number of samples required to split
an internal node is equal with 2 and the strategy to split each node is the best split. This
method was implemented through the DecisionTreeRegressor function from the SKlearn
1.0.1 library. To determine the performance of the Decision Tree [40] method applied to the
five datasets, in the parameter tuning process, the following two parameters were tuned:

• d—represents the maximum depth of the tree. In this research study, six values were
used for this parameter varying between 5 and 10.

• n—represents the maximum leaf nodes. In this research study, 10 values were used for
this parameter varying between 11 and 20.

Following the used values in the parameter tuning process (six values for parameter
d and 10 values for parameter n), 60 variants of the DT method were trained and tested.
Table 6 shows the values provided by the 60 variants of the DT method, the meanings of
the columns from Table 6 being the same as those from Table 5. For all five datasets, by
comparing the real effort values from Table 3 with the estimated values from Table 6, it is
observed that all estimated intervals are included in the intervals corresponding to the real
values of the effort.

Table 6. Test results for DT method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean d n Minim Maxim Mean

MAE

Albrecht 6.975 23.439 12.378 5 12 7.751 101.202 68.357
Kemerer 95.853 123.987 105.829 6 12 73.202 159.006 124.358

Cocomo81 275.979 305.639 287.251 6 17 24.016 1069.077 453.055
China 1575.633 2556.485 2098.901 5 16 895.606 33,291.007 18,912.274

Desharnais 1953.361 2693.082 2087.125 7 17 2593.501 9100.246 4507.015

MdAE

Albrecht 3.825 9.868 6.738 5 12 7.751 101.202 68.357
Kemerer 81.802 123.525 99.104 5 18 81.121 162.015 132.831

Cocomo81 48.617 154.181 77.217 6 17 24.016 1069.077 453.055
China 755.642 1845.505 1398.297 6 19 895.603 33,291.075 17,588.015

Desharnais 1453.083 2108.705 1701.025 6 11 1414.447 14,973.075 7982.055

RMSE

Albrecht 10.213 32.872 17.083 5 12 7.751 101.202 68.357
Kemerer 106.226 137.477 119.253 6 12 73.202 159.006 124.358

Cocomo81 514.792 585.492 541.035 8 18 98.764 902.033 345.159
China 2848.557 4441.981 3471.155 5 16 895.606 33,291.007 18,912.274

Desharnais 2526.071 3704.809 3306.172 5 18 2507.501 9217.258 6988.345

CD

Albrecht 0.497 0.561 0.536 5 12 7.751 101.202 68.357
Kemerer 0.275 0.309 0.289 6 12 73.202 159.006 124.358

Cocomo81 0.691 0.774 0.733 6 17 24.016 1069.077 453.055
China 0.685 0.793 0.723 5 16 895.606 33,291.007 18,912.274

Desharnais 0.479 0.563 0.515 7 17 2593.501 9100.246 4507.015

4.3. Random Forest

Random forest [41] is an estimator that fits a number of decision trees on various
sub-samples of the dataset and uses averaging to improve the predictive accuracy. At the
implementation of RF method, the RandomForestRegressor function from the SKlearn
1.0.1 library was used. The RF method, having the six inputs presented in Table 3 and an
output (estimated effort), was set with the following features: squared error as a function
to measure the quality of a split, and the value of 2 for the minimum number of samples
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required to split an internal node and also for the minimum number of samples required to
be at a leaf node.

To determine the performance of the random forest method applied to the five datasets,
in the parameter tuning process, the following two parameters were tuned:

• d—represents the maximum depth of the tree. In this research study, six values were
used for this parameter varying between 5 and 10.

• t—represents the number of trees in the forest. In this research study, six values were
used for this parameter belonging to the following set: {50, 100, 150, 200, 250, 300}.

Following the used values in the parameter tuning process (six values for parameter
d and six values for parameter t), 36 variants of the RF method were trained and tested.
Table 7 shows the values provided by the 36 variants of the RF method, the meanings of
the columns from Table 7 being the same as those from Table 5.

Table 7. Test results for RF method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean d t Minim Maxim Mean

MAE

Albrecht 6.015 20.914 10.817 7 150 9.374 98.207 67.264
Kemerer 82.739 135.792 110.145 9 200 77.025 204.876 132.329

Cocomo81 235.857 299.066 267.743 8 250 33.099 1329.045 567.987
China 1409.324 2441.075 1970.845 6 300 706.125 35,987.755 20,075.177

Desharnais 1792.837 2479.175 1995.075 8 200 2275.045 11,975.357 5705.075

MdAE

Albrecht 3.579 8.528 4.381 8 100 12.842 86.925 46.152
Kemerer 69.174 117.026 98.713 10 150 82.038 236.109 157.235

Cocomo81 43.925 138.271 69.925 9 100 78.808 1099.125 458.794
China 621.782 1753.655 1203.555 10 250 819.255 36,606.177 19,877.095

Desharnais 1284.947 2095.175 1685.255 9 300 1155.038 13,475.105 6795.755

RMSE

Albrecht 7.726 30.714 24.003 7 150 9.374 98.207 67.264
Kemerer 83.726 128.057 102.113 9 200 77.025 204.876 132.329

Cocomo81 487.283 557.883 521.151 9 100 78.808 1099.125 458.794
China 2792.372 4337.077 3507.808 6 300 706.125 35,987.755 20,075.177

Desharnais 2379.063 3685.915 2985.175 9 300 1155.038 13,475.105 6795.755

CD

Albrecht 0.519 0.593 0.553 7 150 9.374 98.207 67.264
Kemerer 0.284 0.327 0.301 9 200 77.025 204.876 132.329

Cocomo81 0.658 0.732 0.693 8 250 33.099 1329.045 567.987
China 0.709 0.821 0.765 6 300 706.125 35,987.755 20,075.177

Desharnais 0.491 0.581 0.543 8 200 2275.045 11,975.357 5705.075

For all five datasets, by comparing the real effort values from Table 4 with the estimated
values from Table 7, it is observed that all estimated intervals are included in the intervals
corresponding to the real values of the effort.

4.4. Gradient Boosted Tree

The gradient boosted tree [42] estimator makes an additive model in a forward step-
wise manner, allowing the optimization of arbitrary differentiable loss functions. In each
step, a regression tree is fitted on the negative gradient of the given loss function. For
the implementation of the GBT method, the GradientBoostingRegressor function from the
SKlearn 1.0.1 library was used. The GBT method, characterized by the six inputs presented
in Table 3 and an output (estimated effort), has been designed with the following features:
the squared error to optimize the loss function, the friedman_mse function to measure the
quality of a split, the value of 3 as the minimum number of samples required to split an
internal node, and the value of 200 for the number of boosting stages to perform.

To determine the performance of the gradient boosted tree method applied to the five
datasets, in the parameter tuning process, the following two parameters were tuned:
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• d—represents the maximum depth of the individual regression estimators. In this
research study, five values were used for this parameter varying between 1 and 5.

• l—represents the learning rate which shrinks the contribution of each tree. In this
research study, five values were used for this parameter belonging to the following set:
{0.05, 0.1, 0.15, 0.2, 0.25}.

Following the used values in the parameter tuning process (five values for parameter
d and five values for parameter l), 25 variants of the GBT method were trained and tested.
Table 8 shows the values provided by the 25 variants of the GBT method, the meanings
of the columns from Table 8 being the same as those from Table 5. For all five datasets, by
comparing the real effort values from Table 3 with the estimated values from Table 8, it is
observed that all estimated intervals are included in the real intervals.

Table 8. Test results for GBT method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean d l Minim Maxim Mean

MAE

Albrecht 5.892 27.674 18.936 5 0.15 8.294 89.491 69.174
Kemerer 60.197 120.345 82.392 4 0.25 74.147 223.736 148.884

Cocomo81 209.198 279.885 251.092 5 0.2 31.725 1492.221 671.257
China 1287.382 2835.135 1487.655 4 0.25 95.125 39,875.755 15,978.045

Desharnais 1549.792 2278.755 1956.705 5 0.15 908.755 11,309.875 5995.255

MdAE

Albrecht 3.092 17.538 11.941 4 0.2 12.743 78.926 54.729
Kemerer 58.682 106.827 80.724 3 0.15 89.387 213.357 176.086

Cocomo81 39.826 127.864 81.023 3 0.25 81.216 1283.117 687.832
China 504.672 2095.185 1675.085 2 0.15 709.148 38,075.275 17,899.345

Desharnais 901.925 2399.075 1108.125 3 0.2 1093.445 8796.095 5750.174

RMSE

Albrecht 8.094 38.757 23.931 5 0.25 8.839 88.937 68.147
Kemerer 64.045 134.981 98.927 4 0.25 74.147 223.736 148.884

Cocomo81 463.782 521.236 482.226 3 0.25 81.216 1283.117 687.832
China 2563.824 6235.975 4387.187 4 0.25 95.125 39,875.755 15,978.045

Desharnais 2095.827 3190.725 2601.007 3 0.2 1093.445 8796.095 5750.174

CD

Albrecht 0.527 0.609 0.563 5 0.15 8.294 89.491 69.174
Kemerer 0.347 0.392 0.367 4 0.25 74.147 223.736 148.884

Cocomo81 0.759 0.812 0.774 5 0.2 31.725 1492.221 671.257
China 0.773 0.865 0.815 4 0.25 95.125 39,875.755 15,978.045

Desharnais 0.585 0.639 0.607 5 0.15 908.755 11,309.875 5995.255

4.5. Multilayer Perceptron

At the implementation of MLP method, the MLPRegressor function from the SKlearn
1.0.1 library was used. The MLP method, characterized by the six inputs presented in
Table 3 and an output (estimated effort), has been designed with the following features:
three hidden layers each with 100 neurons, the relu activation function for the hidden
layers, and an Adam solver for weight optimization. To determine the performance of the
multilayer perceptron [43] method applied to the five datasets, in the parameter tuning
process, the following two parameters were tuned:

• t—represents the maximum number of iterations. The values of this parameter are
represented by the elements of the set {100, 200, 300, 400, 500, 600, 700, 800, 900, 1000}.

• l—represents the initial learning rate. In this research study, the values of this parame-
ter are represented by the elements of the set {0.002, 0.003, 0.004, 0.005, 0.006}.

Following the used values in the parameter tuning process (10 values for parameter t
and five values for parameter l), 50 variants of the MLP method were trained and tested.
Table 9 shows the values provided by the 50 variants of the MLP method, the meanings of
the columns from Table 9 being the same as those from Table 5.
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Table 9. Test results for MLP method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean t l Minim Maxim Mean

MAE

Albrecht 7.555 32.306 17.046 800 0.003 3.726 92.538 56.623
Kemerer 48.145 523.383 275.035 400 0.003 85.215 239.455 135.764

Cocomo81 199.513 224.522 211.092 400 0.004 39.785 945.767 435.843
China 1383.713 2764.524 1309.175 500 0.004 100.262 36,214.905 17,088.325

Desharnais 1587.619 2434.246 1997.077 200 0.004 1189.909 8186.266 4378.075

MdAE

Albrecht 3.256 25.655 12.104 400 0.003 2.598 41.759 28.729
Kemerer 47.427 582.999 321.428 400 0.003 85.215 239.455 135.764

Cocomo81 57.833 98.139 69.924 1000 0.003 48.505 957.248 675.912
China 517.898 1929.029 1417.075 500 0.004 100.262 36,214.905 17,088.325

Desharnais 905.841 2521.222 1203.755 100 0.006 1114.505 7368.811 4877.075

RMSE

Albrecht 8.208 42.338 24.753 800 0.003 3.726 92.538 56.623
Kemerer 58.217 570.662 298.519 400 0.003 85.215 239.455 135.764

Cocomo81 355.245 371.664 362.214 500 0.002 60.725 964.043 542.912
China 2892.196 5864.361 3708.185 500 0.004 100.262 36,214.905 17,088.325

Desharnais 2176.591 3252.083 2709.122 200 0.004 1189.909 8186.266 4378.075

CD

Albrecht 0.503 0.547 0.522 800 0.003 3.726 92.538 56.623
Kemerer 0.382 0.438 0.413 400 0.003 85.215 239.455 135.764

Cocomo81 0.762 0.826 0.793 400 0.004 39.785 945.767 435.843
China 0.792 0.843 0.825 500 0.004 100.262 36,214.905 17,088.325

Desharnais 0.576 0.624 0.599 200 0.004 1189.909 8186.266 4378.075

For all five datasets, by comparing the real effort values from Table 4 with the estimated
values from Table 9, it is observed that all estimated intervals are included in the intervals
corresponding to the real values of the effort.

4.6. Long Short-Term Memory

In addition to recurrent neural networks, to which category it belongs, long short-term
memory [44] adds a gate structure to its architecture. Compared to traditional neural
networks, which are characterized by only one input, LSTM has two input sets: the current
information and the output vector provided by the previous unit, while the complex
processes associated with the LSTM cell are performed by the unit state. The essence of
LSTM lies in the hidden layer, which instead of having nodes contains blocks of memory
that contain components which make them smarter than nodes, called memory cells,
consisting of three separate gates to regulate the flow and modification of information. The
LSTM unit state consists of a forget gate, an input gate, and an output gate. The purpose of
the forget gate is to choose to retain or discard some information. The input gate has the
role of determining which information is retained internally and of ensuring that critical
information can be saved. The output gate’s role is to ascertain the output value and to
control the current LSTM state which must be pass to the enable function.

In order to implement the LSTM method, an instance of the LSTM class defined in
Keras.layers was used. The LSTM method, characterized by the six inputs presented in
Table 3 and an output (estimated effort), has been designed with the following features:
hyperbolic tangent as activation function, sigmoid as recurrent activation function, and a
value of 0.5 for dropout probability. To determine the performance of the LSTM method
applied to five datasets using an Adam optimizer, in the parameter tuning process the
following two parameters were tuned:

• e—represents the number of training epochs. The values of this parameter are repre-
sented by the elements of the set {100, 200, 300, 400, 500, 600, 700, 800, 900, 1000}.

• n—represents the number of neurons in the LSTM hidden layer. The values of this
parameter belong to the set {25, 50, 75, 100}.
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Following the used values in the parameter tuning process (10 values for parameter e
and four values for parameter n), 40 variants of the LSTM method were trained and tested.
Table 10 shows the values provided by the 40 variants of the LSTM method, the meanings
of the columns from Table 10 being the same as those from Table 5. For all five datasets, by
comparing the real effort values from Table 3 with the estimated values from Table 10, it is
observed that all estimated intervals are included in the intervals corresponding to the real
values of the effort.

Table 10. Test results for LSTM method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean e n Minim Maxim Mean

MAE

Albrecht 4.870 7.428 5.341 700 50 7.218 102.357 62.851
Kemerer 42.094 499.132 233.437 500 25 72.912 253.776 148.866

Cocomo81 178.051 433.352 256.467 300 25 93.918 1845.402 1001.563
China 865.122 2837.991 1899.123 1000 25 544.762 39,938.265 28,055.125

Desharnais 1404.571 2297.282 1709.153 600 100 610.162 9234.885 3545.995

MdAE

Albrecht 2.911 6.995 4.235 500 100 6.286 100.391 59.973
Kemerer 26.206 580.956 311.468 500 25 72.912 253.776 148.866

Cocomo81 30.642 332.799 187.395 900 50 21.553 500.38 245.728
China 272.353 2188.822 1550.135 900 50 224.834 26,239.266 15,066.025

Desharnais 880.121 2130.503 1406.345 1000 75 657.802 7847.106 5008.755

RMSE

Albrecht 6.560 8.209 7.349 100 75 7.637 99.044 55.862
Kemerer 57.560 544.419 279.828 500 25 72.912 253.776 148.866

Cocomo81 245.153 574.658 352.714 300 25 93.918 1845.402 1001.563
China 2034.574 4864.522 2897.095 1000 25 544.762 39,938.265 28,055.125

Desharnais 1960.007 3178.601 2499.065 600 100 610.162 9234.885 3545.995

CD

Albrecht 0.594 0.631 0.612 700 50 7.218 102.357 62.851
Kemerer 0.431 0.493 0.464 500 25 72.912 253.776 148.866

Cocomo81 0.816 0.897 0.845 300 25 93.918 1845.402 1001.563
China 0.784 0.902 0.845 1000 25 544.762 39,938.265 28,055.125

Desharnais 0.608 0.662 0.631 600 100 610.162 9234.885 3545.995

4.7. Comparative Analysis with Previous Works

In the case of the Albrecht dataset, the minimum value obtained for the MAE metric
is 4.870, the minimum value obtained for the MdAE metric is 2.911, and the minimum
value obtained for the RMSE metric is 6.560, all these three values being obtained using the
LSTM method.

Thus, this method provides the most efficient estimate for the Albrecht dataset among
the six analysed. Comparing the results obtained for the Albrecht dataset with the value
of 7.742 (Table 11) for the MAE metric presented in the paper [6], it is observed that the
optimal variants of the DT, RF, RBT, MLP, and LSTM methods provide lower values, and
therefore is a better estimate of the effort. Only in the case of the KNN method was a value
greater than 7.742 obtained.

For the Kemerer dataset, the minimum value obtained for the MAE metric is 42.094,
the minimum value obtained for the MdAE metric is 26.206, the minimum value obtained
for the RMSE metric is 57.560, and the maximum value for the CD metric is 0.493, all these
values also being obtained using the LSTM method. Therefore, the LSTM method provides
the most efficient estimate for the Kemerer dataset among the six analysed methods.
Comparing the results obtained for the Kemerer dataset with the value 138.911 (Table 11)
for the MAE metric presented in paper [6], it is observed that the optimal variants of all six
analysed methods provide lower values for the MAE metric, and is thus a better estimation
of effort.
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Table 11. Comparison with the results of other studies.

Datasets
Metrics Metric Values

Other Studies LSTM—This Study

Albrecht MAE 7.742 [6] 4.870

Kemerer MAE 138.911 [6] 42.094

Cocomo81

MAE
928.3318 [9]

178.051255.2615 [5]
153 [7]

RMSE
2278.87 [9]

245.153533.4206 [5]
228.7 [7]

CD 0.98 [7] 0.897

China

MAE 926.182 [6] 865.122
676.6 [7]

RMSE 1803.3 [7] 2034.574

CD 0.93 [7] 0.902

Desharnais
MAE 2244.675 [6] 1404.571

2013.7987 [8]

RMSE 2824.57 [8] 1847.560

In the case of the Cocomo81 dataset, the minimum value obtained for the MAE metric
is 178.051, the minimum value obtained for the MdAE metric is 30.642, the minimum value
obtained for the RMSE metric is 245.153, and the maximum value for the CD metric is 0.897,
all these values being obtained thanks to the LSTM method. Thus, this method provides
the most efficient estimate for the Cocomo81 dataset among the six analysed methods.
Comparing the results obtained for the Cocomo81 dataset with the value 928.3318 (Table 11)
for the MAE metric and with the value 2278.87 for the RMSE metric presented in the
paper [9], it is observed that the optimal variants of all six analysed methods provide
lower values, and so it is a better estimate of the effort. Comparing the results obtained
for Cocomo81 dataset with the value 255.2615 (Table 11) for the MAE metric presented in
the paper [5], it is observed that the optimal variants of KNN, RF, GBT, MLP, and LSTM
methods provide lower values, and is thus a better estimate of the effort. Only in the case of
the DT method was a value greater than 255.2615 obtained. Comparing the results obtained
for the Cocomo81 dataset with the value of 533.4206 for the RMSE metric presented in
the paper [5], it is observed that the optimal variants of all the six analysed methods
provide lower values, and is thus a better estimation of the effort. Comparing the minimum
value 178.051 obtained for the MAE metric through the LSTM method with the value 153
(Table 11) presented in the paper [7], the minimum value 245.153 obtained for the RMSE
metric through LSTM method with the value 228.7 presented in the paper [7], and the
maximum value 0.897 obtained for the CD metric through the LSTM method with the value
0.98 presented in the same paper, it can be concluded that the model presented in [7] is
more efficient than the LSTM method used in this research work.

For the China dataset, the minimum value obtained for the MAE metric is 865.122, the
minimum value obtained for the MdAE metric is 272.353, the minimum value obtained
for the RMSE metric is 2034.574, and the maximum value for the CD metric is 0.902, all
these values being obtained using the LSTM method. Thus, this method provides the
most efficient estimate for China dataset among the six analysed methods. Comparing
the results obtained for the China dataset with the value 926.182 (Table 11) for the MAE
metric presented in paper [6], it is observed that only the LSTM method provides lower
values, and is thus a better estimate of the effort. In the case of the KNN, DT, RF, GBT, and
MLP methods, values higher than 926.182 were obtained, and so they are more ineffective
methods. Comparing the minimum value 865.122 obtained for the MAE metric by means of
the LSTM method with the value 676.6 (Table 11) presented in the paper [7], the minimum
value 2034.574 obtained for the RMSE metric by means of the LSTM method with the
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value 1803.3 presented in paper [7], and the maximum value 0.902 obtained for the CD
metric through the LSTM method with the value 0.93 presented in the same paper, it can
be concluded that the model presented in [7] is more efficient than the LSTM method used
in this research paper for the China dataset.

In the case of the Desharnais dataset, the minimum value obtained for the MAE
metric is 1404.571, the minimum value obtained for the MdAE metric is 880.121, and
the minimum value obtained for the RMSE metric is 1847.561, the first two values being
obtained thanks to the LSTM method, and the last one through the KNN method. For the
CD metric, the maximum value 0.662 was obtained using the LSTM method. Comparing
the results obtained for the Desharnais dataset with the value 2244.675 (Table 11) for the
MAE metric presented in the paper [6], it is observed that the optimal variants of all
six analysed methods provide lower values, therefore it is a better estimate of the effort.
Moreover, comparing the results obtained for the Desharnais dataset with the value 2013.79
for the MAE metric presented in the work [8] and with value 2824.57 for the RMSE metric
presented in the same work, it is observed that the optimal variants of all six analysed
methods provide lower values, so it is a better estimation of the effort.

As can be seen from the second paragraph, the research methodologies in the case of
the five used works [5–9] in the comparison of the results are similar to the methodological
process used in this study, but with different percentages used when dividing the data for
training and testing. After comparing the results obtained with the values presented in the
research works selected for comparison, it can be observed that for the Albrecht, Kemerer,
and Desharnais datasets, the LSTM method provides better estimates of the effort. Because,
for Cocomo81 and China datasets, the architecture of the LSTM method presented in this
paper does not provide satisfactory results in comparison with the results obtained by the
model presented in the paper [7], further research should be carried out to improve the
LSTM method.

5. Optimized LSTM Based on Particle Swarm Optimization

Particle swarm optimization (PSO) [45] is an optimization method belonging to the
computational intelligence field, being derived from the study of bird predation behaviour.
Every particle in the PSO method fits to a possible solution of the problem, being charac-
terized by three metrics: velocity, position, and fitness. PSO calculates the fitness value of
the particles through a process of continuously updating the position and velocity during
the iterative process to reach the global optimum. The PSO method is characterized by a
fast search speed, easy convergence, and great efficiency. Starting from this aspect, the PSO
method combined with LSTM has been applied in many fields, such as: stock forecast [46],
smart agriculture [47], financial risk [48], and teaching quality [49].

In the case of the standard LSTM method, the values of some hyperparameters,
such as the initial learning rate, the dropout probability, and the momentum, must be set
manually. The choice of suitable values for these parameters is based on the experience of
the researchers. The weight of the LSTM hidden layer represents the input of the particle
swarm. The initial output error of the LSTM is used as the fitness of the particle swarm,
then the particle performance is analysed according to condition. The random initial
particle swarm updates its own parameter according to the individual extremum and
global extremum.

For a better initialization of these three hyperparameters, in this research paper the
advantages of the PSO method are combined with the LSTM method. The activities
performed within the optimized LSTM method based on PSO are shown in the UML
activity diagram drawn in Figure 2. It can be observed that after the activity of establishing
the training set and before the training of the LSTM method, the PSO method is used to
establish the values of the previously mentioned hyperparameters. The initial values of the
PSO method parameters are 10 for the population size, 50 for the number of iterations, and
1.5 for the two acceleration factors, and the range of optimized LSTM hyperparameters is
shown in Table 12.
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Table 12. Range of optimized LSTM parameters.

Parameters Lower Value Upper Value

Initial learning rate 0.0001 0.1
Momentum 0.5 0.9

Dropout probability 0 1

To estimate the soft effort using the optimized LSTM method, the same two parameters
(number of training epochs, and number of neurons in the LSTM hidden layer) are used in
the tuning process as in the case of the standard LSTM method, their values belonging to
the same sets. Table 13 shows the values provided by the 40 variants of the improved LSTM
method, the meanings of columns from Table 13 being the same as those from Table 5.

Table 13. Test results for improved LSTM method.

Metrics
Datasets Metric Values Parameters Estimated Effort

Minim Maxim Mean e n Minim Maxim Mean

MAE

Albrecht 3.604 20.026 12.046 1000 100 7.879 102.378 62.199
Kemerer 35.294 81.210 51.715 300 25 72.475 281.969 151.872

Cocomo81 133.096 498.216 243.865 700 100 42.699 1996.398 875.823
China 331.089 686.181 498.155 600 75 136.281 40,989.973 24,775.855

Desharnais 1253.781 1857.354 1437.557 100 25 1369.367 14,461.862 7868.247

MdAE

Albrecht 2.902 11.568 5.092 1000 100 7.879 102.378 62.199
Kemerer 13.747 83.125 47.836 1000 100 79.445 280.277 149.346

Cocomo81 30.142 363.576 215.732 500 50 34.991 1239.811 676.557
China 111.213 464.951 277.955 600 75 136.281 40,989.973 24,775.855

Desharnais 849.929 1393.136 1007.793 400 25 667.482 7990.067 5908.635

RMSE

Albrecht 4.717 32.982 19.187 800 75 7.808 100.381 59.035
Kemerer 41.412 133.247 78.945 100 75 75.541 274.121 147.326

Cocomo81 217.794 790.626 373.584 700 100 42.699 1996.398 875.823
China 873.102 1386.098 1175.075 500 75 116.507 42,016.782 29,775.095

Desharnais 1535.852 2949.732 2211.123 100 25 1369.367 14,461.862 7868.247

CD

Albrecht 0.615 0.697 0.648 1000 100 7.879 102.378 62.199
Kemerer 0.528 0.579 0.541 300 25 72.475 281.969 151.872

Cocomo81 0.917 0.986 0.953 700 100 42.699 1996.398 875.823
China 0.893 0.951 0.937 600 75 136.281 40,989.973 24,775.855

Desharnais 0.627 0.683 0.645 100 25 1369.367 14,461.862 7868.247
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The real effort values provided by the Albrecht test dataset are between 2.9 and 102.4
(Table 4). The range of effort values estimated by the model provided by the minimum
values of MAE and MdAE metrics and by the maximum value of CD metric is determined
by the values 7.879 and 102.378 (Table 13). The range of effort values estimated by the
model provided by the minimum values of the RMSE metric is determined by the values
7.808 and 100.381.

The real effort values provided by the Kemerer test dataset are between 72 and 287
(Table 4). The range of effort values estimated by the model provided by the minimum
values of the MAE metric and by the maximum value of the CD metric is determined by
the values 72.475 and 281.969 (Table 13). The range of effort values estimated by the model
provided by the minimum values of the MdAE metric is determined by the values 79.445
and 280.277. The range of effort values estimated by the model provided by the minimum
values of the RMSE metric is determined by the values 75.541 and 274.121.

Figure 3 shows a graphical representation of the predicted values for the software
effort by optimized LSTM method in the case of the minimum values of the metrics relative
to the real effort specific to each of the five datasets.
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Comparing the minimum value 133.096 (Table 13) obtained for the MAE metric by
means of the optimized LSTM method with the value 153 (Table 11) presented in the
paper [7], the minimum value 217.794 obtained for the RMSE metric by means of the
optimized LSTM method with the value 228.7 presented in the paper [7], and the maximum
value 0.986 obtained for the CD metric by means of the optimized LSTM method with
the value 0.98 presented in the same paper, it can be concluded that the optimized LSTM
method presented in this study is more efficient than the model presented in [7] for the
Cocomo81 dataset. The real effort values provided by the Cocomo81 test dataset are
between 6 and 2040 (Table 4). The range of effort values estimated by the model provided
by the minimum values of the MAE and RMSE metrics and by the maximum value of the
CD metric is determined by the values 42.699 and 1996.398 (Table 13). The range of effort
values estimated by the model provided by the minimum values of the MdAE metric is
determined by the values 34.991 and 1239.811.

Comparing the minimum value 331.089 (Table 13) obtained for the MAE metric
by means of the optimized LSTM method with the value 676.6 (Table 11) presented in
the paper [7], the minimum value 873.102 obtained for the RMSE metric by means of
the optimized LSTM method with the value 1803.3 presented in the paper [7], and the
maximum value 0.951 obtained for the CD metric by means of the optimized LSTM method
with the value 0.93 presented in the same paper, it can be concluded that the optimized
LSTM method presented in this study is more efficient than the model presented in [7] for
the China dataset. The real effort values provided by the China test dataset are between 89
and 49,034 (Table 4). The range of effort values estimated by the model provided by the
minimum values of the MAE and MdAE metrics and by the maximum value of the CD
metric is determined by the values 136.281 and 40,989.973 (Table 13).

The range of effort values estimated by the model provided by the minimum values
of the RMSE metric is determined by the values 116.507 and 42,016.782. The real effort
values provided by the Desharnais test dataset are between 546 and 14,987 (Table 4). The
range of effort values estimated by the model provided by the minimum values of the
MAE and RMSE metrics and by the maximum value of the CD metric is determined by the
values 1369.367 and 14,461.862 (Table 13). The range of effort values estimated by the model
provided by the minimum values of the MdAE metric is determined by the values 667.482
and 7990.067. For all five datasets, by comparing the real effort values from Table 4 with
the estimated values from Table 13, it is observed that all estimated intervals are included
in the intervals corresponding to the real values of the effort. Table 14 presents a synthesis
of the optimal values obtained for all four used metrics in the case of all the intelligent
methods used in this study.

Table 14. Optimal metrics values.

Datasets Methods MAE MdAE RMSE CD

Albrecht KNN 11.228 4.556 18.202 0.437
DT 6.975 3.825 10.213 0.561
RF 6.015 3.579 7.726 0.593

GBT 5.892 3.092 7.094 0.609
MLP 7.555 3.256 8.208 0.547

LSTM 4.870 2.911 6.560 0.631
Optimized LSTM 3.604 2.902 4.717 0.697

Kemerer KNN 75.519 57.933 90.933 0.351
DT 95.853 81.802 106.226 0.309
RF 82.739 69.174 83.726 0.327

GBT 60.197 58.682 64.045 0.392
MLP 48.145 47.427 58.217 0.438

LSTM 42.094 26.206 57.560 0.493
Optimized LSTM 35.294 13.747 41.412 0.579
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Table 14. Cont.

Datasets Methods MAE MdAE RMSE CD

Cocomo81 KNN 221.619 35.783 446.987 0.793
DT 275.979 48.617 514.792 0.774
RF 235.857 43.925 487.283 0.732

GBT 209.198 39.826 463.782 0.812
MLP 199.513 57.833 355.245 0.826

LSTM 178.051 30.642 245.153 0.897
Optimized LSTM 133.096 30.142 217.794 0.986

China KNN 1747.048 611.602 3922.755 0.762
DT 1575.633 755.642 2848.557 0.793
RF 1409.324 621.782 2792.372 0.821

GBT 1287.382 504.672 2563.824 0.865
MLP 1383.713 517.898 2892.196 0.843

LSTM 865.122 272.353 2034.574 0.902
Optimized LSTM 331.089 111.213 873.102 0.951

Desharnais KNN 1422.878 921.667 1847.561 0.658
DT 1953.361 1453.083 2526.071 0.563
RF 1792.837 1284.947 2379.063 0.581

GBT 1549.792 901.925 2095.827 0.639
MLP 1587.619 905.841 2176.591 0.624

LSTM 1404.571 880.121 1960.007 0.662
Optimized LSTM 1253.781 849.929 1535.852 0.683

From the comparison of the values of the metrics obtained (Tables 11 and 14), it is
concluded that the optimized LSTM method provides a more efficient option for estimating
the software effort.

6. Conclusions

Estimating the effort required to develop software products is one of the most vexing
problems for software project managers because it affects the status of the projects in terms
of success or failure. This research paper proposes an optimized LSTM neural network
method which use PSO methods to optimize three hyperparameters of LSTM with the
aim of obtaining the most accurate estimate of the effort required to develop a software
product. The results obtained by the optimized LSTM method were compared with the
results provided by six other prediction methods: KNN, DT, RF, GBT, MLP, and LSTM,
by applying to the values of five datasets: Albrecht, Kemerer, Cococmo81, China, and
Desharnais. The superiority of the optimized LSTM method compared to the other six
prediction methods resulted from obtaining lower values for the three metrics used in the
evaluation: MAE, MdAE, RMSE, and CD.

There were some limitations, especially for small datasets such as Albrecht and Ke-
merer, which have a small number of observations and low dimensionality. Future work
will be needed to investigate the reason for this discrepancy and what optimization method
can search in small datasets. In addition, as a further direction, optimization of the LSTM
method should be attempted using other techniques with the purpose to obtain a better
estimation of effort estimation with the existing datasets.

From this scientific work, software developers will be able to benefit in selecting
the best models for predicting the development effort of software products before they
are developed.
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