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#### Abstract

To avoid the undesired angular expansion of the sampling grid in the discrete non-isotropic Stockwell transform, in this communication we propose a scale-dependent discretization scheme that controls both the radial and angular expansions in unison. Based on the new discretization scheme, we derive a sufficient condition for the construction of Stockwell frames in $L^{2}\left(\mathbb{R}^{2}\right)$.
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## 1. Introduction

For an efficient representation of non-transient signals, R.G. Stockwell [1] introduced a hybrid time-frequency tool by combining the merits of the classical short-time Fourier and wavelet transforms. For any finite energy signal $f \in L^{2}(\mathbb{R})$, the Stockwell transform with respect to a window function $\psi \in L^{2}(\mathbb{R})$ is defined by

$$
\begin{equation*}
\mathcal{S}_{\psi}[f](\omega, b)=|\omega| \int_{\mathbb{R}} f(t) \overline{\psi(\omega(t-b))} e^{-2 \pi i t \omega} d t, \quad b \in \mathbb{R}, \omega \in \mathbb{R} \backslash\{0\} \tag{1}
\end{equation*}
$$

where $b$ and $\omega$ denote the time and spectral localization parameters, respectively. The Stockwell transform (1) offers the absolutely referenced phase information of the given signal $f$ by fixing the modulating sinusoids with respect to the time axis while translating and dilating the window function $\psi$. Thus, the Stockwell transform provides a frequency-dependent resolution while maintaining a direct relationship with the Fourier spectrum [2-5]. These unique features of the Stockwell transform are apt for diversified applications to different branches of science and engineering, including geophysics, optics, quantum mechanics, signal and image processing, and so on [5-12].

To harness the merits of the Stockwell transform in higher dimensions, we have recently introduced the notion of non-isotropic angular Stockwell transform in [11]. The essence of such a non-isotropic Stockwell transform lies in the fact that the underlying window functions are directionally tunable, which enhances the potency for resolving geometric features in two-dimensional signals. For any $f \in L^{2}\left(\mathbb{R}^{2}\right)$, the non-isotropic angular Stockwell transform with respect to the window function $\Psi \in L^{2}\left(\mathbb{R}^{2}\right)$ is defined as

$$
\begin{equation*}
\mathcal{S}_{\Psi}[f](\mathbf{w}, \mathbf{b}, \theta)=\left|\operatorname{det} A_{\mathbf{w}}\right| \int_{\mathbb{R}^{2}} f(\mathbf{t}) \overline{\Psi\left(R_{\theta} A_{\mathbf{w}}(\mathbf{t}-\mathbf{b})\right)} e^{-2 \pi i \mathbf{t}^{T} \mathbf{w}} d \mathbf{t}, \tag{2}
\end{equation*}
$$

where $\mathbf{t}=\left(t_{1}, t_{2}\right)^{T} \in \mathbb{R}^{2}, \mathbf{b}=\left(b_{1}, b_{2}\right)^{T} \in \mathbb{R}^{2}, \mathbf{w}=\left(\omega_{1}, \omega_{2}\right)^{T} \in \mathbb{R}^{2}$ with $\omega_{1}, \omega_{2} \neq 0$ and $\theta \in[0,2 \pi)$. The matrix $A_{\mathbf{w}} \in G L(2, \mathbb{R})$ and the rotation matrix $R_{\theta}$ appearing in (2) are given by

$$
A_{\mathbf{w}}=\left(\begin{array}{cc}
\omega_{1} & 0  \tag{3}\\
0 & \omega_{2}
\end{array}\right) \text { and } \quad R_{\theta}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

respectively. Furthermore, in the same article [11], we have also presented a discrete analogue of (2) by adopting the following procedure:
(i). The frequency variable $\mathbf{w}=\left(\omega_{1}, \omega_{2}\right)^{T}$ is discretized by choosing $\mathbf{w}_{j}=\left(\lambda^{j}, \lambda^{j}\right)^{T}$, where $\lambda>1$ and $j \in \mathbb{Z}$. Consequently, the matrix $A_{\mathbf{w}}$ given by (3) takes the form:

$$
A_{j}=\left(\begin{array}{cc}
\lambda^{j} & 0 \\
0 & \lambda^{j}
\end{array}\right)
$$

(ii). The angular parameter $\theta$ is discretized by sub-dividing the interval $[0,2 \pi$ ) into $L$-equally spaced angles by taking $\theta_{\ell}=\ell \theta_{0}$, where $\theta_{0}=2 \pi / L$ and $\ell \in \mathbb{Z}_{L}=$ $\{0,1,2, \ldots, L-1\}$.
(iii). For $\mathbf{m}=\left(m_{0}, m_{1}\right)^{T} \in \mathbb{Z}^{2}$ and $\alpha_{0}, \alpha_{1}>0$, the translation parameter $\mathbf{b}$ is discretized by taking into consideration both of the preceding discretizations of $\mathbf{w}$ and $\theta$ and choosing $\mathbf{b}_{\mathbf{m}}^{j, \ell}=A_{-j} R_{-\theta_{\ell}}\left(m_{0} \alpha_{0}, m_{1} \alpha_{1}\right)$.
However, much to the dismay, the aforementioned discretization process suffers from a couple of severe limitations: first, the discretization of the frequency variable $\mathbf{w}$ is non-parabolic in nature; second, the discretization of the angular variable $\theta$ is completely independent of the scale $\lambda$, which results in an uncontrollable angular expansion of the grid at higher values of $j$ (see Figure 1), thereby limiting the directional selectivity at higher frequencies. In this communication, our goal is to circumvent these limitations by proposing a new scale-dependent discretization scheme for the discrete non-isotropic angular Stockwell transform. Under the new discretization scheme, the frequency dilation is always doubly effective in one fixed direction as in the orthogonal direction. Moreover, at each higher level of resolution, the split in the angular region is increased proportionally, thereby preventing the undesired angular expansion of the sampling grid and enhancing the directional selectivity at high frequencies.

The rest of the article is organized as follows: Section 2 serves as the pedestal and deals with the formal aspects of the novel discretization scheme. In Section 3, we derive a sufficient condition for the non-isotropic Stockwell frames in $L^{2}\left(\mathbb{R}^{2}\right)$. Finally, a conclusion together with an impetus to the future research work is extracted in Section 4.

## 2. Discourse on the New Discretization Scheme

This section is solely devoted to the formulation of a new discretization scheme for the non-isotropic angular Stockwell transform (2). We reiterate that the proposed discretization scheme is not only based on the parabolic scaling law but also prevents the undesired angular expansion of the underlying sampling grid. A detailed exposition of the formal discrete scheme is given below:
(i). The discretization of the frequency variable $\mathbf{w}=\left(\omega_{1}, \omega_{2}\right)^{T}$ is achieved via the parabolic scaling law by choosing $\mathbf{w}_{j}=\left(\lambda^{j}, \lambda^{j / 2}\right)^{T}$, where $\lambda>1$ is a fixed integer and $j \in \mathbb{Z}$ determines the level of resolution. Consequently, the anisotropy matrix is given by

$$
A_{j}=\left(\begin{array}{cc}
\lambda^{j} & 0  \tag{4}\\
0 & \lambda^{j / 2}
\end{array}\right)
$$

and the discretized frequency variable $\mathbf{w}_{j}$ can be expressed via the matrix $A_{j}$ as

$$
\begin{equation*}
\mathbf{w}_{j}=\left(\lambda^{j}, \lambda^{j / 2}\right)^{T}=A_{j}(1,1)^{T} . \tag{5}
\end{equation*}
$$

(ii) For fixed $L_{0} \in \mathbb{Z}$, the rotation parameter $\theta$ is sampled into $L_{0}$ equi-spaced pieces as

$$
\begin{equation*}
\theta_{\ell}=\frac{2 \pi \ell}{L_{0}}, \quad \text { where } \quad \ell \in \mathbb{Z}_{L_{0}}=\left\{0,1,2, \ldots, L_{0}-1\right\} \tag{6}
\end{equation*}
$$

To prevent the expansion of the angular region at higher values of $j$, it is desirable to make the spacing between the consecutive angles scale-dependent. As such, we choose $L_{0}=\lambda^{\lfloor j / 2\rfloor}$, where $\lfloor j / 2\rfloor$ denotes the integral part of $j / 2$. Consequently, the scale-dependent angular discretization is given below:

$$
\begin{equation*}
\theta_{\ell}=\frac{2 \pi \ell}{\lambda\lfloor j / 2\rfloor}, \quad \text { where } \quad \ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}=\left\{0,1,2, \ldots, \lambda^{\lfloor j / 2\rfloor}-1\right\} . \tag{7}
\end{equation*}
$$

(iii) The discretization of the spatial variable $\mathbf{b}$ is carried out by taking into consideration both the previous discretizations of frequency and angular variables. For $\mathbf{m}=\left(m_{1}, m_{2}\right)^{T} \in \mathbb{Z}^{2}$ and $\beta>0$, the spatial variable $\mathbf{b}$ is sampled as

$$
\begin{equation*}
\mathbf{b}_{\mathbf{m}}^{j, \ell}:=\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m}) . \tag{8}
\end{equation*}
$$

In view of the above discretization scheme, the novel sampling grid associated with the discrete non-isotropic angular Stockwell transform takes the following form:

$$
\begin{equation*}
\Lambda=\left\{\left(A_{j}(1,1)^{T},\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m}), \theta_{\ell_{j}}\right): j \in \mathbb{Z}, \mathbf{m} \in \mathbb{Z}^{2}, \ell \in \mathbb{Z}_{\lambda\lfloor j / 2\rfloor}, \theta_{\ell_{j}}=\frac{2 \pi \ell}{\lambda\lfloor j / 2\rfloor}\right\} . \tag{9}
\end{equation*}
$$

In order to appreciate the nuances between the existing and the newly proposed discretization schemes, we depict the respective sampling grids separately in Figures 1 and 2. For plotting the sampling grid associated with the discretization scheme proposed in [11], we choose $\lambda=2, \mathbf{m}=(1,1)^{T}$ and then partition the angular variable $\theta=2 \pi \ell / L, \ell \in \mathbb{Z}_{\ell}$ in two ways by taking $L=8$ and $L=16$. Since the existing discretization is not scaledependent in the angular variable, with increased levels of resolution the angular expansion is uncontrollable, as shown in Figure 1.


Uncontrolled Angular Expansion


Uncontrolled Angular Expansion

Figure 1. Basic discrete sampling grid for $j=0,2,4,6,8$ with $L=8$ (left) and $L=16$ (right) [11].

In contrast to this, the sampling grid (9) efficiently prevents the angular expansion at higher scales because the new discretization scheme is completely scale-dependent, and the split in the angular region is increased at each next level of resolution. For a pictorial illustration of the aforementioned fact, we choose $\lambda=2, \beta=1$ in (9) and vary the level of resolution $j$ over the set $\{0,2,4,6,8,10, \ldots\}$. Then, we observe that for $j=0$, there is no partition in the angular region. Additionally, for $j=2$ there are two partitions in the angular region determined by the points $\theta_{0_{2}}=0$ and $\theta_{1_{2}}=\pi$, and the corresponding partition in the spatial variable is determined by the points $\mathbf{b}_{\mathbf{m}}^{2,0}=\left(A_{-2} R_{-\theta_{0_{2}}}\right) \mathbf{m}$ and $\mathbf{b}_{\mathbf{m}}^{2,1}=\left(A_{-2} R_{-\theta_{1_{2}}}\right) \mathbf{m}$. Furthermore, for $j=4$ the angular region attains quadruple partition at the points $\theta_{0_{4}}=0, \theta_{1_{4}}=\pi / 2, \theta_{2_{4}}=\pi$, and $\theta_{3_{4}}=3 \pi / 2$, and consequently the spatial region is partitioned at $\mathbf{b}_{\mathbf{m}}^{4,0}=\left(A_{-4} R_{-\theta_{0_{4}}}\right) \mathbf{m}, \mathbf{b}_{\mathbf{m}}^{4,1}=\left(A_{-4} R_{-\theta_{1}}\right) \mathbf{m}, \mathbf{b}_{\mathbf{m}}^{4,2}=\left(A_{-4} R_{-\theta_{24}}\right) \mathbf{m}$ and $\mathbf{b}_{\mathbf{m}}^{4,3}=\left(A_{-4} R_{-\theta_{3_{4}}}\right) \mathbf{m}$. In a similar fashion, we can show that for $j=6,8,10, \ldots$ both the angular and spatial regions are partitioned into $8,16,32, \ldots$ equispaced regions. Thus, we infer that at higher values of $j$, the partition points of the angular region are increased proportionally; as such, the angular expansion of sampling grid (9) can be efficiently controlled, as shown in Figure 2.


Angular Expansion Prevented
Figure 2. Refined discrete sampling grid (9) at $j=0,2,4,6,8,10$.

## 3. The Non-Isotropic Stockwell Frames

This section is completely devoted to demonstrating that the new discretization scheme proposed in Section 2 is also helpful for the construction of Stockwell frames in $L^{2}\left(\mathbb{R}^{2}\right)$. For $\left(A_{j}(1,1)^{T},\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m}), \theta_{\ell_{j}}\right) \in \Lambda$, we define a quadruple of fundamental operators, viz, translation $\left(\mathcal{T}_{\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)}\right)(\beta \mathbf{m})$ ), dilation $\left(\mathcal{D}_{A_{j}}\right)$, rotation $\left(R_{\theta_{\ell_{j}}}\right)$, and modulation $\left(\mathcal{M}_{A_{j}(1,1)^{T}}\right)$ operators acting on $\Psi \in L^{2}\left(\mathbb{R}^{2}\right)$ as :

$$
\left.\begin{array}{l}
\mathcal{T}_{\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m})} \Psi(\mathbf{t})=\Psi\left(\mathbf{t}-\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m})\right)  \tag{10}\\
\mathcal{D}_{A_{j}} \Psi(\mathbf{t})=\left|\operatorname{det} A_{j}\right| \Psi\left(A_{j} \mathbf{t}\right) \\
R_{\theta_{\ell_{j}}} \Psi(\mathbf{t})=\Psi_{\ell_{j}}(\mathbf{t}):=\Psi\left(R_{\theta_{\ell_{j}}} \mathbf{t}\right) \\
\mathcal{M}_{A_{j}(1,1)^{T}} \Psi(\mathbf{t})=\Psi(\mathbf{t}) \exp \left\{2 \pi i \mathbf{t}^{T}\left(A_{j}(1,1)^{T}\right)\right\}
\end{array}\right\} .
$$

Upon joint application of the elementary operators defined in (10), we obtain a discrete collection of analyzing functions $\Psi_{j, \mathbf{m}, \ell}(\mathbf{t})$ as

$$
\begin{align*}
\Psi_{j, \mathbf{m}, \ell}(\mathbf{t}) & =\mathcal{M}_{A_{j}(1,1)^{T}} R_{\theta_{\ell_{j}}} \mathcal{T}_{\left(A_{-j} R_{-\theta_{\ell_{j}}}\right)(\beta \mathbf{m})} \mathcal{D}_{A_{j}} \Psi(\mathbf{t}) \\
& =\left|\operatorname{det} A_{j}\right| \Psi_{\ell_{j}}\left(A_{j}\left(\mathbf{t}-A_{-j} R_{-\theta_{\ell}} \beta \mathbf{m}\right)\right) \exp \left\{2 \pi i \mathbf{t}^{T}\left(A_{j}(1,1)^{T}\right)\right\}  \tag{11}\\
& =\left|\operatorname{det} A_{j}\right| \Psi_{\ell_{j}}\left(A_{j} \mathbf{t}-R_{-\theta_{\ell_{j}}} \beta \mathbf{m}\right) \exp \left\{2 \pi i \mathbf{t}^{T}\left(A_{j}(1,1)^{T}\right)\right\}
\end{align*}
$$

Moreover, the two-dimensional Fourier transform of the analyzing functions (11) can be computed as follows:

$$
\begin{aligned}
\mathscr{F}\left[\Psi_{j, \mathbf{m}, \ell}\right](\mathbf{w}) & =\int_{\mathbb{R}^{2}} \Psi_{j, \mathbf{m}, \ell}(\mathbf{t}) e^{-2 \pi i \mathbf{t}^{T} \mathbf{w}} d \mathbf{t} \\
& =\left|\operatorname{det} A_{j}\right| \int_{\mathbb{R}^{2}} \Psi_{\ell_{j}}\left(A_{j} \mathbf{t}-R_{-\theta_{\ell}} \beta \mathbf{m}\right) \exp \left\{2 \pi i \mathbf{t}^{T}\left(A_{j}(1,1)^{T}\right)\right\} e^{-2 \pi i \mathbf{t}^{T} \mathbf{w}} d \mathbf{t} \\
& =\int_{\mathbb{R}^{2}} \Psi_{\ell_{j}}(\mathbf{z}) \exp \left\{2 \pi i\left(A_{-j} \mathbf{z}+A_{-j} R_{-\theta_{\ell}} \beta \mathbf{m}\right)^{T} A_{j}(1,1)^{T}\right\} \exp \left\{-2 \pi i\left(A_{-j} \mathbf{z}+A_{-j} R_{-\theta_{\ell_{j}}} \beta \mathbf{m}\right)^{T} \mathbf{w}\right\} d \mathbf{z} \\
& =\exp \left\{2 \pi i(\beta \mathbf{m})^{T} R_{\theta_{\ell}}\left((1,1)^{T}-A_{-j \mathbf{w}}\right)\right\} \int_{\mathbb{R}^{2}} \Psi_{\ell_{j}}(\mathbf{z}) \exp \left\{2 \pi i \mathbf{z}^{T}(1,1)^{T}\right\} \exp \left\{-2 \pi i \mathbf{z}^{T}\left(A_{-j} \mathbf{w}\right)\right\} d \mathbf{z} \\
& =\exp \left\{2 \pi i(\beta \mathbf{m})^{T} R_{\theta_{\ell_{j}}}\left((1,1)^{T}-A_{-j \mathbf{w}}\right)\right\} \mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(A_{-j} \mathbf{w}\right),
\end{aligned}
$$

where $\Phi$ is the modulated version of the given window function $\Psi$ and is given by

$$
\begin{equation*}
\Phi_{\ell_{j}}(\mathbf{t})=\Psi_{\ell_{j}}(\mathbf{t}) \exp \left\{2 \pi i \mathbf{t}^{T}(1,1)^{T}\right\} . \tag{12}
\end{equation*}
$$

Based on the refined sampling grid (9) and the family of analyzing functions constructed in (11), we define the novel discrete non-isotropic Stockwell system $\Gamma(\Psi, \Lambda)$ as

$$
\begin{equation*}
\Gamma(\Psi, \Lambda):=\left\{\Psi_{j, \mathbf{m}, \ell}(\mathbf{t})=\mathcal{M}_{A_{j}(1,1)^{T}} R_{\theta_{\ell_{j}}} \mathcal{T}_{\left(A_{-j} R_{-\theta_{\ell}}\right)}(\beta \mathbf{m}) \mathcal{D}_{A_{j}} \Psi(\mathbf{t}): j \in \mathbb{Z}, \mathbf{m} \in \mathbb{Z}^{2}, \ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}\right\} . \tag{13}
\end{equation*}
$$

Then, our main goal is to demonstrate that the system $\Gamma(\Psi, \Lambda)$ constitutes a frame for $L^{2}\left(\mathbb{R}^{2}\right)$. To facilitate the motive, below we recall the fundamental notion of a frame in a separable Hilbert space [3]:

Definition 1. Given a separable Hilbert space $\mathcal{H}$, a sequence of elements $\left\{f_{i}\right\}$ in $\mathcal{H}$ is said to be a frame for $\mathcal{H}$, if there exists constants $0<C_{1} \leq C_{2}<\infty$, such that

$$
\begin{equation*}
C_{1}\|f\|_{\mathcal{H}} \leq \sum_{i}\left|\left\langle f, f_{i}\right\rangle_{2}\right|^{2} \leq C_{2}\|f\|_{\mathcal{H}^{\prime}}, \forall f \in \mathcal{H} \tag{14}
\end{equation*}
$$

The constants $C_{1}$ and $C_{2}$ appearing in (14) are called as the lower and upper frame bounds, respectively. In case $C_{1}=C_{2}=C>1$, the frame is said to be tight, and if $C=1$, the frame is called a Parseval's frame.

In the following theorem, we shall derive a sufficient condition for the system $\Gamma(\Psi, \Lambda)$ to be a frame for $L^{2}\left(\mathbb{R}^{2}\right)$. Prior to that, for any $\Phi(\mathbf{t})$ as given by (12), we set

$$
\begin{equation*}
H\left(\xi_{1}, \xi_{2}\right)=\text { ess. } \sup _{\omega_{1}, \omega_{2} \in \mathbb{R}}\left(\sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda j / 2\rfloor}}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\xi_{1}, \lambda^{-j / 2} \omega_{2}+\xi_{2}\right)\right|\right) \tag{15}
\end{equation*}
$$

Theorem 1. Let $\Psi \in L^{2}\left(\mathbb{R}^{2}\right)$ be any window function and $\Phi$ be the corresponding modulated version given by (12) such that

$$
\begin{equation*}
C_{1} \leq \sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|^{2} \leq C_{2} \tag{16}
\end{equation*}
$$

almost everywhere $\omega_{1}, \omega_{2} \in \mathbb{R}$, with $0<C_{1} \leq C_{2}<\infty$. Then, for fixed $\beta>0$ the system (13) constitutes a frame for $L^{2}\left(\mathbb{R}^{2}\right)$ if the function $H(x, y)$ given by (15) satisfies:

$$
\begin{equation*}
\sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[H\left(\beta^{-1} r, \beta^{-1} s\right) H\left(-\beta^{-1} r,-\beta^{-1} s\right)\right]^{1 / 2}=C_{3}<C_{1} \tag{17}
\end{equation*}
$$

Moreover, in that case the lower and upper frame bounds are given by $\left(\frac{C_{1}-C_{3}}{\beta^{2}}\right)$ and $\left(\frac{C_{2}+C_{3}}{\beta^{2}}\right)$, respectively.

Proof. For any $f \in L^{2}\left(\mathbb{R}^{2}\right)$, the implication of Plancheral theorem for the two-dimensional Fourier transform yields

$$
=P(\text { principle term })+R(\text { residue term }) .
$$

$$
\begin{align*}
& \sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left|\left\langle f, \Psi_{j, \mathbf{m}, \ell}\right\rangle_{2}\right|^{2} \\
& =\sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda\lfloor j / 2\rfloor}}\left|\int_{\mathbb{R}^{2}} \mathscr{F}[f](\mathbf{w}) \overline{\mathscr{F}\left[\Psi_{j, \mathbf{m}, \ell}\right](\mathbf{w})} d \mathbf{w}\right|^{2} \\
& =\sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left|\int_{\mathbb{R}^{2}} \mathscr{F}[f](\mathbf{w}) \overline{\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(A_{-j} \mathbf{w}\right)} \exp \left\{-2 \pi i(\beta \mathbf{m})^{T} R_{\theta_{\ell_{j}}}\left((1,1)^{T}-A_{-j} \mathbf{w}\right)\right\} d \mathbf{w}\right|^{2} \\
& =\sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor} \lambda^{3 j / 2} \mid \int_{0}^{\beta^{-1} \lambda^{j}} \int_{0}^{\beta^{-1} \lambda^{j / 2}} \exp \left\{-2 \pi i(\beta \mathbf{m})^{T} R_{\theta_{\ell_{j}}}\left((1,1)^{T}-A_{-j} \mathbf{w}\right)\right\} \\
& \times\left.\left(\sum_{n_{1} \in \mathbb{Z}} \sum_{n_{2} \in \mathbb{Z}} \mathscr{F}[f]\left(\omega_{1}+\beta^{-1} \lambda^{j} n_{1}, \omega_{2}+\beta^{-1} \lambda^{j / 2} n_{2}\right) \overline{\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} n_{1}, \lambda^{-j / 2} \omega_{2}+\beta^{-1} n_{2}\right)}\right) d \omega_{1} d \omega_{2}\right|^{2} \\
& \left.=\frac{1}{\beta^{2}} \sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda \backslash j / 2\rfloor}} \int_{0}^{\beta^{-1} \lambda^{j}} \int_{0}^{\beta^{-1} \lambda^{j / 2}} \right\rvert\, \sum_{n_{1} \in \mathbb{Z}} \sum_{n_{2} \in \mathbb{Z}}\left[\mathscr{F}[f]\left(\omega_{1}+\beta^{-1} n_{1}, \omega_{2}+\beta^{-1} n_{2}\right)\right.  \tag{18}\\
& \left.\times \overline{\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} \lambda^{j} n_{1}, \lambda^{-j / 2} \omega_{2}+\beta^{-1} \lambda^{j / 2} n_{2}\right)}\right]\left.\right|^{2} d \omega_{1} d \omega_{2} \\
& =\frac{1}{\beta^{2}} \sum_{j \in \mathbb{Z}} \sum_{r \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\mathscr{F}[f]\left(\omega_{1}, \omega_{2}\right) \overline{\mathscr{F}[f]\left(\omega_{1}+\beta^{-1} \lambda j^{j}, \omega_{2}+\beta^{-1} \lambda^{j / 2} s\right)}\right. \\
& \left.\times \overline{\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)} \mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right] d \omega_{1} d \omega_{2} \\
& =\frac{1}{\beta^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\mathscr{F}[f]\left(\omega_{1}, \omega_{2}\right)\right|^{2}\left\{\sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|^{2}\right\} d \omega_{1} d \omega_{2} \\
& +\frac{1}{\beta^{2}} \sum_{j \in \mathbb{Z}} \sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda\lfloor j / 2\rfloor}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\mathscr{F}[f]\left(\omega_{1}, \omega_{2}\right) \overline{\mathscr{F}[f]\left(\omega_{1}+\beta^{-1} \lambda^{j} r, \omega_{2}+\beta^{-1} \lambda^{j / 2} s\right)}\right. \\
& \left.\times \overline{\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)} \mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right] d \omega_{1} d \omega_{2}
\end{align*}
$$

Note that the principle term is the product between the power of the input function and the sum of the spectral powers of the analyzers. Therefore, in view of (16), it follows that the lower and upper bounds for the principal term are given by

$$
\begin{equation*}
\left(\frac{C_{1}}{\beta^{2}}\right)\|f\|_{2}^{2} \leq P \leq\left(\frac{C_{2}}{\beta^{2}}\right)\|f\|_{2}^{2} \tag{19}
\end{equation*}
$$

The residue term captures the interference effect among the analyzing functions and can be computed by invoking the Cauchy-Schwarz inequality twice successively in the following fashion:

$$
\begin{align*}
& R= \left\lvert\, \frac{1}{\beta^{2}} \sum_{j \in \mathbb{Z}} \sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z} \ell \in \mathbb{Z}_{\lambda\lfloor j / 2\rfloor}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\mathscr{F}[f]\left(\omega_{1}, \omega_{2}\right) \overline{\mathscr{F}}[f]\left(\omega_{1}+\beta^{-1} \lambda^{j} r, \omega_{2}+\beta^{-1} \lambda^{j / 2} s\right)\right.\right. \\
&\left.\times \overline{\mathscr{F}}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right) \mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right] d \omega_{1} d \omega_{2} \mid \\
& \leq \frac{1}{\beta^{2}} \sum_{j \in \mathbb{Z}} \sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z} \ell \in \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\mathscr{F}[f]\left(\omega_{1}, \omega_{2}\right)\right|^{2}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|\right.  \tag{20}\\
&\left.\times\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right| d \omega_{1} d \omega_{2}\right]^{1 / 2} \\
& {\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\mathscr{F}[f]\left(\omega_{1}+\beta^{-1} \lambda^{j} r, \omega_{2}+\beta^{-1} \lambda^{j / 2} s\right)\right|^{2}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|\right.} \\
&\left.\quad \times\left|\mathscr{F}\left[\Phi_{\ell j}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right| d \omega_{1} d \omega_{2}\right]^{1 / 2} .
\end{align*}
$$

Making use of the substitutions $\omega_{1}+\beta^{-1} \lambda^{j} r=\xi_{1}$ and $\omega_{2}+\beta^{-1} \lambda^{j / 2} s=\xi_{2}$ in the post-factor on the R.H.S of inequality (20), we obtain

$$
\begin{align*}
R \leq & \frac{1}{\beta^{2}} \sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[\int _ { - \infty } ^ { \infty } \int _ { - \infty } ^ { \infty } | \mathscr { F } [ f ] ( \omega _ { 1 } , \omega _ { 2 } ) | ^ { 2 } \left(\sum_{j \in \mathbb{Z} \ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|\right.\right. \\
& \left.\left.\times\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}+\beta^{-1} r, \lambda^{-j / 2} \omega_{2}+\beta^{-1} s\right)\right|\right) d \omega_{1} d \omega_{2}\right]^{1 / 2} \\
& {\left[\int _ { - \infty } ^ { \infty } \int _ { - \infty } ^ { \infty } | \mathscr { F } [ f ] ( \xi _ { 1 } , \xi _ { 2 } ) | ^ { 2 } \left(\sum_{j \in \mathbb{Z} \ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \xi_{1}, \lambda^{-j / 2} \xi_{2}\right)\right|\right.\right.}  \tag{21}\\
& \left.\left.\times\left|\mathscr{F}\left[\Phi_{\ell j}\right]\left(\lambda^{-j} \xi_{1}-\beta^{-1} r, \lambda^{-j / 2} \xi_{2}-\beta^{-1} s\right)\right|\right) d \xi_{1} d \xi_{2}\right]^{1 / 2} \\
\leq & \frac{1}{\beta^{2}}\|f\|_{2}^{2}\left(\sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[H\left(\beta^{-1} r, \beta^{-1} s\right) H\left(-\beta^{-1} r,-\beta^{-1} s\right)\right]^{1 / 2}\right),
\end{align*}
$$

Consequently, the infimum and supremum of the power output are given by

$$
\begin{align*}
\inf _{f \in L^{2}\left(\mathbb{R}^{2}\right), f \neq 0}\left(\|f\|_{2}^{-2} \sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left|\left\langle f, \Psi_{j, \mathbf{m}, \ell}\right\rangle_{2}\right|^{2}\right) \geq & \frac{1}{\beta^{2}}\left\{\inf _{\omega_{1}, \omega_{2} \in S}\left(\sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor}\left|\mathscr{F}\left[\Phi_{\ell j}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|^{2}\right)\right.  \tag{22}\\
& \left.-\sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[H\left(\beta^{-1} r, \beta^{-1} s\right) H\left(-\beta^{-1} r,-\beta^{-1} s\right)\right]^{1 / 2}\right\} .
\end{align*}
$$

and

$$
\begin{align*}
\sup _{f \in L^{2}\left(\mathbb{R}^{2}\right), f \neq 0}\left(\|f\|_{2}^{-2} \sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}}\left|\left\langle f, \Psi_{j, \mathbf{m}, \ell}\right\rangle_{2}\right|^{2}\right) \geq & \frac{1}{\beta^{2}}\left\{\left.\sup _{\omega_{1}, \omega_{2} \in \mathbb{R}}\left(\sum_{j \in \mathbb{Z} \ell \in \mathbb{Z}_{\lambda}\lfloor j / 2\rfloor} \sum_{\mathscr{F}} \mid \Phi_{\ell}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|^{2}\right)  \tag{23}\\
& \left.+\sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[H\left(\beta^{-1} r, \beta^{-1} s\right) H\left(-\beta^{-1} r,-\beta^{-1} s\right)\right]^{1 / 2}\right\} .
\end{align*}
$$

By virtue of the estimates (22) and (23), it follows that

$$
\left(\frac{C_{1}-C_{3}}{\beta^{2}}\right)\|f\|_{2}^{2} \leq \sum_{j \in \mathbb{Z}} \sum_{\mathbf{m} \in \mathbb{Z}^{2}} \sum_{\ell \in \mathbb{Z}_{\lambda \mid j / 2\rfloor}}\left|\left\langle f, \Psi_{j, \mathbf{m}, \ell}\right\rangle_{2}\right|^{2} \leq\left(\frac{C_{2}+C_{3}}{\beta^{2}}\right)\|f\|_{2}^{2}
$$

This completes the proof of Theorem 1.
Towards the end of the ongoing section, we aim to formulate a simple condition under which the hypothesis (17) is satisfied. More explicitly, we shall demonstrate that if the function (12) is band-limited to a certain closed ball $\mathfrak{B}_{\infty}\left(\mathbf{t}_{0}, r\right)$ centered at $\mathbf{t}_{0} \in \mathbb{R}^{2}$ with radius $r>0$, then the system (13) constitutes a frame for $L^{2}\left(\mathbb{R}^{2}\right)$ provided the sampling constant $\beta>0$ is chosen to be small enough.

Corollary 1. Let $\Phi \in L^{2}\left(\mathbb{R}^{2}\right)$ be as given in (12) and $0<\beta<1 / 2 r$. If $\operatorname{supp}(\mathscr{F}[\Phi](\mathbf{w})) \subset$ $\mathfrak{B}_{\infty}(\mathbf{0}, r)$, the closed ball centered about $\mathbf{0}=(0,0)^{T} \in \mathbb{R}^{2}$ having radius $r$, and

$$
\begin{equation*}
C_{1} \leq \sum_{j \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}_{\lambda\lfloor j / 2\rfloor}}\left|\mathscr{F}\left[\Phi_{\ell_{j}}\right]\left(\lambda^{-j} \omega_{1}, \lambda^{-j / 2} \omega_{2}\right)\right|^{2} \leq C_{2} \tag{24}
\end{equation*}
$$

almost everywhere $\omega_{1}, \omega_{2} \in \mathbb{R}$, with $0<C_{1} \leq C_{2}<\infty$, then the system (13) constitutes a frame for $L^{2}\left(\mathbb{R}^{2}\right)$ with the lower and upper frame bounds as $\beta^{-2} C_{1}$ and $\beta^{-2} C_{2}$, respectively. In particular, if $C_{1}=C_{2}=C$, then the system (13) turns to be a tight frame with the frame bound as $\beta^{-2} C$.

Proof. According to the hypothesis, the window function $\Psi$ is so chosen that the corresponding modulated version $\Phi$ given by (12) is band-limited in the sense that $\mathscr{F}[\Phi](\mathbf{w}) \subset$ $\mathfrak{B}_{\infty}(\mathbf{0}, r)$. Therefore, we have $\mathscr{F}[\Phi]\left(R_{\theta_{\ell_{j}}} A_{-j} \mathbf{w}\right) \neq 0$ if and only if $R_{\theta_{\ell_{j}}} A_{-j} \mathbf{w} \in \mathfrak{B}_{\infty}(\mathbf{0}, r)$. Consequently, for $\xi=\left(\xi_{1}, \xi_{2}\right)^{T} \in \mathbb{R}^{2}$ we obtain

$$
\begin{equation*}
\left|\mathscr{F}[\Phi]\left(R_{\theta_{\ell_{j}}} A_{-j} \mathbf{w}+\xi\right)\right| \neq 0 \Longleftrightarrow R_{\theta_{\ell_{j}}} A_{-j} \mathbf{w} \in \mathfrak{B}_{\infty}(-\xi, r) . \tag{25}
\end{equation*}
$$

Clearly, if $\xi \in \mathbb{R}^{2}$ is such that $\mathfrak{B}_{\infty}(\mathbf{0}, r) \cap \mathfrak{B}_{\infty}(-\xi, r)=\varphi$, then in view of (15) we have $H(\xi)=0$. Indeed, this is the case if $\|\xi\|_{\infty}>2 r$. Hence, we conclude that

$$
\begin{equation*}
\sum_{0 \neq r \in \mathbb{Z}} \sum_{0 \neq s \in \mathbb{Z}}\left[H\left(\beta^{-1} r, \beta^{-1} s\right) H\left(-\beta^{-1} r,-\beta^{-1} s\right)\right]^{1 / 2}=0, \quad \forall \beta<1 / 2 r \tag{26}
\end{equation*}
$$

This evidently completes the proof of Corollary 1.
Remark 1. Since modulation in the spatial domain corresponds to a simple shift in the frequency domain; therefore, in view of (12) it suffices to verify the conditions (16) and (17) for the function $\Psi_{\ell_{j}}(\mathbf{t})$ instead of the modulated version $\Phi_{\ell_{j}}(\mathbf{t})=\Psi_{\ell_{j}}(\mathbf{t}) \exp \left\{2 \pi i \mathbf{t}^{T}(1,1)^{T}\right\}$. Moreover, it is also quite conspicuous that the argument of Corollary 1 holds in case the function $\Psi$ is band-limited to the closed ball centered about $\mathbf{1}=(1,1)^{T} \in \mathbb{R}^{2}$ and having radius $r$; that is, $\mathscr{F}[\Psi](\mathbf{w}) \subset \mathfrak{B}_{\infty}(\mathbf{1}, r)$.

## 4. Conclusions and Future Work

In this communication, we introduced a scale-dependent discretization scheme for the non-isotropic Stockwell transform. Under the refined discretization procedure, one can efficiently control both the radial and angular expansions simultaneously. As an endorsement to the undertaken problem, we also demonstrated that the novel discretization scheme allows for the construction of Stockwell frames in $L^{2}\left(\mathbb{R}^{2}\right)$. Nevertheless, as a future research aspect, it is lucrative to numerically compute the frame bounds for several classes of two-dimensional functions, particularly the Gabor functions, so that general results can be made regarding tightness of the frame with an increase in the number of frequency, spatial, and orientation sampling steps. Based on the numerical outcomes, certain experimental results concerning the image representation and reconstruction processes can be executed. Moreover, in view of the fact that the two-dimensional Gabor functions play an important role in many computer vision applications and modelling biological vision, the study can further be extended in that direction.

Author Contributions: Conceptualization, F.A.S. and A.Y.T.; methodology, A.Y.T.; software, A.Y.T.; validation, H.M.S.; formal analysis, A.Y.T.; investigation, F.A.S.; and writing, F.A.S. and A.Y.T. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Stockwell, R.G.; Mansinha, L.; Lowe, R.P. Localization of the complex spectrum: The S-transform. IEEE Trans. Signal. Process. 1996, 44, 998-1001. [CrossRef]
2. Gabor, D. Theory of communications. J. Inst. Electr. Eng. 1946, 93, 429-457. [CrossRef]
3. Debnath, L.; Shah, F.A. Wavelet Transforms and Their Applications; Birkhäuser: New York, NY, USA, 2015.
4. Debnath, L.; Shah, F.A. Lecture Notes on Wavelet Transforms; Birkhäuser: Boston, MA, USA, 2017.
5. Shah, F.A.; Tantary, A.Y. Wavelet Transforms: Kith and Kin; Chapman and Hall/CRC: Boca Raton, FL, USA, 2022.
6. Stockwell, R.G. A basis for efficient representation of the S-transform. Digit. Signal Process. 2007, 17, 371-393. [CrossRef]
7. Du, J.; Wong, M.W.; Zhu, H. Continuous and discrete inversion formulas for the Stockwell transform. Integral Transform. Spec. Funct. 2007, 50, 537-543. [CrossRef]
8. Drabycz, S.; Stockwell, R.G.; Mitchell, J.R. Image texture characterization using the discrete orthonormal S-transform. J. Digit. Imaging 2009, 22, 696-708. [CrossRef] [PubMed]
9. Moukadem, A.; Bouguila, Z.; Abdeslam, D.O.; Dieterlen, A. A new optimized Stockwell transform applied on synthetic and real non-stationary signals. Digit. Signal Process. 2015, 46, 226-238. [CrossRef]
10. Shah, F.A.; Tantary, A.Y. Linear canonical Stockwell transform. J. Math. Anal. Appl. 2020, 484, 123673. [CrossRef]
11. Shah, F.A.; Tantary, A.Y. Non-isotropic angular Stockwell transform and the associated uncertainty principles. Appl. Anal. 2021, 100, 835-859. [CrossRef]
12. Soleimani, M.; Vahidi, A.; Vaseghi, B. Two-dimensional Stockwell transform and deep convolutional neural network for multiclass diagnosis of pathological brain. IEEE Tran. Neural Sys. Rehab. Engn. 2021, 29, 163-172. [CrossRef] [PubMed]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

