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#### Abstract

In this paper, the environmental uncertainties are taken into account when designing a robotic manipulator to balance the shaking force, shaking moment, and torque. The proposed robust balancing design approach does not consider the probability distributions of the uncertainties and is addressed without dependence on specific trajectories. This is expressed as a nonlinear constrained multiobjective optimization problem in which the nominal performance in the time-independent terms of the shaking force balancing, the shaking moment balancing, and the torque delivery, as well as their three sensitivities to uncertainties, are simultaneously optimized to provide a set of link shapes that match link mass distributions in a single stage. The proposal is applied to a three-degree-of-freedom serial-parallel manipulator, and the Non-Dominated Sorting Genetic Algorithm II (NSGA-II) is used to solve the associated problem. Comparative results with other design approaches reveal that the selected design achieves a suitable tradeoff in balancing the shaking force balancing, the shaking moment balancing, and the torque delivery and their sensitivities, leading to a reduction in their values and variations under mass changes in the manipulator end-effector with different operating conditions (tasks).
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## 1. Introduction

Robotic manipulators create forces and moments related to the change in position in the mass centers of its components when the application is performed. These generated forces and moments can yield undesired movements in the task (inaccuracies and vibrations), resulting in a loss of precision and the necessity of significant support to keep the manipulator fixed to the base. Furthermore, these cause deterioration in the robot (wear and fatigue), reducing the lifetime and leading to sudden failures, which result in pausing the production (a one-day halt due to failure may cost up to EUR 100,000 or 200,000 [1]). In addition, the equilibrium between these forces and moments may significantly influence energy consumption. Finally, all these issues restrict the manipulator's functionality in terms of speed, workspace, and application.

The energy exchange must be studied to obtain robotic manipulators (mechanisms) that perform the appropriate tasks with the minimum generation of undesired forces and moments. When the application speed is low, designers can only balance the gravitational
and elastic energies by performing a static balance (gravity compensation) [2,3] or reducing the shaking force balancing [4]. High-speed manipulators are more likely to exhibit undesirable disturbances due to shaking moments [5]. Dynamic balancing, or the balancing of forces and moments, is a way to reduce or eliminate the harmful effects of high-speed mechanisms. In mechanical engineering, balancing mechanisms constitute an important topic that focuses on reducing these forces.

From the studies of Berkof in 1968 [6-9], several researchers have proposed different approaches to balancing the shaking force and the shaking moment in mechanisms. The importance of studying equilibrium in such forces and moments (reactionless conditions) in the robotic field began with the work in [10]. The main objective of dynamic balancing is to promote a synergy in the shaking force balancing and the shaking moment balancing, thereby reducing, as much as possible, the dynamic reactions at the base of the manipulator (mechanism or machine) caused by the structure's motion [11,12]. The design tradeoff between shaking force balancing and shaking moment balancing is a challenging but important goal [13] since the first can affect the quality of the second and vice versa [14,15].

The dynamic balancing has been tackled by adding counter-mass systems to minimize the shaking force and including counter-rotating systems to reduce the shaking moment [5,9,16-23]. The counterweight systems can also include an equimomental system of point masses for creating a mass redistribution method [24,25]. These counterweight systems move the mass center of the whole system (robot). Similarly, auxiliary or duplicated mechanisms in a mirror manner have been added to the robot in order to perform dynamic balancing and thus counteract such forces and moments [13,26,27]. Other works also include a proper choice of trajectories for moment balancing with the use of an auxiliary mechanism to promote force balancing [28,29]. In [30], a pantograph mechanism is dynamically balanced in two sequential steps. First, the balancing conditions for keeping the linear momentum constant are found by using complementary components. Later, the force balancing conditions are determined by using Fisher's method. Similarly, in [26,31], dynamic balancing is given by using specific trajectories, passive joints, and Fisher's method. Other works include four-bar mechanisms in the development of the balancing of planar and spatial parallel robots [32-34]. Nevertheless, counterweight systems and auxiliary mechanisms add more mass to balance the mechanism. This results in a heavier mechanism that consumes more energy and incorporates more complexity into the kinematics and dynamics of the system (robot). Other alternative approaches have addressed the instantaneous balancing conditions for planar and spatial mechanisms by using the screw-theory-based methodology in the necessary instantaneous dynamic balancing conditions [23]. The use of higher-order derivatives of the balance conditions [35] is another approach that could result in easier and less expensive methods for the dynamic balancing of a small group of closed-loop linkages. Anther approach to fulfilling the necessary conditions for the complete shaking force and shaking moment is using the equivalence method [36], where complex planar mechanisms are transformed into simple equivalent links and cranks as the equivalence method [36]. On the other hand, fulfilling the dynamic balancing conditions assumes strict constraints on the dimensional parameters of linkages or sets very restrictive conditions that are sometimes difficult to achieve in practice.

On the other hand, optimization approaches have been incorporated in the balancing of mechanisms. In [37], both a counterweight system and a spring are simultaneously designed to minimize the reaction forces of a planar five-bar parallel robot subject to the static balancing conditions (equations that fulfill constant potential energy), and the limits in the design variable vector. Matlab's Sequential Quadratic Programming (SQP) is used to solve the problem. In this case, the minimization of the shaking force produces a lighter robot than those designed using only counterweight systems (without springs). However, this approach does not consider shaking moment conditions. A reactionless, two-degree-of-freedom, planar parallel mechanism is designed in [38] to reduce mass and inertia by optimizing a counter-mechanism to moment balance a force-balanced mechanism. The force balancing conditions and the dynamic balancing conditions are set as constraints.

The Lagrange multipliers are used to solve the optimization problem. In [39], the location and orientation of the task to be performed by an orthoglide parallel robot are optimized according to the shaking force changes, the shaking force maximum value, the maximum actuator torques, and the energy consumption subject to the geometric, kinematic, and dynamic constraints. A multiobjective optimization problem is proposed and solved by using the Multiobjective Genetic Algorithm (MOGA), where the obtained design solutions depend on the trajectory to be performed by the robot. In [40], a reduced number of equivalent dynamic parameters of a set of three point-masses dynamically equivalent to the dynamic parameters of rigid links of a mechanism are designed for balancing the shaking force and shaking moment subject to the limits of the equivalent dynamic parameters (equimomental system [41,42]). The approach is stated as a mono-objective optimization problem tackled as a weighted sum approach. The Genetic Algorithm (GA) of Matlab is used to solve it. As the solution to this problem does not provide the shape of the link, another optimization problem is proposed to match the optimal link mass distribution. For this purpose, the dynamic parameters of the link are obtained from a link shape parameterized through cubic B-splines. Then, the second optimization problem consists of finding the Cartesian coordinates of the links formed by B-spline curves that minimize the error of the link inertia subject to the fulfillment of the other link dynamic parameters (mass and Cartesian mass center position). Matlab's GA is also used to solve the second optimization problem. This two-stage optimization approach can lead to the degradation of the dynamic balancing due to the error detected between the link shape and the equivalent dynamic parameters. In [43], the forces, torques, and shaking moment sensitivity with respect to position, velocity, and acceleration changes are selected as a weighted performance function in the optimization problem. The constraints are related to the fulfillment of the shaking force balancing requirements. This approach is applied to a two-degree-of-freedom parallel manipulator to follow a cycloidal motion. The obtained design is achieved by SQP, concluding that the shaking moment sensitivities can also reduce the shaking moment. In [44], to fully balance the force of the mechanism while minimizing the shaking moment, the counterweight approach and the adjusting kinematic parameters $[45,46]$ are integrated to provide a unified strategy for partial moment balancing. This is applied to a spherical parallel robot. The AKP technique is used to change the length of the links with the CW method to discover the extra masses and their positions, to minimize the shaking moment while still meeting the requirements of force balancing. The problem is solved by using the SQP algorithm of Matlab. The main drawback of the approach is the requirement of some kinematic relations to fulfill the balancing conditions, which may be difficult to satisfy. In [47], the time-independent terms of the shaking moment and shaking force are simultaneously optimized by using a weighted sum approach to suggest a balancing design for various operating conditions (tasks). This results in a unified design approach for the mass distribution scheme and the link shape. Nevertheless, the a priori selected tradeoffs based on the objective performance weights require precise knowledge of the importance of each objective and a process called normalization to scale different orders of magnitude in the objectives. Unfortunately, these requirements are not easy to fulfill because, in the former case, a set of uniformly distributed weights does not result in a set of Pareto solutions that are also uniformly distributed, which makes it challenging to set weights in order to achieve a Pareto solution in a desired area of the objective space. Moreover, in the second case, the normalization must be performed by solving several single-objective optimization problems, one for each objective function. This is a very time-consuming task. In addition, the weighted sum approach has problems in non-convex Pareto fronts (it cannot find solutions in this type of front).

Through the reviewed literature, it is observed that both deterministic and stochastic algorithms have been used to explore the design space of the balancing problem. Within deterministic algorithms, gradient-based ones [48] might become stuck in local solutions, while convex optimization [49] requires extensive mathematical analysis to transform a multimodal optimization problem into a convex optimization one. In recent years,
evolutionary algorithms (a type of stochastic algorithm inspired by natural evolution) have been used to solve the balancing problem due to their insensitivity to the initial condition that tends to leave local regions, their practical implementation (simple and effective) in a variety of optimization problem domains, and their ability to combine different operators into the search. Algorithms based on Genetic Algorithm (GA) [40,50-52] and Differential Evolution (DE) [53] are the most commonly used in the reviewed literature.

### 1.1. Contributions

The approaches to dynamic balancing have been laid out for a specific kinematic structure or a family of mechanisms, where it may be challenging to identify design solutions to maintain balancing in a mechanism that has not been discussed in the literature. Moreover, the requirement of assumptions such as having a smaller design space in the optimization problem due to the requirement of certain operational conditions (trajectories), the inclusion of auxiliary devices (mechanisms, counterweights, or transmissions), and the setting of strict constraints on the link parameters could reduce the effectiveness of dynamic balancing, and the use of a constant load limit the search for potential design solutions. These issues restrict the benefits that may be achievable.

Recently, the need to provide a dynamic balancing solution for general-purpose applications in manipulators in a single design step has led to the search for other multitask dynamic balancing approaches that take into account the tradeoff between shaking force balancing and shaking moment balancing. Nevertheless, to the best of the authors' knowledge, this issue is only addressed in [47].

In addition to adopting a balancing approach for multipurpose applications as in [47], the varied load management in the robot's end-effector is a significant factor in manipulator tasks, which, to the authors' knowledge, is not addressed in the state-of-the-art. Clearly, managing different loads can deteriorate the balance of the shaking force, shaking moment, and torque delivery. In order to reduce the impacts of load fluctuations on the shaking force, shaking moment, and torque delivery, a robust balancing strategy for robotic manipulators is proposed in this paper. This is the first contribution of the paper.

The proposed robust balancing approach is based on optimization in which the shaking force balancing, shaking moment balancing, and torque delivery of the obtained design are as insensitive as possible to uncertainties in the environment (such as the load) and are also independent of the operating conditions (such as different tasks). This is formulated as a constrained multiobjective optimization problem in which the sensitivity of the timeindependent parameters of the shaking force, the shaking momentum, the torque, and their nominal values are all optimized at the same time to provide a set of design tradeoffs. One benefit of the proposal is that the optimization process does not need to know the uncertainty variations (the probability distributions of the variations). Instead, it only needs to know the nominal values of these variations. As a result, the obtained design solutions provide the most competitive performance function tradeoffs for various end-effector loads and trajectories. In this framework, it is also possible to find a set of Pareto solutions in a single algorithm execution, and the decision maker for a single tradeoff is chosen from the design solutions found.

The Non-Dominated Sorting Genetic Algorithm-II (NSGA-II) [54] is used to solve the constrained multiobjective optimization problem formulated in the proposal. The proposal's efficacy is applied to a three-degree-of-freedom planar manipulator where both the shape and the optimal mass distribution of links are designed to fulfill designs with less sensitivity in the shaking force, the shaking momentum, and the torque under load variations. Thus, the effectiveness of the proposal is empirically validated. This last result represents the last contribution of the work.

### 1.2. Paper Organization

The remainder of the paper is structured as follows: Section 2 states the robust balancing problem. The practical application (case study), its associated multiobjective opti-
mization problem, and the evolutionary optimization technique to solve it are presented in Section 3. The results and discussion are given in Section 4, and, finally, the conclusions are drawn in Section 5.

## 2. Design Approach Based on Multiobjective Optimization for Shaking Force, Shaking Moment, and Torque Robust Balancing

The proposed design approach consists of the robust balancing of the shaking force, the shaking moment, and the torque of robotic manipulators, assuming that there are uncertainties that are not modeled in the proposal. The proposed robust approach for balancing robotic manipulators is stated as a nonlinear constrained multiobjective optimization problem (NLC-MOP). The solutions provide a set of tradeoffs that perform different synergies among the design criteria and reduce their variations in the presence of uncertainties, i.e., the shaking force, the shaking moment, and the torque are as insensitive as possible to such changes.

The application of the robust balancing approach requires the following simplifying assumptions:
(1) The $i$-th objective function (design criterion) $J_{i} \forall i \in\left[1, n_{J}\right]$ must be of at least class $C^{1}(\mathrm{Y})$ for developing the design objective variations $\tilde{J}$.
(2) The nominal value of the uncertainty parameter is known, but its variations and bounds are not (probability distributions of the variations are not known).
(3) The design criteria related to the shaking force, the shaking moment, and the torque can be divided into time-dependent and time-independent terms.
In addition, the non-robust balancing approach given in [47] is considered to be generally stated as follows:

$$
\begin{align*}
& \min _{\mathbf{p} \in \mathbb{R}^{n_{p}}} J(\mathbf{p}, \mathbf{Y})  \tag{1}\\
& \quad J=\sum_{i=1}^{n_{J}} \mu_{i} J_{i}(\mathbf{p}, \mathbf{Y}) \tag{2}
\end{align*}
$$

subject to

$$
\begin{align*}
& g_{j}(\mathbf{p}) \leq 0, \quad j \in\left[1, n_{g}\right]  \tag{3}\\
& \mathbf{p}_{\min } \leq \mathbf{p} \leq \mathbf{p}_{\max } \tag{4}
\end{align*}
$$

The problem formulation (1)-(4) is related to a multiobjective optimization problem that has been transformed into a single-objective optimization one by using the weighted sum approach [55], where term $\mu_{i}$ represents the $i$-th design objective weight. It includes $n_{J}$ design criteria (each one in $J_{i}, i \in\left[1, \ldots, n_{J}\right]$ ) that are weighted in $J$ and $n_{g}$ inequality constraints (3) inherent to the balancing problem. The design criteria are related to the timeindependent terms of the shaking force, shaking moment, and torque to make the design not dependent on the operating conditions (performed trajectories) of the robot [47]. The design parameters allow the distribution of the link masses to fulfill the design objective and constraints. These parameters are related to the link shape and grouped in the vector $\mathbf{p} \in \mathbb{R}^{n_{p}}$ with the lower and upper limits $\mathbf{p}_{\text {min }}$ and $\mathbf{p}_{\text {max }}$, respectively. In contrast to [47], the formulation includes the uncertain parameter vector $\mathbf{Y}=\overline{\mathbf{Y}}+\boldsymbol{\epsilon} \in \mathbb{R}^{n_{Y}}$. The uncertain parameter $\mathbf{Y}$ differs from its nominal value $\overline{\mathbf{Y}}$ by $\boldsymbol{\epsilon}$ units and is associated with parameters that can change depending on the application. In the case reported in [47], the uncertain parameter vector is not considered (it does not appear in the optimization problem), and this vector is assumed to be at its nominal value, i.e., $\mathbf{Y}=\overline{\mathbf{Y}}$. Nonetheless, the uncertainties can deteriorate the optimal solution in the balancing problem such that the performance function can be negatively affected, or even the solution can leave the feasible region. For this reason, the formulation of a robust balancing approach is proposed in this work.

The robust balancing approach is formulated as a multiobjective optimization problem where the nominal design objectives and their variations with respect to unknown changes
$\epsilon$ are considered objective functions. The nominal objectives involve the terms $J_{i}$ in (2) associated with the design objectives of the non-robust balancing approach. In the proposed formulation, the uncertainties $\mathbf{Y}$ present a known nominal value $\overline{\mathbf{Y}}$ but their variations $\boldsymbol{\epsilon}$ are not known. The previous assumption is common in several applications. For example, considering friction as uncertainty, the friction of the robot joint can increase with the operating time and the environment, among others, and, for this case, the designer knows the initial joint friction (nominal value) and does not know the friction when time goes by (variation value). Thus, the design objective variations refer to the rate of change in the terms $J_{i}$ with respect to the uncertainty variations $\mathbf{Y}$ (which are assumed to be infinitesimal) considering the nominal value of uncertainties $\overline{\mathbf{Y}}$. The $i$-th design objective variation with respect to the $j$-th uncertainty (sensitivity) can be expressed as in (5).

$$
\begin{equation*}
\tilde{J}_{i, j}=\left.\frac{\partial J_{i}}{\partial \mathrm{Y}_{j}}\right|_{\mathrm{Y}_{j}=\bar{Y}_{j}} \tag{5}
\end{equation*}
$$

Therefore, the general formulation of the robust balancing approach is stated as the multiobjective optimization problem in (6)-(8). It consists of finding the set of link shapes grouped in the design variable vector $\mathbf{p}$ that satisfy different tradeoffs among the nominal design criteria related to the shaking force, shaking moment, and torque, as well as variations in these criteria subject to inherited constraints in the balancing problem.

$$
\begin{equation*}
\min _{\mathbf{p} \in \mathbb{R}^{n_{p}}} \mathbf{J}: \quad \min _{\mathbf{p} \in \mathbb{R}^{n_{p}}}\left[J_{1}, \ldots, J_{n_{J}}, \tilde{J}_{1,1}, \ldots, \tilde{J}_{n_{\tilde{f}}, n_{\mathrm{Y}}}\right] \tag{6}
\end{equation*}
$$

subject to

$$
\begin{align*}
& g_{j}(\mathbf{p}) \leq 0, j=1, \ldots, n_{g}  \tag{7}\\
& \mathbf{p}_{\min } \leq \mathbf{p} \leq \mathbf{p}_{\max } \tag{8}
\end{align*}
$$

It is important to point out in the proposal whether $\tilde{J}_{i, j}(5)$ is decreased, the changes in the design objectives $J_{i}$ due to variations in the uncertainties $\mathbf{Y}$ are reduced, and, then, the minimization of $\tilde{J}_{i, j}$ can provide solutions as insensible as possible to uncertainty variations in the design objectives $J_{i}$. Moreover, the minimization of the nominal design objectives $J_{i}$ can provide solutions with better performance. Then, when the robust balancing problem formulation is solved, the proposal can search for different solutions that fulfill different tradeoffs in minimizing the nominal performance functions and their variations due to the multiobjective nature of the problem formulation. Section 3 gives the details of the optimization problem for the robust balancing approach in a specific application.

## Multiobjective Optimization Algorithm

The Non-Dominated Sorting Genetic Algorithm II (NSGA-II) [54] is implemented to solve the robust balancing optimization problem (6)-(8). The NSGA-II is chosen because it can identify a better distribution of solutions and convergence around the true Pareto-optimal front in benchmark optimization problems. Furthermore, as mentioned in the Introduction, GA-based algorithms are more commonly utilized to solve balancing problems.

The pseudocode of the NSGA-II is shown in Algorithm 1. Considering constrained multiobjective optimization problems, the NSGA-II starts with a random parent population sorted based on the non-domination level (using constrained domination). Similar to the GA algorithm, it uses binary tournament selection, recombination, and mutation operators to create the offspring population from the parent population. Both populations are combined and sorted according to the non-domination level. The new parent population is formed by selecting the solutions from the best domination levels until this population is filled. The crowded-comparison operator (based on non-domination level and crowding distance) is used to prune the solutions in the last front of the combined population. The same procedure is done (recombination and mutation) in the new parent population, but
now the selection criterion in the binary tournament selection is based on the crowdedcomparison operator. This process is repeated until the desired generation is reached.

In the implementation, the simulated binary crossover (SBX) operator and polynomial mutation are used as in the original work [54]. Nevertheless, the technique to handle bound constraints in the generation of the offspring population is changed to the random bound constraint-handling method [56]. This method substitutes random values for variables outside the bounds.

```
Algorithm 1 Pseudocode of the NSGA-II.
    \(G \leftarrow 0\)
    Generate the initial population \(\mathcal{P}_{G=0} \leftarrow \operatorname{rand}_{i}\left[p_{i_{\min }}, p_{i_{\max }}\right] \forall i=1,2, \ldots, N P-1\) with
    \(N P-1\) chromosomes.
    Obtain the last chromosome (chromosome \(N P\) ) of the initial population using a promis-
    ing solution (elite solution).
    Evaluate the performance function vector \(\mathbf{J}\left(\mathbf{p}^{i}\right) \forall i=1,2, \ldots, N P\) for the population
    \(\mathcal{P}_{G=0}\).
    Evaluate the constraints \(g_{j}\left(\mathbf{p}^{i}\right) \forall j=1, \ldots, n_{g} \wedge \forall i=1,2, \ldots, N P\). Sum the normalized
    violated constraints \(\Phi^{i}\), i.e., \(\Phi^{i}=\sum_{j} \frac{\max \left(0, g_{j}\left(\mathbf{p}^{i}\right)\right)}{\max \left(g_{j}^{i}\left(\mathbf{p}^{i}\right), \cdots, g_{j}^{N} P\left(\mathbf{p}^{i}\right)\right)}\).
    6: Set the constrained domination, the non-dominance level, and the crowding distance
    in the parent population \(\mathcal{P}_{G=0}\).
    while \(G<G_{\max }\) do
        for \(i=1\) to \(N P\) do
            Select two parents \(\mathbf{p}_{a}\) and \(\mathbf{p}_{b}\) from \(\mathcal{P}_{G}\) by binary tournament for each of them. The
            selected criterion in the tournament is based on the rank and crowding distance
            (crowded-comparison operator).
            Generate two children's chromosomes \(\mathbf{c}_{a}\) and \(\mathbf{c}_{b}\) through SBX (see Algorithm 2).
            Generate two mutant chromosomes \(\mathbf{v}_{a}\) and \(\mathbf{v}_{b}\) through polynomial mutation (see
            Algorithm 3).
            Apply random technique in the bound constraint-handling method for the mutant
            chromosomes \(\mathbf{v}_{a}\) and \(\mathbf{v}_{b}\) and store them in \(\mathcal{V}_{G}\).
        end for
        Evaluate the performance function vector \(\mathbf{J}(\mathbf{v})\) of the child population, i.e., \(\mathbf{v} \in \mathcal{V}_{G}\).
        Evaluate the constraints \(g_{j}(\mathbf{v}) \forall \mathbf{v} \in \mathcal{V}_{G} \wedge \forall j=1, \ldots, n_{g}\). Sum the normalized
        violated constraints \(\Phi_{v}^{i}\).
        Set the constrained domination, the non-dominance level, and the crowding distance
        for the combined population of the parent population \(\mathcal{P}_{G}\) and the child population
        \(\mathcal{V}_{G}\).
        Select the chromosomes in the combined population that pass to the next population
        \(\mathcal{P}_{G+1}\) based on the crowded-comparison operator, i.e., based on the non-domination
        level (the minimum is better) and at the same time based on the crowding distance
        (the larger distance is preferred).
        \(G \leftarrow G+1\)
    end while
```

```
Algorithm 2 Simulated Binary Crossover (SBX).
    function \(\operatorname{SBX}\left(\mathbf{p}_{a}, \mathbf{p}_{b}\right)\)
    if \(\operatorname{rand}[0,1] \leq p_{c}\) then
        for \(i=1\) to D do
            if \(\operatorname{rand}[0,1] \leq 0.5\) then
            if \(\left|p_{a}^{i}-p_{b}^{i}\right|>\varepsilon\) then
                    \(y_{1}=\min \left(\mathbf{p}_{a}^{i}, \mathbf{p}_{b}^{i}\right)\)
                    \(y_{2}=\max \left(\mathbf{p}_{a}^{i}, \mathbf{p}_{b}^{i}\right)\)
                    \(u=\operatorname{rand}[0,1]\)
                    Compute \(\beta_{1}\) and \(\beta_{2}\) :
                    \(\beta_{1}=1+2 \frac{y_{1}-y_{l}}{y_{2}-y_{1}}\)
                    \(\beta_{2}=1+2 \frac{y_{u}-y_{2}}{y_{2}-y_{1}}\)
                    Compute \(\alpha_{1}\) and \(\alpha_{2}\) :
                    \(\alpha_{j}=2-\beta_{j}^{-\left(\eta_{c}+1\right)} \forall j=1,2\)
                    Compute \(\beta_{q}^{1}\) and \(\beta_{q}^{2}\) :
                    \(\beta_{q}^{j}= \begin{cases}\left(u \alpha_{j}\right)^{\frac{1}{\eta_{c}+1}} & \text { If } u \leq \frac{1}{\alpha_{j}} \\ \left(\frac{1}{2-u \alpha_{j}}\right)^{\frac{1}{\eta_{c}+1}} & \text { Otherwise }\end{cases}\)
                    Generate the genes \(c_{1}\) and \(c_{2}\) :
                    \(c_{1}=0.5\left(y_{1}+y_{2}-\beta_{q}^{1}\left(y_{2}-y_{1}\right)\right)\)
                    \(c_{2}=0.5\left(y_{1}+y_{2}+\beta_{q}^{2}\left(y_{2}-y_{1}\right)\right)\)
                    Store \(c_{1}\) and \(c_{2}\) in \(c_{a}^{i}\) and \(c_{b}^{i}\), respectively.
                else
                    Store \(p_{a}^{i}\) and \(p_{b}^{i}\) in \(c_{a}^{i}\) and \(c_{b}^{i}\), respectively.
                end if
            else
                Store \(p_{a}^{i}\) and \(p_{b}^{i}\) in \(c_{a}^{i}\) and \(c_{b}^{i}\), respectively.
            end if
        end for
    else
        Set \(\mathbf{c}_{a}=\mathbf{p}_{a}\) and \(\mathbf{c}_{b}=\mathbf{p}_{b}\).
    end if
    return \(\mathbf{c}_{a}\) and \(\mathbf{c}_{b}\)
    endfunction
```

On the other hand, the search space for the robust balancing problem is complicated because there are many design variables, many constraints, and many performance functions that need to be optimized. Thus, an elite solution (promising solution) is added to the random parent population to be used in the search for exploration and exploitation in the elite region. Furthermore, the entire region is explored and exploited, as described in the original work. The method of obtaining this elite solution and its parameters are detailed in Section 4.1.1.

With the aforementioned changes, the NSGA-II is used to find solutions to the robust balancing problem.

```
Algorithm 3 Polynomial mutation.
    function Polynomial mutation(c)
    for \(i=1\) to \(D\) do
        if \(\operatorname{rand}[0,1] \leq p_{m}\) then
            \(y=c_{i}\)
            Determine \(\Delta_{1}\) and \(\Delta_{2}\) :
            \(\Delta_{1}=\frac{y-y_{l}}{y_{u}-y_{l}}\)
            \(\Delta_{2}=\frac{y_{u}-y}{y_{u}-y_{l}}\)
            \(u=\operatorname{rand}[0,1]\)
            Determine \(\Delta_{q}\) :
            \(\Delta_{q}^{j}= \begin{cases}\left(2 u+(1-2 u)\left(1-\Delta_{1}\right)^{\eta_{m}+1}\right)^{\frac{1}{\eta_{m}+1}}-1 & \text { If } u \leq 0.5 \\ 1-\left(2(1-u)+2(u-0.5)\left(1-\Delta_{2}\right)^{\eta_{m}+1}\right)^{\frac{1}{\eta_{m}+1}} & \text { Otherwise }\end{cases}\)
            Set \(v_{i}\) :
            \(v_{i}=y+\Delta_{q}\left(y_{u}-y_{l}\right)\)
        else
            \(v_{i}=c_{i}\)
        end if
    end for
    return \(v\)
```


## 3. Application

The proposed robust balancing problem is applied to a hybrid serial-parallel robotic manipulator. In the proposed approach, the dynamic balancing conditions, the torque, and their variations are simultaneously considered to provide a suitable mass distribution of the manipulator links that keeps robust solutions. In what follows, the robotic manipulator, as well as the terms associated with the optimization problem (6)-(8) of the proposal, are presented.

### 3.1. Robot Description

The schematic diagram of the considered robotic manipulator is shown in Figure 1. This robot presents a hybrid architecture based on a parallel and serial structure with three degrees of freedom $(n=3$ d.o.f) in the joint space. It develops the task in the plane $X-Y$ considering the Cartesian position $\left(x_{e}, y_{e}\right)$ and orientation $\phi_{e}$ of the end-effector. The angular position and velocity of links are expressed as $\mathbf{q}=\left[q_{1}, q_{2}, q_{3}\right]^{T}$ and $\dot{\mathbf{q}}=\left[\dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}\right]^{T}$, respectively; the input torque vector is given by $\tau=\left[\tau_{1}, \tau_{2}, \tau_{3}\right]^{T}$ and the gravity acceleration is set as $g$.


Figure 1. Schematic diagram of the robotic manipulator.

### 3.2. Design Variables

Before setting the design variables, it is important to note that each link $Q_{i}, i=1, \ldots, 5$ has its own coordinate system $\left[x_{i}, y_{i}\right]$ to describe the position of the link mass center at the origin of such a system, through the polar coordinates $\left[l_{c_{i}}, \gamma_{i}\right]$ (see Figure 1). Given the polar coordinates above, the Cartesian coordinates of each link can be calculated as $l_{c_{i x}}=l_{c_{i}} \cos \left(\gamma_{i}\right)$ and $l_{c_{i y}}=l_{c_{i}} \sin \left(\gamma_{i}\right)$. On the contrary, given the Cartesian coordinates of the link, the polar ones result in $l_{c_{i}}=\sqrt{l_{c_{i x}}^{2}+l_{c_{i y}}^{2}}$ and $\gamma_{i}=\operatorname{atan} 2\left(l_{c_{i y}}, l_{c_{i x}}\right)$.

Moreover, for each link, there is information about the inertia tensor $I_{i}$, the mass $m_{i}$, and the link lengths $a_{i}$. The actuator of the fifth link $Q_{5}$ with mass $\hat{m}_{3}$ is located at the coordinate $\left(x_{\hat{m}_{3}}, y_{\hat{m}_{3}}\right)$ from the coordinate system $x_{4}-y_{4}$ (link $Q_{4}$ ) with a 1:1 pulley and belt transmission. In general, the actuator has a relatively high weight. Unlike when the actuator of the fifth link $Q_{5}$ is placed in a specific location, the mass distribution of the robot can be more precisely configured by moving the actuator's weight to different locations.

The design parameters to fulfill the design objectives in the proposal are the link mass distribution considering constant link lengths. Each link mass distribution is modified according to the independent geometric variables of octagonal link shapes ( $b_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}$, $\left.h_{i}, n_{i}, j_{i}, k_{i}\right)$. In the case of the link $Q_{4}$, the position $\left(x_{\hat{m}_{3}}, y_{\hat{w}_{3}}\right)$ of the motor that provides the movement in the link $Q_{5}$ is also adjusted as observed in Figure 2 because it can influence its mass distribution. Then, the design variable vector $\mathbf{p} \in \mathbb{R}^{52}$ can be grouped and presented in (9).

$$
\begin{equation*}
\mathbf{p}=\left[b_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}, h_{i}, n_{i}, j_{i}, k_{i}, x_{\hat{m}_{3}}, y_{\hat{m}_{3}}\right] \in \mathbb{R}^{52} \tag{9}
\end{equation*}
$$



Figure 2. Design variables of the $i$-th link. The distance $a_{2}^{\prime i}$ of the fourth link $Q_{4}(i=4)$ is set as a fixed length $a_{2}^{\prime i}=a_{2}$ and the cylinder (hole) $L_{4}$ is included. For the rest of the links $(\forall i \neq 4)$, the fixed length $a_{2}^{\prime i}=0$, the cylinder $L_{i}$, and the actuator placed in ( $x_{\hat{m}_{3}}, y_{\hat{m}_{3}}$ ) are removed (the length, the hole, and the actuator are not considered).

The octagonal link shape is a proposal given in [47] to promote different configurations of the link to change its mass, inertia, and mass center length, i.e., with different values of its independent geometric variables, the links can form rectangular, trapezoidal, hexagonal, octagonal prisms, or irregular forms. The main advantage is that the increment in the link mass and system complexity in the mass redistribution by using the link shape is less likely as in the case of the counterweight approach [25], because it is necessary to add counterweight systems to fulfill a specific mass redistribution in a given link. Meanwhile, the links are designed from scratch using the link shape for mass redistribution.

The relationships between the mass $m_{i}$, the inertia $I_{z z i}$, and the mass center length $\left(l_{c_{i x}}, l_{c_{i y}}\right)$ of the robot links with respect to the design variable vector $\mathbf{p}$ are then depicted next [47].

Considering that the mass, the mass center position, and the inertia of the $i$-th link can be formed from simple geometries, $\Omega_{i}=\left\{A_{i}, B_{i}, C_{i}, D_{i}, E_{i}, F_{i}, G_{i}, H_{i}, N_{i}\right\}$ (see Figure 2). The mass, the mass center position, and the inertia of the $i$-th link can be expressed as a function of $\mathbf{p}$ as expressed in (10)-(13).

$$
\begin{align*}
m_{i} & =\sum_{\Omega_{i}} m_{\Omega_{i}}  \tag{10}\\
l_{c_{i x}} & =\frac{1}{m_{i}} \sum_{\Omega_{i}} l_{c_{x \Omega_{i}}} m_{\Omega_{i}}  \tag{11}\\
l_{c_{i y}} & =\frac{1}{m_{i}} \sum_{\Omega_{i}} l_{c_{y \Omega_{i}}} m_{\Omega_{i}}  \tag{12}\\
I_{z z i} & =\sum_{\Omega_{i}}\left(I_{\Omega_{i}}+m_{\Omega_{i}}\left(\left(l_{c_{x \Omega_{i}}}-l_{c_{i x}}\right)^{2}+\left(l_{c_{y \Omega_{i}}}-l_{c_{i y}}\right)^{2}\right)\right) \tag{13}
\end{align*}
$$

In addition, each simple geometry in $\Omega_{i}$ has a mass $m_{\Omega_{i}}$, a mass center length expressed in Cartesian coordinates $\left(l_{c_{x \Omega_{i}}}, l_{c_{y \Omega_{i}}}\right)$ (with respect to the coordinate system $x_{i}-y_{i}$ ), and an inertia moment $I_{\Omega_{i}}$ in the $z$ axis, and these are expressed in Appendix A.

### 3.3. Nominal Performance Function

In this section, the performance functions related to the shaking force, shaking moment, and torque are detailed. In all design objectives, the time-dependent terms are removed to promote design objectives free of specific applications.

### 3.3.1. Shaking Force

The robotic manipulator's total mass center vector $\mathbf{r}_{c_{T}}$ multiplied by the manipulator total mass $m_{T}$ can be expressed as in (14), where $m_{i}$ and $\mathbf{r}_{c_{i}}$ are the mass and mass center position of the $i$-th link, respectively.

$$
\begin{equation*}
m_{T} \mathbf{r}_{c_{T}}=\sum_{i=1}^{5} m_{i} \mathbf{r}_{c_{i}} \tag{14}
\end{equation*}
$$

Then, the shaking force vector $\mathbf{F}_{S h}$ (15) can be formulated using the second derivative of (14), where $\ddot{\mathbf{r}}_{c_{i}}$ and $\ddot{\mathbf{r}}_{c_{T}}$ are the linear acceleration of the $i$-th link mass center and the total mass center vector, respectively.

$$
\begin{align*}
\mathbf{F}_{S h} & =\sum_{i=1}^{5} m_{i} \ddot{\mathbf{r}}_{c_{i}} \\
& =m_{T} \ddot{\mathbf{r}}_{c_{T}} \tag{15}
\end{align*}
$$

When the Global Center of Mass (G.C.M.) of a robot remains constant regardless of the motion of the manipulator, the total force applied by the robot to the fixed base remains constant as well [57]. In this case, the forces acting on the manipulator frames should ideally add up to zero, and the shaking (force) balancing condition is satisfied [7].

By using complex numbers and the Euler identity to represent a two-dimensional vector to a complex number, and separating the time-dependent vector $\boldsymbol{\Gamma}(\mathbf{q})=\left[e^{j q_{1}}, e^{j q_{2}}, e^{j q_{2} q_{3}}\right]^{T}$ related to the generalized coordinates $\mathbf{q}(t)$, the mass Equation (14) results in (16) [47].

$$
\begin{equation*}
m_{T} \mathbf{r}_{c_{T}}=\left[\Phi_{11}+\hat{j} \Phi_{21}, \Phi_{12}+\hat{j} \Phi_{22}, \Phi_{13}+\hat{j} \Phi_{23}\right] \Gamma(\mathbf{q}) \tag{16}
\end{equation*}
$$

Using (16), the shaking force vector (15) can also be formulated as in (17).

$$
\begin{align*}
& \mathbf{F}_{S h}=m_{T} \ddot{\mathbf{r}}_{c_{T}} \\
& \mathbf{F}_{S h}=\left[\Phi_{11}+\hat{j} \Phi_{21}, \Phi_{12}+\hat{j} \Phi_{22}, \Phi_{13}+\hat{j} \Phi_{23}\right] \frac{d^{2} \boldsymbol{\Gamma}(\mathbf{q})}{d t^{2}} \tag{17}
\end{align*}
$$

Let us consider that the real and imaginary part of the time-independent complex number in (16) is grouped in the matrix $\boldsymbol{\Phi}=\left[\Phi_{i, k}\right] \in \mathbb{R}^{2 \times 3}$ where $\Phi_{11}=m_{1} l_{c_{1}} \cos \gamma_{1}+m_{3} l_{c_{3}} \cos \gamma_{3}+$ $m_{4} a_{1}+m_{5} a_{1}, \Phi_{12}=m_{2} l_{c_{2}} \cos \gamma_{2}+m_{3} a_{2}-m_{4} l_{c_{4}} \cos \gamma_{4}-a_{4} m_{5}, \Phi_{13}=-m_{5} l_{c_{5}} \cos \gamma_{5}, \Phi_{21}=$ $m_{1} l_{c_{1}} \sin \gamma_{1}+m_{3} l_{c_{3}} \sin \gamma_{3}, \Phi_{22}=m_{2} l_{c_{2}} \sin \gamma_{2}-m_{4} l_{c_{4}} \sin \gamma_{4}$ and $\Phi_{23}=-m_{5} l_{c_{5}} \sin \gamma_{5}$. The Frobenius norm of the matrix $\boldsymbol{\Phi}$ (18) is chosen as the design objective $J_{1}$ to reduce the timeindependent terms of the shaking force balancing (17). Minimizing this objective function will reduce the shaking force balancing.

It is important to note that the objective function (18) represents the square of the terms $\Phi_{i, k}$ and it does not depend on a specific application (i.e., it does not depend on $\mathbf{q}(t)$, $\dot{\mathbf{q}}(t)$ and $\ddot{\mathbf{q}}(t)$ ).

$$
\begin{align*}
J_{1} & =\|\bar{\Phi}\|_{F}^{2} \\
& =\sum_{i=1}^{2} \sum_{j=1}^{3}\left(\bar{\Phi}_{i, j}\right)^{2} \tag{18}
\end{align*}
$$

### 3.3.2. Shaking Moment

According to [47], let us consider that the angular momentum $H_{z} \in \mathbb{R}$ (19) in the $z$ axis can be expressed in the time-independent and time-dependent vectors named as $\Delta=\left[\Delta_{l}\right] \in \mathbb{R}^{9}$ and $\bar{\Delta}(\mathbf{q}, \dot{\mathbf{q}})=\left[\bar{\Delta}_{l}\right] \in \mathbb{R}^{9}$, respectively.

$$
\begin{align*}
& H_{z}=\sum_{i=1}^{5} \hat{\mathbf{z}}^{T}\left(m_{i}\left(\mathbf{r}_{c_{i}} \times \dot{\mathbf{r}}_{c_{i}}\right)+\mathbf{I}_{i}{ }^{i} \mathbf{w}_{i}\right) \\
& H_{z}=\Delta^{T} \bar{\Delta}(\mathbf{q}, \dot{\mathbf{q}}) \tag{19}
\end{align*}
$$

where $\dot{\mathbf{r}}_{c_{i}},{ }^{i} \mathbf{w}_{i}, \mathbf{I}_{i}$ represent the mass center velocity vector, the angular velocity vector, and the inertia tensor of the $i$-th link. $\hat{\mathbf{z}}=[0,0,1]^{T}$ is a unit vector in the $z$ direction. The terms of the vectors $\Delta$ and $\bar{\Delta}$ are $\Delta_{1}=m_{1} l_{c_{x}}^{2}+m_{1} l_{c_{y}}^{2}+I_{z_{1}}+I_{z_{3}}+m_{3} l_{c_{3 x}}^{2}+m_{3} l_{c_{3 y}}^{2}+a_{1}^{2} m_{4}+a_{1}^{2} m_{5}$, $\Delta_{2}=m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}+I_{z_{2}}+a_{2}^{2} m_{3}+I_{z_{4}}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+I_{z_{5}}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+a_{4}^{2} m_{5}$, $\Delta_{3}=I_{z_{5}}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}, \Delta_{4}=a_{2} m_{3} l_{c_{3 x}}-a_{1} m_{4} l_{c_{4 x}}-a_{1} a_{4} m_{5}, \Delta_{5}=-a_{2} m_{3} l_{c_{3 y}}-a_{1} m_{4} l_{c_{4 y}}$, $\Delta_{6}=a_{4} m_{5} l_{c_{5 x}}, \Delta_{7}=-a_{4} m_{5} l_{c_{5 y}}, \Delta_{8}=-a_{1} m_{5} l_{c_{5 x}}, \Delta_{9}=a_{1} m_{5} l_{c_{5 y}}, \bar{\Delta}_{1}=\dot{q}_{1}, \bar{\Delta}_{2}=\dot{q}_{2}$, $\bar{\Delta}_{3}=\dot{q}_{3}, \bar{\Delta}_{4}=\left(\dot{q}_{1}+\dot{q}_{2}\right) \cos \left(q_{1}-q_{2}\right), \bar{\Delta}_{5}=\left(\dot{q}_{1}+\dot{q}_{2}\right) \sin \left(q_{1}-q_{2}\right), \bar{\Delta}_{6}=\left(2 \dot{q}_{2}+\dot{q}_{3}\right) \cos q_{3}$, $\bar{\Delta}_{7}=\left(2 \dot{q}_{2}+\dot{q}_{3}\right) \sin q_{3}, \bar{\Delta}_{8}=\left(\dot{q}_{1}+\dot{q}_{2}+\dot{q}_{3}\right) \cos \left(q_{2}-q_{1}+q_{3}\right)$, and $\bar{\Delta}_{9}=\left(\dot{q}_{1}+\dot{q}_{2}+\dot{q}_{3}\right)$ $\sin \left(q_{2}-q_{1}+q_{3}\right)$.

Assuming that the mass, mass center length, inertia, and length of links do not vary with respect to time, the shaking moment $M_{S h_{z}}$ in the $z$ axis is expressed in (20).

$$
\begin{equation*}
M_{S h_{z}}=\Delta^{T} \frac{d \bar{\Delta}(\mathbf{q}, \dot{\mathbf{q}})}{d t} \tag{20}
\end{equation*}
$$

Then, the second objective function is related to the Euclidean norm of $\Delta(21)$, i.e., the time-independent terms of the shaking moment (20). By minimizing such an objective, the shaking moment is reduced in spite of different robotic tasks (i.e., it does not depend on $\mathbf{q}(t), \dot{\mathbf{q}}(t)$, and $\ddot{\mathbf{q}}(t))$.

$$
\begin{align*}
J_{2} & =\|\boldsymbol{\Delta}\|^{2} \\
& =\sum_{i=1}^{9} \Delta_{i}^{2} \tag{21}
\end{align*}
$$

### 3.3.3. Torque Delivery

Since the joint actuator provides the applied torque to fulfill the task, i.e., the motor torque $\tau_{C}$ must compensate the load $\tau_{L}$ (due to the manipulator dynamics with its endeffector load) for governing it ( $\boldsymbol{\tau}_{C}=\tau_{L}$ ), minimizing the manipulator load can reduce the applied torque and thus the energy consumption.

Then, the closed-form dynamic model derived from the Lagrange equations [58] is (22), where $\mathbf{M}(\mathbf{q})=\left[M_{i, j}\right] \in \mathbb{R}^{n \times n}$ is the symmetric and positive, definite inertia matrix; $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})=\left[C_{i, j}\right] \in \mathbb{R}^{n \times n}$ is a matrix that relates the centrifugal and Coriolis forces when multiplied by the angular velocity $\dot{\mathbf{q}}$, and $\mathbf{G}(\mathbf{q})=\left[G_{j}\right] \in \mathbb{R}^{n}$ is the vector of gravity. Appendix B provides information about the terms included in the matrices and vectors of the dynamic model.

$$
\begin{equation*}
\boldsymbol{\tau}(t)=\mathbf{M}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) \dot{\mathbf{q}}+\mathbf{G}(\mathbf{q}) \tag{22}
\end{equation*}
$$

Considering that the robot dynamics (22) are linear in the inertia parameters [58], the robotic dynamics can be expressed as the product of a time-dependent matrix (referred to as the regressor), and a vector called the inertia parameters (constant vector). With the linearity property in the inertia parameters of the robotic manipulator dynamics, there can also exist matrices $\Delta_{i_{q}}(\mathbf{q}) \in \mathbb{R}^{\hat{k}_{i} \times n}$ and $\boldsymbol{\Delta}_{j_{q}}(\mathbf{q}, \dot{\mathbf{q}}) \in \mathbb{R}^{\hat{k}_{j} \times n} \forall i \in\{M, G\} \wedge j \in\{C\}$, which contain the time-dependent terms (the state vector), and also a matrix $\Delta_{i} \in \mathbb{R}^{n \times \hat{k}_{i}}$ that contains the inertia parameters of the robot. In these matrices, $\hat{k}_{i}$ and $\hat{k}_{j}$ represent the number of columns or rows in such matrices. For instance, the matrix $\Delta_{i_{q}}(\mathbf{q}) \in \mathbb{R}^{\hat{k}_{i} \times n}$ when $i=M$ results in $\Delta_{M_{q}}(\mathbf{q}) \in \mathbb{R}^{\hat{k}_{M} \times n}$.

Hence, it is possible to rewrite the matrices $\mathbf{M}(\mathbf{q})$ and $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ and the vector $\mathbf{G}(\mathbf{q})$ as in (23), (24), and (25), respectively. See Appendix $C$ for the details of these matrices.

$$
\begin{align*}
\mathbf{M}(\mathbf{q}) & =\Delta_{M} \Delta_{M_{q}}(\mathbf{q})  \tag{23}\\
\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) & =\Delta_{C} \quad \Delta_{C_{q}}(\mathbf{q}, \dot{\mathbf{q}})  \tag{24}\\
\mathbf{G}(\mathbf{q}) & =\Delta_{G} \quad \Delta_{G_{q}}(\mathbf{q}) \tag{25}
\end{align*}
$$

The squares of the Frobenius norms of the matrices $\Delta_{M} \in \mathbb{R}^{3 \times 15}, \Delta_{C} \in \mathbb{R}^{3 \times 16}$, and $\Delta_{G} \in \mathbb{R}^{3 \times 6}$ are proposed as the other design objective $J_{3}(26)$. The minimization of such time-independent terms (design objective) can reduce the applied torque (22) exerted by the robotic manipulator without a dependency on a specific robotic application, i.e, without relying on the generalized coordinates $\mathbf{q}$, velocities $\dot{\mathbf{q}}$, and accelerations $\ddot{\mathbf{q}}$.

$$
\begin{align*}
J_{3} & =\left\|\boldsymbol{\Delta}_{M}\right\|_{F}+\left\|\boldsymbol{\Delta}_{C}\right\|_{F}+\left\|\boldsymbol{\Delta}_{G}\right\|_{F} \\
& =\sum_{i=1}^{3} \sum_{j=1}^{15}\left(\boldsymbol{\Delta}_{M_{i, j}}\right)^{2}+\sum_{i=1}^{3} \sum_{j=1}^{16}\left(\boldsymbol{\Delta}_{C_{i, j}}\right)^{2}+\sum_{i=1}^{3} \sum_{j=1}^{6}\left(\boldsymbol{\Delta}_{G_{i, j}}\right)^{2} \tag{26}
\end{align*}
$$

### 3.4. Variations in the Performance Function (Sensitivities)

This section explains the performance function related to the decrement in the variation in the nominal objective function with respect to uncertainties. As commented previously, these objectives are expressed without dependence on time to promote design objectives free of specific applications.

In this case, the end-effector load applied in the Cartesian coordinate ( $x_{e}, y_{e}$ ) of the fifth link (see Figure 1) is considered as the parameter that changes in different applications of the robot manipulator. Then, the mass of the fifth link is chosen as the uncertain parameter ( $\mathrm{Y}=m_{5}$ ) due to the changes in the end-effector load directly modifying the corresponding link's mass distribution.

It is important to note that the first through third objective functions (18), (21), and (26) depend on $m_{5}, l_{c_{5 x}}, l_{c_{5 y}}, I_{z z 5}$, i.e., these are composite functions $J_{i}=f_{i}\left(m_{5}, l_{c_{5 x}}, l_{c_{5 y}}, I_{z z 5}\right) \forall$ $i=1,2,3$. Their variations $\Lambda J_{i}$ are computed by differentiating composite functions.

### 3.4.1. Shaking Force Variation

The variation in the Time-Independent Terms of the Shaking Force Balancing (TITShFB) (18) with respect to the fifth mass $m_{5}$ is named $\Lambda J_{1}$. The square of $\Lambda J_{1}$ (27) is selected as another objective function to be minimized. Minimizing this objective function will promote robust solutions for the TITShFB and, therefore, it reduces the shaking force balancing variations.

$$
\begin{equation*}
J_{4}=\left(\Lambda J_{1}\right)^{2} \tag{27}
\end{equation*}
$$

The term $\Lambda J_{1}$ can be obtained as in (28).

$$
\begin{equation*}
\Lambda J_{1}=\frac{\partial J_{1}}{\partial m_{5}}+\frac{\partial J_{1}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}}+\frac{\partial J_{1}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{1}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{1}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}} \tag{28}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{\partial J_{1}}{\partial m_{5}} & =\frac{\partial \bar{\Phi}_{11}^{2}}{\partial m_{5}}+\frac{\partial \bar{\Phi}_{12}^{2}}{\partial m_{5}}+\frac{\partial \bar{\Phi}_{13}^{2}}{\partial m_{5}}+\frac{\partial \bar{\Phi}_{21}^{2}}{\partial m_{5}}+\frac{\partial \bar{\Phi}_{22}^{2}}{\partial m_{5}}+\frac{\partial \bar{\Phi}_{23}^{2}}{\partial m_{5}} \\
& =2 m_{5} l_{c_{5 x}}^{2}+2 m_{5} l_{c_{5 y}}^{2}+2 a_{1}\left(a_{1} m_{4}+a_{1} m_{5}+l_{c_{1 x}} m_{1}+l_{c_{3 x}} m_{3}\right) \\
& -2 a_{4}\left(a_{2} m_{3}-a_{4} m_{5}+l_{c_{2 x}} m_{2}-l_{c_{4 x}} m_{4}\right)  \tag{29}\\
\frac{\partial J_{1}}{\partial l_{c 5 x}} & =\frac{\partial \bar{\Phi}_{11}^{2}}{\partial l_{c 5 x}}+\frac{\partial \bar{\Phi}_{12}^{2}}{\partial l_{c 5 x}}+\frac{\partial \bar{\Phi}_{13}^{2}}{\partial l_{c 5 x}}+\frac{\partial \bar{\Phi}_{21}^{2}}{\partial l_{c 5 x}}+\frac{\partial \bar{\Phi}_{22}^{2}}{\partial l_{c 5 x}}+\frac{\partial \bar{\Phi}_{23}^{2}}{\partial l_{c 5 x}} \\
& =2 l_{c 5 x} m_{5}^{2}  \tag{30}\\
\frac{\partial J_{1}}{\partial l_{c 5 y}} & =\frac{\partial \bar{\Phi}_{11}^{2}}{\partial l_{c 5 y}}+\frac{\partial \bar{\Phi}_{12}^{2}}{\partial l_{c 5 y}}+\frac{\partial \bar{\Phi}_{21}^{2}}{\partial l_{c 5 y}}+\frac{\partial \bar{\Phi}_{22}^{2}}{\partial l_{c 5 y}}+\frac{\partial \bar{\Phi}_{31}^{2}}{\partial l_{c 5 y}}+\frac{\partial \bar{\Phi}_{32}^{2}}{\partial l_{c 5 y}} \\
& =2 l_{c 5 y} m_{5}^{2}  \tag{31}\\
\frac{\partial J_{1}}{\partial I_{z z 5}} & =\frac{\partial \bar{\Phi}_{11}^{2}}{\partial I_{z z 5}}+\frac{\partial \bar{\Phi}_{12}^{2}}{\partial I_{z z 5}}+\frac{\partial \bar{\Phi}_{13}^{2}}{\partial I_{z z 5}}+\frac{\partial \bar{\Phi}_{21}^{2}}{\partial I_{z z 5}}+\frac{\partial \bar{\Phi}_{22}^{2}}{\partial I_{z z 5}}+\frac{\partial \bar{\Phi}_{23}^{2}}{\partial I_{z z 5}} \\
& =0 \tag{32}
\end{align*}
$$

The rest of the terms in (28) are obtained by deriving (11)-(13), and this results in

$$
\begin{align*}
\frac{\partial I_{z z 5}}{\partial l_{55 y}} & =m_{B_{5}}\left(2 l_{B x}-2 l_{C_{5 x}}\right)-m_{A_{5}}\left(2 l_{A x}-2 l_{C_{5 x}}\right)+m_{C_{5}}\left(2 l_{C_{x}}-2 l_{C_{5 x}}\right) \\
& -m_{D_{5}}\left(2 l_{D x}-2 l_{C_{5 x}}\right)-m_{E_{5}}\left(2 l_{E x}-2 l_{C_{5 x}}\right)-m_{F_{5}}\left(2 l_{F x}-2 l_{C_{5 x}}\right) \\
& -m_{G_{5}}\left(2 l_{G x}-2 l_{C_{5 x}}\right)-m_{H_{5}}\left(2 l_{H x}-2 l_{C_{5 x}}\right)-m_{N_{5}}\left(2 l_{N x}-2 l_{C_{5 x}}\right)  \tag{33}\\
\frac{\partial I_{z 5}}{\partial l_{C 5 x}} & =m_{B_{5}}\left(2 l_{B y}-2 l_{C_{5 y}}\right)-m_{A_{5}}\left(2 l_{A y}-2 l_{C_{5 y}}\right)+m_{C_{5}}\left(2 l_{C y}-2 l_{C_{5 y}}\right) \\
& -m_{D_{5}}\left(2 l_{D y}-2 l_{C_{5 y}}\right)-m_{E_{5}}\left(2 l_{E} y-2 l_{C_{5 y}}\right)-m_{F_{5}}\left(2 l_{F y}-2 l_{C_{5 y}}\right) \\
& -m_{G_{5}}\left(2 l_{G y}-2 l_{C_{5 y}}\right)-m_{H_{5}}\left(2 l_{H y}-2 l_{C_{5 y}}\right)-m_{N_{5}}\left(2 l_{N y}-2 l_{C_{5 y}}\right)  \tag{34}\\
\frac{\partial l_{c 5 y}}{\partial m_{5}} & =-\left(m_{A_{5}} l_{A y}-m_{B_{5}} l_{B y}-m_{C_{5}} l_{C y}+m_{D_{5}} l_{D y}+m_{E_{5}} l_{E y}+m_{F_{5}} l_{F y}+m_{G_{5}} l_{G y}\right. \\
& \left.+m_{H_{5}} l_{H y}+m_{N_{5}} l_{N y}\right) / m_{5}^{2}  \tag{35}\\
\frac{\partial l_{C 5 x}}{\partial m_{5}} & =-\left(m_{A_{5}} l_{A x}-m_{B_{5}} l_{B x}-m_{C_{5}} l_{C x}+m_{D_{5}} l_{D x}+m_{E_{5}} l_{E x}+m_{F_{5}} l_{F x}+m_{G_{5}} l_{G x}\right. \\
& \left.+m_{H_{5}} l_{H x}+m_{N_{5}} l_{N x}\right) / m_{5}^{2} \tag{36}
\end{align*}
$$

Therefore, the objective function related to the TITShFB (27) is expressed in (37).

$$
\begin{align*}
J_{4} & =\left(2 l _ { c _ { 5 x } } \left(m_{A_{5}} l_{c_{A x}}-m_{B_{5}} l_{c_{B x}}-m_{C_{5}} l_{c_{X x}}+m_{D_{5}} l_{c_{D x}}+m_{E_{5}} l_{c_{E x}}+m_{F_{5}} l_{c_{F x}}+m_{G_{5}} l_{c_{G x}}\right.\right. \\
& \left.+m_{H_{5}} l_{c_{H x}}+m_{N_{5}} l_{c_{N x}}\right)+2 l_{c_{5 y}}\left(m_{A_{5}} l_{c_{A y}}-m_{B_{5}} l_{c_{B y}}-m_{C_{5}} l_{c_{C y}}+m_{D_{5}} l_{c_{D y}}+m_{E_{5}} l_{c_{E y}}+m_{F_{5}} l_{c_{F y}}\right. \\
& \left.+m_{G_{5}} l_{c_{G y}}+m_{H_{5}} l_{c_{H y}}+m_{N_{5}} l_{c_{N y}}\right)-2 l_{c_{5 x}}^{2} m_{5}-2 l_{c_{5 y}}^{2} m_{5}-2 a_{1}\left(a_{1} m_{4}+a_{1} m_{5}+l_{c_{1 x}} m_{1}+l_{c_{3 x}} m_{3}\right) \\
& \left.+2 a_{4}\left(a_{2} m_{3}-a_{4} m_{5}+l_{c_{2 x}} m_{2}-l_{c_{4 x}} m_{4}\right)\right)^{2} \tag{37}
\end{align*}
$$

### 3.4.2. Shaking Moment Variation

The variation in the Time-Independent Terms of the Shaking Moment Balancing (TITShMB) (21) with respect to the fifth mass $m_{5}$ is named $\Lambda J_{2}$. The square of $\Lambda J_{2}$ (38) is selected as another objective function to be minimized. Minimizing this objective function will promote robust solutions for the TITShMB and, therefore, it reduces the shaking moment balancing variations

$$
\begin{equation*}
J_{5}=\left(\Lambda J_{2}\right)^{2} \tag{38}
\end{equation*}
$$

The term $\Lambda J_{2}$ can be obtained as follows:

$$
\begin{equation*}
\Lambda J_{2}=\frac{\partial J_{2}}{\partial m_{5}}+\frac{\partial J_{2}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}}+\frac{\partial J_{2}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{2}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{2}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}} \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial J_{2}}{\partial m_{5}}=\frac{\partial \Delta_{1}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{2}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{3}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{4}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{5}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{6}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{7}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{8}^{2}}{\partial m_{5}}+\frac{\partial \Delta_{9}^{2}}{\partial m_{5}} \\
& =2\left(l_{c_{5 x}}^{2}+l_{c_{5 y}}^{2}\right)\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+2 a_{1}^{2}\left(I_{z z 1}+I_{z z 3}+a_{1}^{2} m_{4}+a_{1}^{2} m_{5}\right. \\
& \left.+l_{c_{1 x}}^{2} m_{1}+l_{c_{1 y}}^{2} m_{1}+l_{c_{3 x}}^{2} m_{3}+l_{c_{3 y}}^{2} m_{3}\right)+2\left(a_{4}^{2}+l_{c_{5 x}}^{2}+l_{c_{5 y}}^{2}\right)\left(m_{3} a_{2}^{2}+m_{5} a_{4}^{2}\right. \\
& \left.+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right) \\
& +2 a_{1} a_{4}\left(a_{1} a_{4} m_{5}-a_{2} l_{c_{3 x}} m_{3}+a_{1} l_{c_{4 x}} m_{4}\right)+2 a_{1}^{2} l_{c_{5 x}}^{2} m_{5}+2 a_{1}^{2} l_{c_{5 y}}^{2} m_{5} \\
& +2 a_{4}^{2} l_{c_{5 x}}^{2} m_{5}+2 a_{4}^{2} l_{c_{5 y}}^{2} m_{5}  \tag{40}\\
& \frac{\partial J_{2}}{\partial l_{c 5 x}}=\frac{\partial \Delta_{1}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{2}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{3}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{4}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{5}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{6}^{2}}{\partial l_{c 5 x}}+\frac{\Delta_{7}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{8}^{2}}{\partial l_{c 5 x}}+\frac{\partial \Delta_{9}^{2}}{\partial l_{c 5 x}} \\
& =4 l_{c_{5 x}} m_{5}\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+4 l_{c_{5 x}} m_{5}\left(m_{3} a_{2}^{2}+m_{5} a_{4}^{2}+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}\right. \\
& \left.+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right)+2 a_{1}^{2} l_{c_{5 x}} m_{5}^{2}+2 a_{4}^{2} l_{c_{5 x}} m_{5}^{2}  \tag{41}\\
& \frac{\partial J_{2}}{\partial l_{c 5 y}}=\frac{\partial \Delta_{1}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{2}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{3}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{4}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{5}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{6}^{2}}{\partial l_{c 5 y}}+\frac{\Delta_{7}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{8}^{2}}{\partial l_{c 5 y}}+\frac{\partial \Delta_{9}^{2}}{\partial l_{c 5 y}} \\
& =4 l_{c_{5 y}} m_{5}\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+4 l_{c_{5 y}} m_{5}\left(m_{3} a_{2}^{2}+m_{5} a_{4}^{2}+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}\right. \\
& \left.+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right)+2 a_{1}^{2} l_{c_{5 y}} m_{5}^{2}+2 a_{4}^{2} l_{c_{5 y}} m_{5}^{2}  \tag{42}\\
& \frac{\partial J_{2}}{\partial I_{z z 5}}=\frac{\partial \Delta_{1}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{2}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{3}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{4}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{5}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{6}^{2}}{\partial I_{z z 5}}+\frac{\Delta_{7}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{8}^{2}}{\partial I_{z z 5}}+\frac{\partial \Delta_{9}^{2}}{\partial I_{z z 5}} \\
& =2 m_{3} a_{2}^{2}+2 m_{5} a_{4}^{2}+2 m_{2} l_{c_{2 x}}^{2}+2 m_{2} l_{c_{2 y}}^{2}+2 m_{4} l_{c_{4 x}}^{2}+2 m_{4} l_{c_{4 y}}^{2}+4 m_{5} l_{c_{5 x}}^{2} \\
& +4 m_{5} l_{c_{5 y}}^{2}+2 I_{z z 2}+2 I_{z z 4}+4 I_{z z_{5}} \tag{43}
\end{align*}
$$

Substituting (33)-(36) and (40)-(43) in (39) and squaring this term, the objective function related to the variation in the TITShMB (38) can be obtained, but this is not explicitly expressed due to the large expression of this function.

### 3.4.3. Torque Variation

As commented previously, the torque delivery is related in this work to the TimeIndependent Terms of the Applied Torque (TITAT). Then, the variation in the TITAT (26) with respect to the fifth mass $m_{5}$ is named $\Lambda J_{3}$. The square of $\Lambda J_{3}$ (44) is selected as another objective function to be minimized. Minimizing this objective function will promote robust solutions for the TITAT and, therefore, it reduces the torque variations

$$
\begin{equation*}
J_{6}=\left(\Lambda J_{3}\right)^{2} \tag{44}
\end{equation*}
$$

The term $\Lambda J_{3}$ can be obtained as follows:

$$
\begin{equation*}
\Lambda J_{3}=\frac{\partial J_{3}}{\partial m_{5}}+\frac{\partial J_{3}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}}+\frac{\partial J_{3}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{3}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 y}} \frac{\partial l_{c 5 y}}{\partial m_{5}}+\frac{\partial J_{3}}{\partial I_{z z 5}} \frac{\partial I_{z z 5}}{\partial l_{c 5 x}} \frac{\partial l_{c 5 x}}{\partial m_{5}} \tag{45}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial J_{3}}{\partial m_{5}}=\sum_{i=1}^{3} \sum_{j=1}^{15} 2 \Delta_{M_{i, j}} \frac{\partial\left(\Delta_{M_{i, j}}\right)}{\partial m_{5}}+\sum_{i=1}^{3} \sum_{j=1}^{18} 2 \Delta_{C_{i, j}} \frac{\partial\left(\Delta_{C_{i, j}}\right)}{\partial m_{5}}+\sum_{i=1}^{3} \sum_{j=1}^{6} 2 \Delta_{G_{i, j}} \frac{\partial\left(\Delta_{G_{i, j}}\right)}{\partial m_{5}} \\
& =6\left(l_{c_{5 x}}^{2}+l_{c_{5 y}}^{2}\right)\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+2 a_{1}^{2}\left(I_{z z 1}+I_{z z 3}+a_{1}^{2} m_{4}+a_{1}^{2} m_{5}+l_{c_{1 x}}^{2} m_{1}\right. \\
& \left.+l_{c_{1 y}}^{2} m_{1}+l_{c_{3 x}}^{2} m_{3}+l_{c_{3 y}}^{2} m_{3}\right)+4 l_{c_{5 x}}^{2} m_{5}+4 l_{c_{5 y}}^{2} m_{5}+2 a_{1}\left(a_{1} m_{4}+a_{1} m_{5}+l_{c_{1 x}} m_{1}\right. \\
& \left.+l_{c_{3 x}} m_{3}\right)-2 a_{4}\left(a_{2} m_{3}-a_{4} m_{5}+l_{c_{2 x}} m_{2}-l_{c_{4 x}} m_{4}\right)+2\left(a_{4}^{2}+l_{c_{5 x}}^{2}+l_{c_{5 y}}^{2}\right)\left(m_{3} a_{2}^{2}+\right. \\
& \left.m_{5} a_{4}^{2}+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right) \\
& +8 a_{1} a_{4}\left(a_{1} a_{4} m_{5}-a_{2} l_{c_{3 x}} m_{3}+a_{1} l_{c_{4 x}} m_{4}\right)+20 a_{1}^{2} l_{c_{5 x}}^{2} m_{5}+20 a_{1}^{2} l_{c_{5 y}}^{2} m_{5}+24 a_{4}^{2} l_{c_{5 x}}^{2} m_{5} \\
& +24 a_{4}^{2} l_{c_{5 y}}^{2} m_{5}  \tag{46}\\
& \frac{\partial J_{3}}{\partial l_{c 5 x}}=\sum_{i=1}^{3} \sum_{j=1}^{15} 2 \Delta_{M_{i, j}} \frac{\partial\left(\Delta_{M_{i, j}}\right)}{\partial l_{c 5 x}}+\sum_{i=1}^{3} \sum_{j=1}^{18} 2 \Delta_{C_{i, j}} \frac{\partial\left(\Delta_{C_{i, j}}\right)}{\partial l_{c 5 x}}+\sum_{i=1}^{3} \sum_{j=1}^{6} 2 \Delta_{G_{i, j}} \frac{\partial\left(\Delta_{G_{i, j}}\right)}{\partial l_{c 5 x}} \\
& =4 l_{c_{x}} m_{5}^{2}+12 l_{c_{5 x}} m_{5}\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+4 l_{c_{5 x}} m_{5}\left(m_{3} a_{2}^{2}+m_{5} a_{4}^{2}\right. \\
& \left.+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right) \\
& +20 a_{1}^{2} l_{c_{5 x}} m_{5}^{2}+24 a_{4}^{2} l_{c_{5 x}} m_{5}^{2}  \tag{47}\\
& \frac{\partial J_{3}}{\partial l_{c 5 y}}=\sum_{i=1}^{3} \sum_{j=1}^{15} 2 \Delta_{M_{i, j}} \frac{\partial\left(\Delta_{M_{i, j}}\right)}{\partial l_{c 5 y}}+\sum_{i=1}^{3} \sum_{j=1}^{18} 2 \Delta_{C_{i, j}} \frac{\partial\left(\Delta_{C_{i, j}}\right)}{\partial l_{c 5 y}}+\sum_{i=1}^{3} \sum_{j=1}^{6} 2 \Delta_{G_{i, j}} \frac{\partial\left(\Delta_{G_{i, j}}\right)}{\partial l_{c 5 y}} \\
& =4 l_{c_{5 y}} m_{5}^{2}+12 l_{c_{5 y}} m_{5}\left(m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}}\right)+4 l_{c_{5 y}} m_{5}\left(m_{3} a_{2}^{2}+m_{5} a_{4}^{2}+m_{2} l_{c_{2 x}}^{2}\right. \\
& \left.+m_{2} l_{c_{2 y}}^{2}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4}+I_{z z_{5}}\right) \\
& +20 a_{1}^{2} l_{c_{5 y}} m_{5}^{2}+24 a_{4}^{2} l_{c_{5 y}} m_{5}^{2}  \tag{48}\\
& \frac{\partial J_{3}}{\partial I_{z z 5}}=\sum_{i=1}^{3} \sum_{j=1}^{15} 2 \Delta_{M_{i, j}} \frac{\partial\left(\Delta_{M_{i, j}}\right)}{\partial I_{z z 5}}+\sum_{i=1}^{3} \sum_{j=1}^{18} 2 \Delta_{C_{i, j}} \frac{\partial\left(\Delta_{C_{i, j}}\right)}{\partial I_{z z 5}}+\sum_{i=1}^{3} \sum_{j=1}^{6} 2 \Delta_{G_{i, j}} \frac{\partial\left(\Delta_{G_{i, j}}\right)}{\partial I_{z z 5}} \\
& =2 m_{3} a_{2}^{2}+2 m_{5} a_{4}^{2}+2 m_{2} l_{c_{2 x}}^{2}+2 m_{2} l_{c_{2 y}}^{2}+2 m_{4} l_{c_{4 x}}^{2}+2 m_{4} l_{c_{4 y}}^{2} \\
& +8 m_{5} l_{c 5 x}^{2}+8 m_{5} l_{c 5 y}^{2}+2 I_{z z 2}+2 I_{z z 4}+8 I_{z z 5} \tag{49}
\end{align*}
$$

Substituting (33)-(36) and (46)-(49) in (45) and squaring this term, the objective function related to the TITAT (44) can be obtained, but this is not explicitly expressed due to the large expression of this function.

### 3.5. Design Constraints

The design approach requires that the link shapes form prisms and the location of the third motor $\left(x_{\hat{m}_{3}}, y_{\hat{m}_{3}}\right)$ is also placed inside the fourth link $Q_{4}$ [47].

The link shape requirements are related to the following twenty constraints (50)-(53), where $h_{\max , i}$ and $w_{\max , i}$ are the maximum allowed height and width, respectively.

$$
\begin{align*}
g_{1-5}(\mathbf{p}) & : g_{i}+c_{i}+f_{i}-h_{\max , i} \leq 0  \tag{50}\\
g_{6-10}(\mathbf{p}) & : a_{i}+b_{i}+d_{i}+a_{2}^{\prime}-w_{\max , i} \leq 0  \tag{51}\\
g_{11-15}(\mathbf{p}) & :-a_{i}-b_{i}-a_{2}^{\prime}-d_{i}+h_{i}+n_{i} \leq 0  \tag{52}\\
g_{16-20}(\mathbf{p}) & :-a_{i}-b_{i}-a_{2}^{\prime}-d_{i}+j_{i}+k_{i} \leq 0 \tag{53}
\end{align*}
$$

The motor position requirements involve the following nine constraints (54)-(62), which restrict the mass center of the motor to be outside the green area of the fourth link, as is observed in Figure 3. In these equations, $r_{t o l}=r+r_{\hat{m}_{3}}$ is the tolerance radius and $r_{\hat{m}_{3}}$ is the minimum distance from the motor coordinates $\left(x_{\hat{m}_{3}}, y_{\hat{m}_{3}}\right)$ to the diagonal lines $z_{d i}=0$.

$$
\begin{align*}
& g_{21}(\mathbf{p}): r_{\text {tol }}^{2}-x_{\hat{m}_{3}}^{2}-y_{\hat{m}_{3}}^{2} \leq 0  \tag{54}\\
& g_{22}(\mathbf{p}): r_{\hat{m}_{3}}-y_{\hat{m}_{3}}-g_{4}-\frac{c_{4}}{2} \leq 0  \tag{55}\\
& g_{23}(\mathbf{p}): r_{\hat{m}_{3}}+y_{\hat{m}_{3}}-f_{4}-\frac{c_{4}}{2} \leq 0  \tag{56}\\
& g_{24}(\mathbf{p}): r_{\hat{m}_{3}}+r-x_{\hat{m}_{3}}-a_{2} \leq 0  \tag{57}\\
& g_{25}(\mathbf{p}): r_{\hat{m}_{3}}+x_{\hat{m}_{3}}-a_{4}-d_{4} \leq 0  \tag{58}\\
& g_{26}(\mathbf{p}): \quad-\frac{\overbrace{2 f_{4}\left(b_{4}+a_{2}\right)+c_{4} h_{4}+2 f_{4} x_{\hat{m}_{3}}-2 h_{4} y_{\hat{m}_{3}}}^{-z_{d 1}}}{2 \sqrt{f_{4}^{2}+h_{4}^{2}}}+r_{\hat{m}_{3}} \leq 0  \tag{59}\\
& g_{27}(\mathbf{p}): \quad-\frac{\overbrace{2 f_{4}\left(a_{4}+d_{4}\right)+c_{4} n_{4}-2 f_{4} x_{\hat{m}_{3}}-2 n_{4} y_{\hat{m}_{3}}}^{-z_{d 2}}}{2 \sqrt{f_{4}^{2}+n_{4}^{2}}}+r_{\hat{m}_{3}} \leq 0  \tag{60}\\
& g_{28}(\mathbf{p}): \quad-\frac{\overbrace{2 g_{4}\left(a_{4}+d_{4}\right)+c_{4} k_{4}-2 g_{4} x_{\hat{m}_{3}}+2 k_{4} y_{\hat{m}_{3}}}^{-z_{d 3}}}{2 \sqrt{g_{4}^{2}+k_{4}^{2}}}+r_{\hat{m}_{3}} \leq 0  \tag{61}\\
& g_{29}(\mathbf{p}): \quad-\frac{\overbrace{2 g_{4}\left(b_{4}+a_{2}\right)+c_{4} j_{4}+2 g_{4} x_{\hat{m}_{3}}+2 j_{4} y_{\hat{m}_{3}}}^{-z_{d 4}}}{2 \sqrt{g_{4}^{2}+j_{4}^{2}}}+r_{\hat{m}_{3}} \leq 0 \tag{62}
\end{align*}
$$



Figure 3. Graphical representation of the allowed area for placing the motor in the fourth link.

The last constraints involve the bounds of the design variable vector stated in (63) and (64).

$$
\begin{align*}
g_{30-81}(\mathbf{p}): & \mathbf{p}-\mathbf{p}_{\max } \leq 0  \tag{63}\\
g_{82-153}(\mathbf{p}): & \mathbf{p}_{\min }-\mathbf{p} \leq 0 \tag{64}
\end{align*}
$$

For a detailed description of the above constraints and the design variable limits ( $\mathbf{p}_{\max }$ and $\mathbf{p}_{\text {min }}$ ), consult [47].

### 3.6. Statement of the Robust Balancing Optimization Problem

The robust balancing of the shaking force, shaking moment, and torque is formulated as a constrained nonlinear multiobjective optimization problem. This consists of finding the link shapes and the motor placement that fulfill a set of tradeoffs for balancing the shaking force, shaking moment, and torque, as well as their variations under the effects of mass changes in the end-effector of a hybrid robotic manipulator. The design variables are also constrained by the link shape, the motor location, and their limits. The formal and general description of the optimization problem is set in (65) and (66).

$$
\begin{equation*}
\min _{\mathbf{p} \in \mathbb{R}^{52}} \mathbf{J}: \min _{\mathbf{p} \in \mathbb{R}^{52}}\left[J_{1}, J_{2}, J_{3}, J_{4}, J_{5}, J_{6}\right] \tag{65}
\end{equation*}
$$

subject to

$$
\begin{equation*}
g_{j}(\mathbf{p}) \leq 0 j=1, \ldots, 153 \tag{66}
\end{equation*}
$$

## 4. Results

This section is divided into two parts to analyze the obtained design with the proposed robust balancing. The first part of this section establishes the conditions for optimizing the robust balancing problem. Subsequently, the resulting Pareto front is presented. Afterward, the decision making is detailed, and the selected solution is analyzed and discussed. Finally, in the second part, the selected design is compared with other design approaches to discuss the advantages of the proposed robust balancing.

### 4.1. Optimization Process

### 4.1.1. Experiment Conditions

The NSGA-II solves the optimization problem with a population size of 200 chromosomes and a maximum number of 100,000 generations. The algorithm parameters are chosen according to Table 1 and they are set empirically. The constant optimization problem parameters are also shown in Table 1 and the limits of the design variable vector in Table 2. The structural material of the links is chosen in the optimization process, and the material density is constant. Aluminum is used for the link design in the study case. Ten independent executions are performed, and all obtained Pareto solutions are filtered by the crowded-comparison operator [54] to set a single Pareto front among all executions.

The difficulty of the proposed balancing problem is finding a useful tradeoff to handle the six performance functions. This leads to the inclusion of a promising individual (elite solution) in the NSGA-II's initial population to promote the search in this region as well as other random regions. The selected promising individual is obtained from [47]. The elite solution is the design that comes from solving the dynamic balancing design in [47] using the differential evolution algorithm, while taking into account both the shaking force and shaking moment. The design variable vector of the selected promising individual is presented in Table 3.

The experiments described in the following section are performed on a personal computer equipped with an Intel(R) Core(TM) i5-63000 CPU running at 2.4 GHz and 16 GB of RAM. The NSGA-II is programmed using Matlab. The convergence time of the ten independent executions is 43.72 h .

Table 1. Parameters of the NSGA-II and the optimization problem.

| NSGA-II |  |
| :---: | :---: |
| Parameter | Value |
| $p_{c}$ | 1/2 |
| $p_{m}$ | 1/52 |
| $\eta_{c}$ | 20 |
| $\eta_{m}$ | 100 |
| Optimization Problem |  |
| Parameter | Value |
| $r$ | 0.005 m |
| $\rho_{A l}$ | $2698.4 \mathrm{~kg} / \mathrm{m}^{3}$ |
| $r_{\hat{m}_{3}}$ | 0.0184 m |
| $m_{\hat{m}_{3}}$ | 0.21 kg |
| $a_{1}, a_{3}$ | 0.2 m |
| $a_{2}, a_{2}^{\prime}$ | 0.05 m |
| $a_{4}$ | 0.25 m |
| $a_{5}$ | 0.072 m |
| $h_{\max , i} \forall i=1, \ldots, 5$ | 0.4 m |
| $w_{\max , i} \forall i=1, \ldots, 5$ | 0.4 m |

Table 2. Boundaries of the design variable vector.

|  | Link i = 1 |  | Link i = 2 |  | Link i = 3 |  | Link i = 4 |  | Link i = 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p_{j_{\text {min }}}$ | $p_{j_{\text {max }}}$ | $p_{j_{\text {min }}}$ | $\boldsymbol{p}_{j_{\text {max }}}$ | $p_{j_{\text {min }}}$ | $p_{j_{\text {max }}}$ | $p_{j_{\text {min }}}$ | $p_{j_{\max }}$ | $p_{j_{\text {min }}}$ | $p_{j_{\max }}$ |
| $\forall j=(i-1) 10+1$ |  |  |  |  |  |  |  |  |  |  |
| $b_{i}$ | 0.02 | 0.18 | 0.02 | 0.33 | 0.02 | 0.18 | 0.02 | 0.08 | 0.02 | 0.353 |
| $c_{i}$ | 0.04 | 0.4 | 0.04 | 0.4 | 0.04 | 0.4 | 0.04 | 0.4 | 0.04 | 0.4 |
| $d_{i}$ | 0.02 | 0.18 | 0.02 | 0.33 | 0.02 | 0.18 | 0.02 | 0.08 | 0.02 | 0.353 |
| $e_{i}$ | 0.004 | 0.03 | 0.004 | 0.03 | 0.004 | 0.03 | 0.004 | 0.012 | 0.004 | 0.03 |
| $f_{i}$ | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 |
| $g_{i}$ | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 | 0 | 0.36 |
| $h_{i}$ | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 |
| $i_{i}$ | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 |
| $j_{i}$ | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 |
| $k_{i}$ | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 | 0 | 0.4 |
| $x_{\hat{m}_{3}}$ |  |  |  |  |  |  | $\begin{aligned} & p_{51_{\text {min }}} \\ & -0.23 \end{aligned}$ | $\begin{gathered} p_{51_{\text {max }}} \\ 0.43 \end{gathered}$ |  |  |
| $y_{\hat{m}_{3}}$ |  |  |  |  |  |  | $\begin{gathered} p_{52_{\text {min }}} \\ -0.48 \end{gathered}$ | $\begin{gathered} p_{52_{\max }} \\ 0.48 \end{gathered}$ |  |  |

### 4.1.2. Pareto Front

The Pareto front obtained by filtering the ten independent executions is presented in two-dimensional spaces in Figures 4-6. In total, 1023 Pareto solutions are obtained. In the figure, the solutions of other design approaches reported in [47] are displayed, and these designs are compared with the obtained robust balancing design in the next section. These solutions include the Dynamic Balancing Design (DBD), where the time-independent terms of the shaking force balancing and the shaking moment balancing are simultaneously optimized by stating a weighted sum mono-objective optimization approach. The other solution is related to a Shaking Force Balancing Design (SFBD) where the main performance function is the time-independent term of the shaking force, and the last solution is a Shaking Moment Balancing Design (SMBD) that only minimizes the time-independent terms of the shaking moment. One more solution is introduced in the Pareto front of Figures 4-6. This solution is obtained by optimizing the nominal performance functions by a multiobjective
optimization approach without considering its variation, i.e., the optimization problem is related to the minimization of the objective function vector given by the time-independent terms of the shaking force balancing, the shaking moment balancing, and the torque. The obtained solution is named Dynamic and Torque Balancing Design (DTBD). It is important to point out that the RBD, DBD, and DTBD stay in the same region of the Pareto front from Figures 4-6, whereas SMBD and SFBD present different performance. The latter is confirmed in Figure 7, where the radar plot is given for the six design approaches, and similarities between the DBD and the DTBD arise. On the other hand, the two-dimensional space of the Pareto front suggests a strong correlation between two performance functions (see, for instance, $J_{1}-J_{3}$ in Figure 4 b), and then the possibility of reducing the problem dimension. Nevertheless, other non-reported experiments in this paper were developed where only two performance functions (for instance, $J_{1}$ and $J_{3}$ ) are considered in a new bi-objective optimization problem with the same design variables and constraints stated before. The obtained solutions indicate that the dimensionality of the optimization problem cannot be reduced because of the existence of tradeoffs between performance functions.

Table 3. The design variable vector (elite solution) included in the initial population.

| $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ | $p_{6}$ | $p_{7}$ | $p_{8}$ | $p_{9}$ | $p_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1850 | 0.0300 | 0.0150 | 0.0058 | 0.1091 | 0.1097 | $9.45 \times 10^{-8}$ | 0.3995 | $1.03 \times 10^{-7}$ | 0.3994 |
| $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}$ | $p_{15}$ | $p_{16}$ | $p_{17}$ | $p_{18}$ | $p_{19}$ |  |
| 0.0150 | 0.0300 | 0.0150 | 0.0753 | $7.45 \times 10^{-7}$ | 0.0213 | 0.0595 | 0.0126 | 0.0354 | 0.0432 |
| $p_{21}$ | $p_{22}$ | $p_{23}$ | $p_{24}$ | $p_{25}$ | $p_{26}$ | $p_{27}$ | $p_{28}$ | $p_{29}$ |  |
| 0.1850 | 0.0300 | 0.0150 | 0.0040 | 0.1040 | 0.1030 | $9.96 \times 10^{-8}$ | 0.3997 | $1.03 \times 10^{-7}$ | 0.3999 |
| $p_{31}$ | $p_{32}$ | $p_{33}$ | $p_{34}$ | $p_{35}$ | $p_{36}$ | $p_{37}$ | $p_{38}$ | $p_{39}$ |  |
| 0.0150 | 0.0300 | 0.0150 | 0.0040 | $3.47 \times 10^{-8}$ | 0.0200 | 0.2762 | 0.0492 | 0.1746 |  |
| $p_{41}$ | $p_{42}$ | $p_{43}$ | $p_{44}$ | $p_{45}$ | $p_{46}$ | $p_{47}$ | $p_{48}$ | $p_{40}$ |  |
| 0.1095 | -0.0165 | 0.0150 | 0.0300 | 0.0150 | 0.0040 | $1.22 \times 10^{-8}$ | $3.01 \times 10^{-8}$ | 0.1553 |  |
| $p_{51}$ | $p_{52}$ |  |  |  |  |  | $p_{49}$ |  |  |
| 0.0223 | 0.0708 |  |  |  |  |  | 0.0510 | 0.0151 |  |

### 4.1.3. Decision Maker

The decision making among all Pareto solutions (1023 Pareto solutions) shown in Figures $4-6$ is a challenging task. The following steps are used to choose a competitive robust balancing design (RBD).

First, the Pareto solutions that improve the norm of the performance variations (given by the objective functions $J_{4}-J_{6}$ ) of the selected promising solution (DBD solution included in the initial population of the optimization process) are only considered.

Once these solutions are grouped, the second stage consists of selecting, from this group, the solution that approximates the DBD solution in the first three objective functions $J_{1}-J_{3}$ (nominal objective functions) with and without variations in the dynamic parameters of the fifth link. In this stage, the variations in the nominal objective functions with respect to changes in the fifth link ( $Q_{5}$ ) mass, its mass center position, and inertia are considered. The modification of the fifth link is attributed to a possible load in the robot end-effector placed in $(\hat{x}, \hat{y})$ in Figure 1, named its mass as $m_{e}$ and the inertia moment as $I_{m_{e}}$. This load is given by a cylindrical disk that modifies both the fifth link mass as $m_{5}+m_{e}$, the coordinate of the mass center length as $\left[\frac{m_{5} l_{c_{x}}+m_{e} a_{5}}{m_{5}+m_{e}}, l_{c_{5 y}}\right]$, and the inertia as $I_{5}+I_{m_{e}}+m_{e}\left(\left(a_{5}-l_{c_{5 x}}\right)^{2}+l_{c_{5 y}}^{2}\right)$. Thus, the time-independent terms of the shaking force $J_{1}$, shaking moment $J_{2}$, and torque $J_{3}$ vary with respect to the mass $m_{e}$.


Figure 4. Pareto front in two-dimensional spaces (1/3).


Figure 5. Pareto front in two-dimensional spaces (2/3).


Figure 6. Pareto front in two-dimensional spaces (3/3).


Figure 7. Performance functions of the design approaches. (a) Radar plot. (b) Close-up view.
Hence, twelve different disks (different $m_{e}$ and $I_{m_{e}}$ ) are incorporated into the robot endeffector (one at a time) of the obtained designs from the group. The corresponding nominal objective functions are compared with respect to that of a selected promising solution (DBD solution shown in Table 3, included in the initial population of the optimization process in the RBD). Then, the solution in the group that sums more wins in the nominal objective functions, considering different disks, is selected. At the end of the second stage, the decision making is done, and a single design solution of the robust balancing design approach is obtained. The design variable vector obtained from the RBD and the dynamic parameters of the links are shown in Tables 4 and 5, respectively.

The obtained robust balancing design (RBD) given in Table 4 is analyzed according to variations in the nominal objective functions with respect to twelve changes in the disk, as described above. The values of the objective functions of such comparisons are given in Table 6. It is observed in such a table that without a disk ( $m_{e}=0$ ), the DBD presents smaller values in the nominal objective functions (the three first objective functions), but it has more value in the last three objective functions. An increase in the last three objective functions indicates a growth in the sensitivity of the nominal objective functions. This increment implies that when the disk is added $\left(m_{e} \neq 0\right)$ in the DBD, the variation in the nominal objective functions is more affected by its magnification. In the case of RBD, this is less influenced by the disk parameters $\left(m_{e}, I_{m_{e}}\right)$ because it presents the smaller difference in the interval $[0.5 \%, 89 \%]$ of the objective function variations (see $J_{4}-J_{6}$ columns) with respect to the DBD. As a consequence, the values of the nominal objective functions (see $J_{1}-J_{3}$ columns) present smaller values with respect to the DBD, concluding that the obtained solution with the RBD approach presents a reduction among $[0.61,3.53] \%,[0.48,2.91] \%$, $[0.67,4.16] \%$ in the time-independent terms of the shaking force balancing, shaking moment balancing, and torque, respectively.

### 4.2. Comparative Results with Other Design Approaches

This section compares the obtained robust balancing design with other design approaches. The approaches to be compared are the DBD, the DTBD, the SFBD, and the SMBD, which are detailed in Section 4.1.2. The main objective is to know the performance of the RBD in the shaking force balancing (15), the shaking moment balancing (20), and the torque (22) with different tasks (trajectories), execution times, and end-effector weights. In this case, the time-dependent and the time-independent terms of such functions are simultaneously considered in the analysis, i.e., the Root Mean Square (RMS) value of the resultant force vector in the shaking force balancing $\left(R M S\left(\left\|\mathbf{F}_{S h}\right\|\right)\right.$ ), the RMS value of the shaking moment balancing in the $\hat{Z}$ axis $\left(R M S\left(M_{S h_{z}}\right)\right)$, and the RMS value of the torque $\left(\sum_{i=1}^{3} R M S\left(\tau_{i}\right)\right)$ are examined.

The experiment consists of using four trajectories (hypocycloid, circle, lemniscate, and line) with three different execution times ( $T=1 \mathrm{~s}, T=3 \mathrm{~s}$, and $T=15 \mathrm{~s}$ ) and four variations in the end-effector load ( $m_{e}=0.5 \mathrm{~kg}, m_{e}=3 \mathrm{~kg}, m_{e}=10 \mathrm{~kg}$, and $m_{e}=20 \mathrm{~kg}$ ). A total of 60 numerical simulations are developed for each compared design. The dynamic parameters of the designs to be compared are presented in Table 7, and the ComputerAided Designs (CADs) are shown in Figure 8. It is observed that the mass of the SMBD decreases its mass in $77 \%$, the DTBD in $4 \%$, the DBD in $2 \%$, and the SFBD increases its mass in $159 \%$ with respect to the RBD. Thus, the RBD presents a suitable total mass ( 2.59 kg ) concerning state-of-the-art designs.

Tables 8-11 present the comparative results of the proposed RBD with respect to DBD, DTBD, SMBD, SFBD, respectively. The first column indicates the type of trajectory, the second one shows the applied mass to the end-effector, the third to fifth columns include the RMS values of the indicators stated above, and the last column sums the number of wins in the comparison for each indicator per row (the smallest value in the comparison wins). The values in boldface indicate an improvement with respect to the counterpart (the winner in the comparison). Furthermore, the shadowed rows "Mean variations" in Tables 8-11 indicate the average of the difference between the RMS value of the indicators with two different masses $m_{e}$ in the end-effector. The computation of such rows is illustrated with a particular example. For the hypocycloid trajectory, the RMS value of the DBD in the third column (shaking force) of Table 8 presents a value of 10.1169 when the end-effector mass is $m_{e}=0 \mathrm{~kg}$. On the other hand, when this mass changes to $m_{e}=0.5 \mathrm{~kg}$, it produces a value of 86.911. Thus, the difference (variation) in the RMS value for this particular mass change is 76.79. Similarly, four different variations are computed in this example (76.79, 384.49, $1076.6,1538$ ), and the average of the variations in the shaking force RMS value for the DBD is set in the shadowed row, i.e., the value of 768.9886 . The same procedure is done for the next data to complete the three columns (from third to fifth). It is clear that the smallest value in the comparison of the mean variations indicates a reduction in the indicator's sensitivity with respect to mass changes. Thus, more wins in the mean variations result in a design that is more robust under mass variations. The shaking force, shaking moment, and torque behavior for the five designs executing the four trajectories with the two different end-effector masses are shown in Figures 9-12. Each trajectory in these figures sequentially has the three periods (execution times) mentioned above.

The overall findings on the number of wins for each indicator shown in Tables 8-11 are summarized in Table 12. The first term ( $X X \%$ ) of the results given in the form $(X X \%-Y Y \%$ ) indicates the percentage sum of the win number for the RMS value comparative results for every indicator (shaking force, shaking moment, and torque) on each execution time for the four trajectories. The second term ( $Y Y \%$ ) provides the percentage sum of the win number in the mean variations of such indicators. The numerical results of the summarized Table 12 show the following:

- The proposed RBD presents the slightest variations for the three indicators in the comparison with DBD, DTBD, and SMBD (see $Y Y \%$ values for the RBD in the three columns of indicators), but not the comparison with SFBD, which is only robust in the shaking force balancing. Thus, the RBD obtained a high degree of robustness under the effect of mass variations.
- Regarding the torque indicator, the RBD significantly decreases the torque in comparison to the other designs (see $X X \%$ values for the RBD in the third column $\sum_{i=1}^{3} R M S\left(\tau_{i}\right)$ ).
- As expected, the RBD outperforms the SMBD in the shaking force indicator with $61.66 \%$ but performs poorly in the shaking moment indicator with $20 \%$ because the latter is only concerned with fulfilling the shaking moment. Similar behavior emerges with the comparative results of the RBD with respect to the SFBD, where the former is better in the shaking moment indicator with $76.66 \%$, and the latter is better in the shaking force indicator with $71.66 \%$ (which is the main objective to satisfy in the SFBD).
- It is also observed that the proposed RBD presents the worst performance in the shaking force and shaking moment with respect to the DBD and the DTBD (see the first and second columns), but, as commented previously, the RBD has superior performance in the torque and their three mean variations (in four out of the six indicators). This behavior is expected because the DBD and the DTBD simultaneously incorporate two or three of the design's performance functions. Nevertheless, in spite of the DBD and the DTBD having a smaller value in those indicators without end-effector mass, these indicators present a similar value when the mass changes, indicating that the RBD presents suitable performance in such indicators under mass variations.
- Considering the three indicators and their three mean variations in Table 12 (related to the six objective functions to be optimized in the proposal), the RBD presents a superior percentage in four out of the six indicators when it is compared with the DBD and DTBD. In the case of the comparison with the SMBD, the RBD shows a percentage improvement in five out of the six indicators. When the RBD is compared with the SFBD, four metrics show a superior value or an equal percentage (in one of them, it ties). These results indicate that the proposed RBD shows improved behavior with shifting masses, and the proposed formulation can also handle different trajectories and speeds.

Table 4. Design variable vector $\mathbf{p}$ obtained from the robust balancing design (RBD) approach.

| $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ | $p_{6}$ | $p_{7}$ | $p_{8}$ | $p_{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.185 | 0.03 | 0.015 | 0.006451 | 0.06644 | 0.07501 | $1.055 \times 10^{-9}$ | 0.3973 | $6.603 \times 10^{-9}$ |
| $p_{10}$ | $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}$ | $p_{15}$ | $p_{16}$ | $p_{17}$ |  |
| 0.4 | 0.015 | 0.03 | 0.015 | 0.09719 | $8.491 \times 10^{-8}$ | 0.000676 | 0.02033 | 0.0002123 |
| $p_{19}$ | $p_{20}$ | $p_{21}$ | $p_{22}$ | $p_{23}$ | $p_{24}$ | $p_{25}$ | $p_{26}$ | $p_{27}$ |
| 0.05778 | 0.0002387 | 0.1768 | 0.03001 | 0.015 | 0.009546 | 0.05483 | 0.05008 | 0.0002694 |
| $p_{28}$ | $p_{29}$ | $p_{30}$ | $p_{31}$ | $p_{32}$ | $p_{33}$ | $p_{34}$ | $p_{35}$ | $p_{36}$ |
| 0.3754 | $1.614 \times 10^{-7}$ | 0.3657 | 0.05821 | 0.03 | 0.015 | 0.004 | $9.881 \times 10^{-8}$ |  |
| $p_{37}$ | $p_{38}$ | $p_{39}$ | $p_{40}$ | $p_{41}$ | $p_{42}$ | $p_{43}$ | $p_{44}$ |  |
| 0.3577 | $1.796 \times 10^{-5}$ | 0.05958 | 0.2489 | 0.02535 | -0.02929 | 0.015 | 0.03 | $p_{45}$ |
| $p_{46}$ | $p_{47}$ | $p_{48}$ | $p_{49}$ | $p_{50}$ | $p_{51}$ | $p_{52}$ | 0.015 |  |
| 0.004 | $2.158 \times 10^{-8}$ | 3.613 | 0.00171 | $1.768 \times 10^{-5}$ | $5.372 \times 10^{-6}$ | 0.01392 |  |  |

Table 5. Dynamic parameters of the RBD.

| Link | $\boldsymbol{m}_{\boldsymbol{i}}[\mathbf{k g}]$ | $\boldsymbol{l}_{\boldsymbol{c}_{\boldsymbol{i}}}[\mathbf{m}]$ | $\gamma[\mathrm{rad}]$ | $\boldsymbol{I}_{\boldsymbol{z} \boldsymbol{z}_{\boldsymbol{i}}}\left[\mathrm{kgm}^{2}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.70017 | 0.032465 | -3.06400 | 0.0086462 |
| 2 | 0.59725 | 0.025177 | -0.009179 | 0.0003630 |
| 3 | 0.85638 | 0.023542 | 3.09340 | 0.0100770 |
| 4 | 0.41326 | 0.048731 | -0.44092 | 0.0022586 |
| 5 | 0.031333 | 0.036000 | $3.084 \times 10^{-7}$ | $2.8894 \times 10^{-5}$ |
| Total mass: | 2.598393 |  |  |  |

Table 6. Performance functions of the RBD and the DBD under the effect of mass variations.

| $m_{e}$ | $I_{m_{e}}$ | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ | J6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [kg] | [ $\mathrm{kgm}^{2}$ ] | DBD/RBD | DBD/RBD | DBD/RBD | DBD/RBD | DBD/RBD | DBD/RBD |
| 0 | 0 | 0.000532/0.00322 | 0.00152/0.00155 | 0.00237/0.00491 | $9.94 \times 10^{-5} / \mathbf{1 . 0 5} \times \mathbf{1 0}^{\mathbf{- 5}}$ | $2.6 \times 10^{-5} / 2.2 \times 10^{-5}$ | $0.000329 / 9.68 \times 10^{-5}$ |
| 0.5 | $6.25 \times 10^{-4}$ | 0.0315/0.0308 | 0.00609/0.00591 | 0.0410/0.0393 | 0.0126/0.0112 | $0.000173 / \mathbf{0 . 0 0 0 1 6 2}$ | 0.0185/0.0164 |
| 1 | 0.00125 | 0.1140/0.1100 | 0.0147/0.0143 | 0.1390/0.1330 | 0.0462/0.0434 | 0.000447/0.00043 | 0.0646/0.0605 |
| 1.5 | 0.00187 | 0.2490/0.242 | 0.0272/0.0266 | 0.2950/0.2850 | 0.1010/0.0966 | 0.00085/0.000826 | 0.1390/0.1320 |
| 2 | 0.0025 | 0.4360/0.4250 | 0.0438/0.0430 | 0.5110/0.4970 | 0.1760/0.1710 | 0.00138/0.00135 | 0.2400/0.2320 |
| 2.5 | 0.00313 | 0.6740/0.6600 | 0.0644/0.0634 | 0.7850/0.7670 | 0.2730/0.2660 | 0.00204/0.0020 | 0.37/0.3600 |
| 3 | 0.00375 | 0.9650/0.9470 | 0.0890/0.0878 | 1.1200/1.100 | 0.3910/0.3820 | 0.00283/0.00278 | 0.5270/0.5150 |
| 3.5 | 0.00438 | 1.3100/1.2900 | 0.1180/0.1160 | 1.51/1.4900 | 0.5290/0.5190 | 0.00374/0.00369 | 0.7130/0.6990 |
| 4 | 0.005 | 1.7000/1.6800 | 0.1500/0.1490 | 1.96/1.9300 | 0.689/0.6780 | 0.00479/0.00473 | 0.9260/0.9100 |
| 4.5 | 0.00562 | 2.1480/2.1200 | 0.187/0.1850 | $2.4740 / 2.4390$ | 0.8690/0.8570 | 0.00596/0.00589 | 1.1700/1.1500 |
| 5 | 0.00625 | 2.6460/2.6150 | 0.2270/0.2250 | 3.0430/3.0040 | 1.0700/1.0600 | 0.00726/0.00719 | 1.4400/1.4200 |
| 10 | 0.0125 | 10.4800/10.4200 | 0.8540/0.8490 | 11.9800/11.9000 | 4.2430/4.2160 | 0.0273/0.0272 | 5.656/5.6170 |

The boldface number indicates the best performance (minimum value) between the DBD and RBD.
Table 7. Dynamic parameters of the DBD, the DTBD, the SFBD, and the SMBD.

| Link | $m_{i}[\mathbf{k g}]$ | $\boldsymbol{l}_{\boldsymbol{c}_{i}}[\mathrm{~m}]$ | $\gamma_{c_{i}}[\mathrm{rad}]$ | $\boldsymbol{I}_{\boldsymbol{z} z_{i}}\left[\mathrm{kgm}^{2}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{i}$ | DBD/DTBD/SFBD/SMBD | DBD/DTBD/SFBD/SMBD | DBD/DTBD/SFBD/SMBD | DBD/DTBD/SFBD/SMBD |
| 1 | $0.8648 / 0.98113 / 0.1996 / 0.0728$ | $0.0377 / 0.037557 / 0.0185 / 0.1000$ | $-3.1363 /-3.093 / 0.2421 /-1.67 \times 10^{-8}$ | $0.0114 / 0.012863 / 0.0023 / 0.0003$ |
| 2 | $0.6322 / 0.58226 / 3.0080 / 0.0242$ | $0.0254 / 0.022898 / 0.0277 / 0.0250$ | $-0.2466 /-0.25498 /-3.0955 / 1.75 \times 10^{-5}$ | $0.0004 / 0.00038095 / 0.0610 / 1.46 \times 10^{-5}$ |
| 3 | $0.5751 / 0.53383 / 3.0984 / 0.0728$ | $0.0371 / 0.036027 / 0.0305 / 0.1000$ | $3.1329 / 3.0869 /-3.1323 /-1.85 \times 10^{-8}$ | $0.0075 / 0.0068056 / 0.0559 / 0.0003$ |
| 4 | $0.3500 / 0.35572 / 0.3834 / 0.3728$ | $0.1070 / 0.093392 / 0.1408 / 0.0457$ | $-0.1135 /-0.15085 /-0.0712 / 0.4622$ | $0.0012 / 0.0011985 / 0.0018 / 0.0020$ |
| 5 | $0.0313 / 0.031333 / 0.0714 / 0.0313$ | $0.0360 / 0.036 / 0.0001 / 0.0360$ | $-1.18 \times 10^{-7} /-5.33 \times 10^{-7} / 2.2745 / 3.17 \times 10^{-9}$ | $2.88 \times 10^{-5} / 2.88 \times 10^{-5} / 0.0002 / 2.88 \times 10^{-5}$ |
| Total mass: | $2.4534 / 2.484273 / 6.7536 / 0.5739$ |  |  |  |

Table 8. Comparative results of the RBD with respect to the DBD with different tasks, speeds, and end-effector loads.

| Trajectory | $m_{e} \mathrm{~kg}$ | $\operatorname{RMS}\left(\left\\|\mathrm{F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DBD/RBD | DBD/RBD | DBD/RBD | DBD/RBD |
| Execution time $\mathrm{T}=1 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 10.1169/12.2179 | 11.6157/13.1349 | 25.7456/23.6062 | 2/1 |
|  | 0.5 | 86.911/87.4915 | 10.6229/12.142 | 59.1786/57.0391 | 2/1 |
|  | 3 | 471.409/471.8042 | 5.6503/7.1695 | 226.3433/224.2038 | 2/1 |
|  | 10 | 1548.0338/1548.3997 | 8.2732/6.7541 | 694.4044/692.265 | 1/2 |
|  | 20 | 3086.0713/3086.4309 | 28.164/26.6448 | 1363.0632/1360.9237 | 1/2 |
| Mean variations |  | 768.9886/768.5532 | 7.1198/6.5679 | 334.3294/334.3294 | 0/2 |
| Circle | 0 | 1.4671/3.9953 | 1.6049/2.0136 | 2.2241/2.3862 | 3/0 |
|  | 0.5 | 5.5529/7.877 | 1.7209/2.1297 | 3.3003/3.4624 | 3/0 |
|  | 3 | 26.4207/28.5706 | 2.3029/2.7117 | 8.6812/8.8433 | 3/0 |
|  | 10 | 84.9158/87.0204 | 3.9328/4.3415 | 23.7477/23.9098 | 3/0 |
|  | 20 | 168.4858/170.5795 | 6.261/6.6698 | 45.2713/45.4334 | 3/0 |
| Mean variations |  | 41.7547/41.646 | 1.164/1.164 | 10.7618/10.7618 | 0/1 |
| Lemniscate | 0 | 3.6033/10.0456 | 4.4013/5.4507 | 5.3394/5.4892 | 3/0 |
|  | 0.5 | 11.4454/17.7887 | 4.4205/5.4699 | 6.489/6.6388 | 3/0 |
|  | 3 | 50.8693/57.1023 | 4.5209/5.5704 | 12.2328/12.3826 | 3/0 |
|  | 10 | 161.2983/167.497 | 4.8022/5.8516 | 28.3151/28.4649 | 3/0 |
|  | 20 | 319.0578/325.2478 | 5.2041/6.2535 | 51.2898/51.4396 | 3/0 |
| Mean variations |  | 78.8636/78.8006 | 0.20071/0.20071 | 11.4876/11.4876 | 0/1 |
| Line | 0 | 0.42498/1.3343 | 0.40764/0.53085 | 0.32777/0.47859 | 3/0 |
|  | 0.5 | 1.4491/2.2936 | 0.41566/0.53886 | 0.82521/0.67439 | 2/1 |
|  | 3 | 6.7274/7.4983 | 0.45669/0.5799 | 6.592/6.4412 | 2/1 |
|  | 10 | 21.5331/22.2822 | 0.57162/0.69483 | 22.7393/22.5884 | 2/1 |
|  | 20 | 42.6866/43.4303 | 0.73582/0.85903 | 45.8067/45.6559 | 2/1 |
| Mean variations |  | 10.5654/10.524 | 0.08204/0.08204 | 11.3697/11.2943 | 0/2 |
| Execution time T $=3 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 1.1134/3.5513 | 1.2178/1.5771 | 1.4023/1.6073 | 3/0 |
|  | 0.5 | 2.7409/4.7531 | 1.3133/1.6726 | 2.0564/2.1861 | 3/0 |
|  | 3 | 12.4624/13.7452 | 1.793/2.1522 | 6.4361/6.5658 | 3/0 |
|  | 10 | 40.0192/41.0738 | 3.1361/3.4953 | 18.6994/18.8291 | 3/0 |
|  | 20 | 79.415/80.4141 | 5.0548/5.4141 | 36.2185/36.3482 | 3/0 |
| Mean variations |  | 19.5754/19.2157 | 0.95926/0.95926 | 8.704/8.6852 | 0/2 |
| Circle | 0 | 0.19917/0.60961 | 0.17557/0.22761 | 0.16664/0.2886 | 3/0 |
|  | 0.5 | 0.8736/1.162 | 0.18277/0.23482 | 0.89095/0.74158 | 2/1 |
|  | 3 | 4.5231/4.7246 | 0.21926/0.27131 | 5.2791/5.1571 | 2/1 |
|  | 10 | 14.7703/14.9532 | 0.32146/0.37351 | 17.9286/17.8066 | 2/1 |
|  | 20 | 29.4114/29.59 | 0.46746/0.51951 | 35.9993/35.8774 | 2/1 |
| Mean variations |  | 7.3031/7.2451 | $0.07297 / 0.07297$ | 8.9582/8.8972 | 0/2 |
| Lemniscate | 0 | 0.43005/1.394 | 0.41802/0.54779 | 0.21621/0.35574 | 3/0 |
|  | 0.5 | 1.3084/2.272 | 0.42686/0.55662 | 1.5816/1.442 | 2/1 |
|  | 3 | 5.7023/6.6653 | 0.47224/0.60201 | 10.4435/10.3039 | 2/1 |
|  | 10 | 18.0058/18.9686 | 0.59937/0.72914 | $35.2568 / 35.1173$ | 2/1 |
|  | 20 | 35.5824/36.5451 | 0.78098/0.91075 | 70.7044/70.5649 | 2/1 |
| Mean variations |  | 8.7881/8.7878 | 0.09073/0.09073 | 17.622/17.5523 | 0/2 |
| Line | 0 | 0.15826/0.5002 | 0.07385/0.09718 | 0.2361/0.66227 | 3/0 |
|  | 0.5 | 0.83429/1.007 | 0.10433/0.12766 | 1.5311/1.4261 | 2/1 |
|  | 3 | 4.5785/4.6631 | 0.25697/0.2803 | 8.0341/7.9291 | 2/1 |
|  | 10 | 15.0884/15.1572 | 0.68438/0.70771 | 26.2426/26.1376 | 2/1 |
|  | 20 | 30.1044/30.1697 | 1.295/1.3183 | 52.2546/52.1496 | 2/1 |
| Mean variations |  | 7.4865/7.4174 | 0.30528/0.30528 | 13.0046/12.8718 | 0/2 |

Table 8. Cont.

| Trajectory | $m_{e} \mathbf{k g}$ | $\operatorname{RMS}\left(\left\\|\mathrm{F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DBD/RBD | DBD/RBD | DBD/RBD | DBD/RBD |
| Execution time $\mathrm{T}=15 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.10337/0.32598 | 0.04788/0.06318 | 0.02957/0.21693 | 3/0 |
|  | 0.5 | 0.54027/0.65667 | 0.03926/0.05456 | 1.045/0.93735 | 2/1 |
|  | 3 | 2.9553/3.0153 | 0.00364/0.01165 | 6.1223/6.0147 | 2/1 |
|  | 10 | 9.7343/9.784 | 0.1238/0.1085 | 20.3389/20.2313 | 1/2 |
|  | 20 | 19.4198/19.4673 | 0.29544/0.28014 | 40.6484/40.5407 | 1/2 |
| Mean variations |  | 4.8291/4.7853 | 0.084/0.08 | 10.1547/10.0809 | 0/3 |
| Circle | 0 | 0.08438/0.26876 | 0.00629/0.00846 | 0.06285/0.23316 | 3/0 |
|  | 0.5 | 0.49929/0.55576 | 0.00972/0.00756 | 0.98911/0.88789 | 1/2 |
|  | 3 | 2.8273/2.833 | 0.08984/0.08767 | 5.6204/5.5192 | 1/2 |
|  | 10 | 9.3601/9.3577 | 0.31417/0.312 | 18.5882/18.487 | 0/3 |
|  | 20 | 18.6935/18.6894 | 0.63463/0.63247 | 37.1136/37.0124 | 0/3 |
| Mean variations |  | 4.6523/4.6052 | 0.15708/0.15645 | 9.2627/9.1948 | 0/3 |
| Lemniscate | 0 | 0.23163/0.69683 | 0.00812/0.01067 | 0.2514/0.78903 | 3/0 |
|  | 0.5 | 1.1887/1.6395 | 0.00557/0.00812 | 2.3162/2.2283 | 2/1 |
|  | 3 | 6.0072/6.448 | 0.00716/0.00461 | 12.6401/12.5522 | 1/2 |
|  | 10 | 19.5024/19.9408 | 0.04281/0.04026 | 41.5469/41.459 | 1/2 |
|  | 20 | 38.7815/39.2193 | 0.09375/0.0912 | 82.8425/82.7546 | 1/2 |
| Mean variations |  | 9.6375/9.6306 | 0.02268/0.02316 | 20.6478/20.4914 | 1/2 |
| Line | 0 | 0.18455/0.59754 | 0.13154/0.17288 | 0.30094/0.73771 | 3/0 |
|  | 0.5 | 0.86766/1.0541 | 0.16762/0.20896 | 1.6114/1.5127 | 2/1 |
|  | 3 | 4.8005/4.8559 | 0.34845/0.38979 | 8.1933/8.0945 | 2/1 |
|  | 10 | 15.8508/15.8833 | 0.85479/0.89613 | 26.6225/26.5237 | 2/1 |
|  | 20 | 31.6397/31.6672 | 1.5781/1.6195 | 52.9499/52.8512 | 2/1 |
| Mean variations |  | 7.8638/7.7674 | 0.36165/0.36165 | 13.1622/13.0284 | 0/2 |

The boldface number indicates the best performance between the design approaches. The shadowed rows "Mean variations" indicate the average of the difference between the RMS value of the indicators with two different masses $m_{e}$ in the end-effector.

Table 9. Comparative results of the RBD with respect to the DTBD with different tasks, speeds, and end-effector loads.

| Trajectory | $m_{e} \mathrm{~kg}$ | $R M S\left(\left\\|\mathrm{~F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(\mathrm{M}_{\text {Shz }}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DTBD/RBD | DTBD/RBD | DTBD/RBD | DTBD/RBD |
| Execution time T $=1 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 2.6179/3.2642 | 3.2962/3.458 | 6.6426/6.2526 | 2/1 |
|  | 0.5 | 22.7917/23.0294 | 3.037/3.1992 | 15.5087/15.0737 | 2/1 |
|  | 3 | 123.9682/124.1549 | 1.7575/1.9224 | 59.9451/59.502 | 2/1 |
|  | 10 | 407.2796/407.4583 | 2.1046/1.9753 | 184.3958/183.9518 | 1/2 |
|  | 20 | 812.0115/812.1884 | 7.3268/7.1787 | 362.1858/361.7417 | 1/2 |
| Mean variations |  | 202.3484/202.2311 | 1.777/1.698 | 88.8858/88.8723 | 0/3 |
| Circle | 0 | 0.40585/1.1984 | 0.47161/0.55516 | 0.67944/0.98033 | 3/0 |
|  | 0.5 | 1.6663/2.3076 | 0.51099/0.59521 | 1.9077/1.7904 | 2/1 |
|  | 3 | 8.3343/8.854 | 0.72096/0.80617 | 8.7771/8.6756 | 2/1 |
|  | 10 | 27.0492/27.5403 | 1.3481/1.4321 | 28.1914/28.0929 | 2/1 |
|  | 20 | 53.7882/54.2726 | 2.2663/2.3489 | 55.9464/55.8486 | 2/1 |
| Mean variations |  | 13.3456/13.2686 | 0.44867/0.44845 | 13.8167/13.7171 | 0/3 |
| Lemniscate | 0 | 0.93237/2.7038 | 1.2429/1.443 | 1.4904/1.6945 | 3/0 |
|  | 0.5 | 3.0928/4.787 | 1.2519/1.4524 | 2.4767/2.3253 | 2/1 |
|  | 3 | 14.1253/15.7296 | 1.3117/1.5123 | 8.6745/8.5627 | 2/1 |
|  | 10 | 45.0577/46.635 | 1.575/1.765 | 26.8448/26.7436 | 2/1 |
|  | 20 | 89.2506/90.8211 | 2.1008/2.2684 | 52.9402/52.8408 | 2/1 |
| Mean variations |  | 22.0795/22.0293 | 0.21449/0.20635 | 12.8625/12.7866 | 0/3 |
| Line | 0 | 0.20707/0.67489 | 0.17161/0.2175 | 0.30797/0.72414 | 3/0 |
|  | 0.5 | 0.91717/1.1824 | 0.19997/0.24642 | 1.5787/1.4786 | 2/1 |
|  | 3 | 4.9556/5.083 | 0.35987/0.40581 | 8.109/8.0104 | 2/1 |
|  | 10 | 16.3054/16.4063 | 0.83982/0.88369 | 26.42/26.3213 | 2/1 |
|  | 20 | 32.5224/32.6174 | 1.5359/1.5787 | 52.581/52.4823 | 2/1 |
| Mean variations |  | 8.0788/7.9856 | 0.34108/0.34031 | 13.0683/12.9395 | 0/3 |

Table 9. Cont.

| Trajectory | $m_{e} \mathbf{k g}$ | $\operatorname{RMS}\left(\left\\|\mathrm{F}_{\text {Sh }}\right\\|\right) \mathrm{N}$ | $R M S\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DTBD/RBD | DTBD/RBD | DTBD/RBD | DTBD/RBD |
| Execution time T $=3 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.50039/1.6834 | 0.60143/0.72565 | 0.73057/1.0272 | 3/0 |
|  | 0.5 | 1.4338/2.3352 | 0.65026/0.77478 | 1.8379/1.7435 | 2/1 |
|  | 3 | 7.0381/7.5499 | 0.90372/1.0283 | 8.5117/8.4353 | 2/1 |
|  | 10 | 22.8786/23.2871 | 1.6408/1.7636 | 27.6388/27.5608 | 2/1 |
|  | 20 | 45.5195/45.9038 | 2.7103/2.8315 | 55.0127/54.9339 | 2/1 |
| Mean variations |  | 11.2548/11.0551 | 0.52723/0.52647 | 13.5705/13.4767 | 0/3 |
| Circle | 0 | 0.18523/0.6 | 0.14504/0.18525 | 0.28619/0.67522 | 3/0 |
|  | 0.5 | 0.86684/1.0768 | 0.17381/0.21444 | 1.6053/1.5116 | 2/1 |
|  | 3 | 4.744/4.8296 | 0.32838/0.36892 | 8.2887/8.1962 | 2/1 |
|  | 10 | 15.6367/15.6998 | 0.77825/0.81788 | 27.0145/26.9221 | 2/1 |
|  | 20 | 31.2005/31.2585 | 1.4261/1.4653 | 53.7668/53.6743 | 2/1 |
| Mean variations |  | 7.7538/7.6646 | 0.32028/0.32001 | 13.3701/13.2498 | 0/3 |
| Lemniscate | 0 | 0.2483/0.82321 | 0.23376/0.29069 | 0.29499/0.69615 | 3/0 |
|  | 0.5 | 0.96824/1.3892 | 0.25471/0.31219 | 1.6379/1.5382 | 2/1 |
|  | 3 | 4.9918/5.272 | 0.38492/0.441 | 8.8381/8.7396 | 2/1 |
|  | 10 | 16.3054/16.5534 | 0.8145/0.86498 | 29.0757/28.9764 | 2/1 |
|  | 20 | 32.4713/32.7118 | 1.4562/1.5034 | 57.9929/57.8933 | 2/1 |
| Mean variations |  | 8.0558/7.9722 | 0.30561/0.30318 | 14.4245/14.2993 | 0/3 |
| Line | 0 | 0.17809/0.57918 | 0.12282/0.16049 | 0.28767/0.72341 | 3/0 |
|  | 0.5 | 0.8597/1.0448 | 0.15768/0.19527 | 1.5937/1.4959 | 2/1 |
|  | 3 | 4.7553/4.8176 | 0.33289/0.37028 | 8.1599/8.0621 | 2/1 |
|  | 10 | 15.6986/15.7392 | 0.82415/0.86137 | 26.5461/26.4483 | 2/1 |
|  | 20 | 31.3343/31.3703 | 1.5261/1.5633 | 52.8121/52.7143 | 2/1 |
| Mean variations |  | 7.7891/7.6978 | 0.35082/0.3507 | 13.1311/12.9977 | 0/3 |
| Execution time T $=15 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.09795/0.32598 | 0.05163/0.06318 | 0.01757/0.21693 | 3/0 |
|  | 0.5 | 0.53583/0.65667 | 0.04301/0.05456 | 1.0208/0.93735 | 2/1 |
|  | 3 | 2.9514/3.0153 | 0.0001/0.01165 | 6.0981/6.0147 | 2/1 |
|  | 10 | 9.7305/9.784 | 0.12005/0.1085 | 20.3147/20.2313 | 1/2 |
|  | 20 | 19.416/19.4673 | 0.2917/0.28014 | 40.6241/40.5407 | 1/2 |
| Mean variations |  | 4.8295/4.7853 | 0.08578/0.08 | 10.1516/10.0809 | 0/3 |
| Circle | 0 | 0.07979/0.26876 | 0.00683/0.00846 | 0.04487/0.23316 | 3/0 |
|  | 0.5 | 0.49637/0.55576 | 0.00918/0.00756 | 0.96848/0.88789 | 1/2 |
|  | 3 | 2.8249/2.833 | 0.0893/0.08767 | 5.5998/5.5192 | 1/2 |
|  | 10 | 9.3577/9.3577 | 0.31363/0.312 | 18.5676/18.487 | 0/2 |
|  | 20 | 18.6912/18.6894 | 0.63409/0.63247 | 37.0929/37.0124 | 0/3 |
| Mean variations |  | 4.6529/4.6052 | 0.15681/0.15645 | 9.262/9.1948 | 0/3 |
| Lemniscate | 0 | 0.22162/0.69683 | 0.00871/0.01067 | 0.24336/0.78903 | 3/0 |
|  | 0.5 | 1.1779/1.6395 | 0.00615/0.00812 | 2.3081/2.2283 | 2/1 |
|  | 3 | 5.9963/6.448 | 0.00657/0.00461 | 12.632/12.5522 | 1/2 |
|  | 10 | 19.4914/19.9408 | 0.04223/0.04026 | 41.5389/41.459 | 1/2 |
|  | 20 | 38.7705/39.2193 | 0.09316/0.0912 | 82.8344/82.7546 | 1/2 |
| Mean variations |  | 9.6372/9.6306 | 0.02239/0.02316 | 20.6478/20.4914 | 1/2 |
| Line | 0 | 0.17455/0.59754 | 0.14167/0.17288 | 0.29465/0.73771 | 3/0 |
|  | 0.5 | 0.86031/1.0541 | 0.17774/0.20896 | 1.6051/1.5127 | 2/1 |
|  | 3 | 4.7944/4.8559 | 0.35857/0.38979 | 8.187/8.0945 | 2/1 |
|  | 10 | 15.845/15.8833 | 0.86491/0.89613 | 26.6162/26.5237 | 2/1 |
|  | 20 | 31.6339/31.6672 | 1.5883/1.6195 | 52.9436/52.8512 | 2/1 |
| Mean variations |  | 7.8648/7.7674 | 0.36165/0.36165 | 13.1622/13.0284 | 0/2 |

The boldface number indicates the best performance between the design approaches. The shadowed rows "Mean variations" indicate the average of the difference between the RMS value of the indicators with two different masses $m_{e}$ in the end-effector.

Table 10. Comparative results of the RBD with respect to the SMBD with different tasks, speeds, and end-effector loads.

| Trajectory | $m_{e} \mathbf{k g}$ | $\operatorname{RMS}\left(\left\\|\mathrm{F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SMBD/RBD | SMBD/RBD | SMBD/RBD | SMBD/RBD |
| Execution time $\mathrm{T}=1 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 12.2366/3.2642 | 1.5954/3.458 | 3.1326/6.2526 | 2/1 |
|  | 0.5 | 32.433/23.0294 | 1.3395/3.1992 | 12.013/15.0737 | 2/1 |
|  | 3 | 133.5977/124.1549 | 0.34658/1.9224 | 56.4593/59.502 | 2/1 |
|  | 10 | 416.9061/407.4583 | $3.7349 / 1.9753$ | 180.9126/183.9518 | 1/2 |
|  | 20 | 821.6373/812.1884 | 9.0024/7.1787 | 358.7032/361.7417 | 1/2 |
| Mean variations |  | 202.3502/202.2311 | 2.4762/1.698 | 88.8927/88.8723 | 0/3 |
| Circle | 0 | 1.4593/1.1984 | 0.28018/0.55516 | 0.36895/0.98033 | 2/1 |
|  | 0.5 | 2.645/2.3076 | 0.32416/0.59521 | 1.7325/1.7904 | 2/1 |
|  | 3 | 9.2171/8.854 | 0.55045/0.80617 | 8.6644/8.6756 | 2/1 |
|  | 10 | 27.9056/27.5403 | 1.196/1.4321 | 28.094/28.0929 | 1/2 |
|  | 20 | 54.6382/54.2726 | 2.1227/2.3489 | 55.8527/55.8486 | 1/2 |
| Mean variations |  | 13.2947/13.2686 | 0.46064/0.44845 | 13.8709/13.7171 | 0/3 |
| Lemniscate | 0 | 3.5457/2.7038 | 0.59429/1.443 | 0.54048/1.6945 | 2/1 |
|  | 0.5 | 5.6564/4.787 | 0.60811/1.4524 | 1.7518/2.3253 | 2/1 |
|  | 3 | 16.6008/15.7296 | 0.70112/1.5123 | 8.2408/8.5627 | 2/1 |
|  | 10 | 47.5019/46.635 | 1.0789/1.765 | 26.5185/26.7436 | 2/1 |
|  | 20 | 91.6865/90.8211 | 1.7238/2.2684 | 52.6413/52.8408 | 2/1 |
| Mean variations |  | 22.0352/22.0293 | 0.28237/0.20635 | 13.0252/12.7866 | 0/3 |
| Line | 0 | 0.40755/0.67489 | 0.15015/0.2175 | 0.33903/0.72414 | 3/0 |
|  | 0.5 | 1.0474/1.1824 | 0.18313/0.24642 | 1.6128/1.4786 | 2/1 |
|  | 3 | 5.0475/5.083 | 0.354/0.40581 | 8.1516/8.0104 | 2/1 |
|  | 10 | 16.3904/16.4063 | 0.84109/0.88369 | 26.4644/26.3213 | 2/1 |
|  | 20 | 32.6058/32.6174 | 1.5395/1.5787 | 52.6258/52.4823 | 2/1 |
| Mean variations |  | 8.0496/7.9856 | 0.34735/0.34031 | 13.0717/12.9395 | 0/3 |
| Execution time $\mathrm{T}=3 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 1.7763/1.6834 | 0.34191/0.72565 | 0.39235/1.0272 | 2/1 |
|  | 0.5 | 2.5284/2.3352 | 0.39397/0.77478 | 1.6796/1.7435 | 2/1 |
|  | 3 | 7.8123/7.5499 | 0.65925/1.0283 | 8.4998/8.4353 | 1/2 |
|  | 10 | 23.5579/23.2871 | 1.4105/1.7636 | 27.6629/27.5608 | 1/2 |
|  | 20 | 46.1759/45.9038 | 2.487/2.8315 | 55.0452/54.9339 | 1/2 |
| Mean variations |  | 11.0999/11.0551 | 0.53628/0.52647 | 13.6632/13.4767 | 0/3 |
| Circle | 0 | 0.33477/0.6 | 0.13462/0.18525 | 0.31898/0.67522 | 3/0 |
|  | 0.5 | 0.95996/1.0768 | 0.16621/0.21444 | 1.6243/1.5116 | 2/1 |
|  | 3 | 4.8101/4.8296 | 0.32694/0.36892 | 8.3107/8.1962 | 2/1 |
|  | 10 | 15.6982/15.6998 | 0.78058/0.81788 | 27.0371/26.9221 | 2/1 |
|  | 20 | 31.2608/31.2585 | 1.4297/1.4653 | 53.7895/53.6743 | 1/2 |
| Mean variations |  | 7.7315/7.6646 | 0.32377/0.32001 | 13.3676/13.2498 | 0/3 |
| Lemniscate | 0 | 0.63408/0.82321 | 0.16285/0.29069 | 0.49284/0.69615 | 3/0 |
|  | 0.5 | 1.2689/1.3892 | 0.19116/0.31219 | 1.8926/1.5382 | 2/1 |
|  | 3 | 5.2203/5.272 | 0.3445/0.441 | 9.1156/8.7396 | 2/1 |
|  | 10 | 16.5182/16.5534 | 0.79419/0.86498 | 29.3571/28.9764 | 2/1 |
|  | 20 | 32.6805/32.7118 | 1.4434/1.5034 | 58.2751/57.8933 | 2/1 |
| Mean variations |  | 8.0116/7.9722 | 0.32013/0.30318 | 14.4456/14.2993 | 0/3 |
| Line | 0 | 0.27114/0.57918 | 0.12802/0.16049 | 0.46691/0.72341 | 3/0 |
|  | 0.5 | 0.90591/1.0448 | 0.16218/0.19527 | 1.7217/1.4959 | 2/1 |
|  | 3 | 4.7847/4.8176 | 0.33606/0.37028 | 8.2768/8.0621 | 2/1 |
|  | 10 | 15.7252/15.7392 | 0.82659/0.86137 | 26.6606/26.4483 | 2/1 |
|  | 20 | 31.3604/31.3703 | 1.5283/1.5633 | 52.9261/52.7143 | 2/1 |
| Mean variations |  | 7.7723/7.6978 | 0.35008/0.3507 | 13.1148/12.9977 | 1/2 |

Table 10. Cont.

| Trajectory | $m_{e} \mathbf{k g}$ | $\operatorname{RMS}\left(\left\\|\mathrm{F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SMBD/RBD | SMBD/RBD | SMBD/RBD | SMBD/RBD |
| Execution time $\mathrm{T}=15 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.32226/0.32598 | 0.02768/0.06318 | 0.35634/0.21693 | 2/1 |
|  | 0.5 | 0.69515/0.65667 | 0.01907/0.05456 | 1.3717/0.93735 | 1/2 |
|  | 3 | 3.0686/3.0153 | 0.02384/0.01165 | 6.4491/6.0147 | 0/3 |
|  | 10 | 9.8394/9.784 | 0.14399/0.1085 | 20.6657/20.2313 | 0/3 |
|  | 20 | 19.523/19.4673 | 0.31564/0.28014 | 40.9751/40.5407 | 0/3 |
| Mean variations |  | 4.8002/4.7853 | 0.07629/0.08 | 10.1547/10.0809 | 1/2 |
| Circle | 0 | 0.26701/0.26876 | 0.00342/0.00846 | 0.32286/0.23316 | 2/1 |
|  | 0.5 | 0.59667/0.55576 | 0.0126/0.00756 | 1.2491/0.88789 | 0/3 |
|  | 3 | 2.8833/2.833 | 0.09272/0.08767 | 5.8805/5.5192 | 0/3 |
|  | 10 | 9.4089/9.3577 | 0.31704/0.312 | 18.8482/18.487 | 0/3 |
|  | 20 | 18.7407/18.6894 | 0.63751/0.63247 | 37.3736/37.0124 | 0/3 |
| Mean variations |  | 4.6184/4.6052 | 0.15852/0.15645 | 9.2627/9.1948 | 0/3 |
| Lemniscate | 0 | 0.69091/0.69683 | 0.00443/0.01067 | 1.1113/0.78903 | 2/1 |
|  | 0.5 | 1.6488/1.6395 | 0.00188/0.00812 | $3.1761 / 2.2283$ | 1/2 |
|  | 3 | 6.4654/6.448 | 0.01085/0.00461 | 13.5/12.5522 | 0/3 |
|  | 10 | 19.96/19.9408 | 0.0465/0.04026 | 42.4069/41.459 | 0/3 |
|  | 20 | 39.239/39.2193 | 0.09744/0.0912 | 83.7024/82.7546 | 0/3 |
| Mean variations |  | 9.637/9.6306 | 0.02452/0.02316 | 20.6478/20.4914 | 0/3 |
| Line | 0 | 0.59303/0.59754 | 0.07677/0.17288 | 0.85447/0.73771 | 2/1 |
|  | 0.5 | 1.1302/1.0541 | 0.11285/0.20896 | 2.1649/1.5127 | 1/2 |
|  | 3 | 4.9602/4.8559 | 0.29368/0.38979 | 8.7468/8.0945 | 1/2 |
|  | 10 | 15.9907/15.8833 | 0.80002/0.89613 | 27.176/26.5237 | 1/2 |
|  | 20 | 31.7752/31.6672 | 1.5234/1.6195 | 53.5034/52.8512 | 1/2 |
| Mean variations |  | 7.7955/7.7674 | 0.36165/0.36165 | 13.1622/13.0284 | 0/2 |

The boldface number indicates the best performance between the design approaches. The shadowed rows "Mean variations" indicate the average of the difference between the RMS value of the indicators with two different masses $m_{e}$ in the end-effector.

Table 11. Comparative results of the RBD with respect to the SFBD with different tasks, speeds, and end-effector loads.

| Trajectory | $m_{e} \mathbf{k g}$ | $R M S\left(\left\\|\mathrm{~F}_{S h}\right\\|\right) \mathrm{N}$ | $R M S\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SFBD/RBD | SFBD/RBD | SFBD/RBD | SFBD/RBD |
| Execution time T $=1 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.63482/3.2642 | 1.7912/3.458 | 19.2851/6.2526 | 2/1 |
|  | 0.5 | 20.2008/23.0294 | 1.5315/3.1992 | 28.1339/15.0737 | 2/1 |
|  | 3 | 121.3755/124.1549 | 0.35869/1.9224 | 72.527/59.502 | 2/1 |
|  | 10 | 404.6868/407.4583 | 3.5269/1.9753 | 196.9583/183.9518 | 1/2 |
|  | 20 | 809.4187/812.1884 | 8.7956/7.1787 | 374.7429/361.7417 | 1/2 |
| Mean variations |  | 202.196/202.2311 | 2.4674/1.698 | 88.8645/88.8723 | 2/1 |
| Circle | 0 | 0.58061/1.1984 | 1.5861/0.55516 | 1.8241/0.98033 | 1/2 |
|  | 0.5 | 1.6181/2.3076 | 1.6188/0.59521 | 2.8902/1.7904 | 1/2 |
|  | 3 | 8.225/8.854 | 1.7907/0.80617 | 9.5806/8.6756 | 1/2 |
|  | 10 | 26.9299/27.5403 | 2.3284/1.4321 | 28.9326/28.0929 | 1/2 |
|  | 20 | 53.6668/54.2726 | 3.1703/2.3489 | 56.6711/55.8486 | 1/2 |
| Mean variations |  | 13.2715/13.2686 | 0.39605/0.44845 | 13.7117/13.7171 | 2/1 |
| Lemniscate | 0 | 0.59707/2.7038 | 4.0615/1.443 | 4.1516/1.6945 | 1/2 |
|  | $0.5$ | 2.4139/4.787 | 4.0678/1.4524 | 4.6418/2.3253 | 1/2 |
|  | 3 | 13.4037/15.7296 | 4.1026/1.5123 | 10.0241/8.5627 | 1/2 |
|  | 10 | 44.3303/46.635 | 4.2377/1.765 | 27.7982/26.7436 | 1/2 |
|  | 20 | 88.5219/90.8211 | 4.5182/2.2684 | 53.7726/52.8408 | 1/2 |
| Mean variations |  | 21.9812/22.0293 | 0.11418/0.20635 | 12.4053/12.7866 | 3/0 |
| Line | 0 | 0.57547/0.67489 | 0.50827/0.2175 | 0.9975/0.72414 | 1/2 |
|  | 0.5 | 1.1411/1.1824 | 0.51667/0.24642 | 2.1939/1.4786 | 1/2 |
|  | 3 | 5.0875/5.083 | 0.58856/0.40581 | 8.6708/8.0104 | 0/3 |
|  | 10 | 16.4198/16.4063 | 0.94551/0.88369 | 26.9672/26.3213 | 0/3 |
|  | 20 | 32.6329/32.6174 | 1.5835/1.5787 | 53.1246/52.4823 | 0/3 |
| Mean variations |  | 8.0144/7.9856 | 0.2688/0.34031 | 13.0318/12.9395 | 1/2 |

Table 11. Cont.

| Trajectory | $m_{e} \mathrm{~kg}$ | $R M S\left(\left\\|\mathrm{~F}_{S h}\right\\|\right) \mathrm{N}$ | $\operatorname{RMS}\left(\mathrm{M}_{\text {Shz }}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ | Win |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SFBD/RBD | SFBD/RBD | SFBD/RBD | SFBD/RBD |
| Execution time T $=3 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.55358/1.6834 | 2.4892/0.72565 | 2.6858/1.0272 | 1/2 |
|  | 0.5 | 1.4482/2.3352 | 2.5336/0.77478 | 3.5535/1.7435 | 1/2 |
|  | 3 | 7.036/7.5499 | 2.7598/1.0283 | 9.7101/8.4353 | 1/2 |
|  | 10 | 22.8735/23.2871 | 3.4265/1.7636 | 28.6313/27.5608 | 1/2 |
|  | 20 | 45.5138/45.9038 | 4.4281/2.8315 | 55.952/54.9339 | 1/2 |
| Mean variations |  | 11.24/11.0551 | 0.48472/0.52647 | 13.3165/13.4767 | 2/1 |
| Circle | 0 | 0.53327/0.6 | 0.36945/0.18525 | 0.90638/0.67522 | 1/2 |
|  | 0.5 | 1.0812/1.0768 | 0.37998/0.21444 | 2.1946/1.5116 | 0/3 |
|  | 3 | 4.8744/4.8296 | 0.46404/0.36892 | 8.8561/8.1962 | 0/3 |
|  | 10 | 15.7514/15.6998 | 0.83335/0.81788 | 27.5758/26.9221 | 0/3 |
|  |  | 31.3116/31.2585 | 1.4477/1.4653 | 54.3265/53.6743 | 1/2 |
| Mean variations |  | 7.6946/7.6646 | 0.26957/0.32001 | 13.355/13.2498 | 1/2 |
| Lemniscate | 0 | 0.54106/0.82321 | 0.90765/0.29069 | 1.233/0.69615 | 1/2 |
|  | 0.5 | 1.1285/1.3892 | 0.91484/0.31219 | 2.3373/1.5382 | 1/2 |
|  | 3 | 5.0773/5.272 | 0.966/0.441 | 9.3314/8.7396 | 1/2 |
|  | 10 | 16.3767/16.5534 | 1.2184/0.86498 | 29.5219/28.9764 | 1/2 |
|  | 20 | 32.5394/32.7118 | 1.7301/1.5034 | 58.4282/57.8933 | 1/2 |
| Mean variations |  | 7.9996/7.9722 | 0.20562/0.30318 | 14.2988/14.2993 | 2/1 |
| Line | 0 | 0.53439/0.57918 | 0.18191/0.16049 | 0.79612/0.72341 | 1/2 |
|  | 0.5 | 1.0875/1.0448 | 0.20826/0.19527 | 2.0151/1.4959 | 0/3 |
|  | 3 | 4.8995/4.8176 | 0.36298/0.37028 | 8.5579/8.0621 | 1/2 |
|  | 10 | 15.827/15.7392 | 0.8408/0.86137 | 26.9389/26.4483 | 1/2 |
|  | 20 | 31.4592/31.3703 | 1.5383/1.5633 | 53.2037/52.7143 | 1/2 |
| Mean variations |  | 7.7312/7.6978 | 0.3391/0.3507 | 13.1019/12.9977 | 1/2 |
| Execution time T $=15 \mathrm{~s}$ |  |  |  |  |  |
| Hypocycloid | 0 | 0.10159/0.32598 | 0.24078/0.06318 | 0.3479/0.21693 | 1/2 |
|  | 0.5 | 0.58063/0.65667 | 0.23224/0.05456 | 1.1026/0.93735 | 1/2 |
|  | 3 | 3.0012/3.0153 | 0.18934/0.01165 | 6.18/6.0147 | 1/2 |
|  | 10 | 9.781/9.784 | 0.06918/0.1085 | 20.3966/20.2313 | 2/1 |
|  | 20 | 19.4667/19.4673 | 0.10246/0.28014 | 40.706/40.5407 | 2/1 |
| Mean variations |  | 4.8413/4.7853 | 0.05121/0.08 | 10.0895/10.0809 | 1/2 |
| Circle | 0 | $0.09288 / 0.26876$ | 0.03147/0.00846 | 0.14424/0.23316 | 2/1 |
|  | 0.5 | $0.55497 / 0.55576$ | 0.01546/0.00756 | 1.0099/0.88789 | 1/2 |
|  | 3 | 2.8877/2.833 | 0.06465/0.08767 | 5.6412/5.5192 | 1/2 |
|  | 10 | 9.4211/9.3577 | 0.28898/0.312 | 18.609/18.487 | 1/2 |
|  | 20 | 18.7547/18.6894 | 0.60944/0.63247 | 37.1343/37.0124 | 1/2 |
| Mean variations |  | 4.6654/4.6052 | 0.1525/0.15645 | 9.2475/9.1948 | 1/2 |
| Lemniscate | 0 | 0.22214/0.69683 | 0.03954/0.01067 | 0.09677/0.78903 | 2/1 |
|  | 0.5 | 1.1834/1.6395 | 0.037/0.00812 | 2.1013/2.2283 | 2/1 |
|  | 3 | 6.0027/6.448 | 0.02426/0.00461 | 12.4252/12.5522 | 2/1 |
|  | 10 | 19.498/19.9408 | 0.01138/0.04026 | 41.3321/41.459 | 3/0 |
|  | 20 | 38.7771/39.2193 | 0.06232/0.0912 | 82.6277/82.7546 | 3/0 |
| Mean variations |  | 9.6387/9.6306 | 0.01977/0.02316 | 20.6327/20.4914 | 1/2 |
| Line | 0 | 0.16306/0.59754 | 0.65931/0.17288 | 0.6703/0.73771 | 2/1 |
|  | 0.5 | 0.94275/1.0541 | 0.6956/0.20896 | 1.2706/1.5127 | 2/1 |
|  | 3 | 4.8885/4.8559 | 0.87644/0.38979 | 7.8524/8.0945 | 1/2 |
|  | 10 | 15.9408/15.8833 | 1.3828/0.89613 | 26.2816/26.5237 | 1/2 |
|  | 20 | 31.7301/31.6672 | 2.1061/1.6195 | 52.6091/52.8512 | 1/2 |
| Mean variations |  | 7.8918/7.7674 | 0.36171/0.36165 | 12.9847/13.0284 | 1/2 |

The boldface number indicates the best performance between the design approaches. The shadowed rows "Mean variations" indicate the average of the difference between the RMS value of the indicators with two different masses $m_{e}$ in the end-effector.
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Figure 8. CAD of the different design approaches. Lateral views of the obtained links (a-e). Isometric view (f) of the RBD with base.
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Figure 9. Behavior of the shaking force $\mathbf{F}_{S h}$, shaking moment $M_{S h_{z}}$, and torque $\tau$ for the designs with different velocities and two different end-effector masses in the linear trajectory. The design behaviors associated with $m_{e}=0 \mathrm{~kg}$ are described in lines as —_ RBD $,-\cdot-\quad-\mathrm{DBD},--\quad-\mathrm{DTBD}, \ldots \ldots \mathrm{SMBD}, \ldots-\ldots$ SFBD. The design behaviors associated with $m_{e}=0.5 \mathrm{~kg}$ are described in lines as $\qquad$ RBD, - - - - DBD, - - - DTBD, . SMBD, $\qquad$ SFBD.
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Figure 10. Behavior of the shaking force $\mathbf{F}_{S h}$, shaking moment $M_{S h_{z}}$, and torque $\tau$ for the designs with different velocities and two different end-effector masses in the circular trajectory. The design behaviors associated with $m_{e}=0 \mathrm{~kg}$ are described in lines as ———RBD, $\cdot-\cdot-\mathrm{DBD},----\mathrm{DTBD}, \ldots \ldots \mathrm{SMBD}$, SFBD. The design behaviors associated with $m_{e}=0.5 \mathrm{~kg}$ are described in lines as $-\quad \mathrm{RBD},-\cdot-\cdot \mathrm{DBD},----\mathrm{DTBD}, \cdots \cdots$ SMBD, $\qquad$ SFBD.

(a) Shaking force in $\hat{X}$.

(b) Shaking force in $\hat{Y}$.

(d) Torque $\tau_{1}$.

(e) Torque $\tau_{2}$.
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Figure 11. Behavior of the shaking force $\mathbf{F}_{S h}$, shaking moment $M_{S h_{z}}$, and torque $\tau$ for the designs with different velocities and two different end-effector masses in the lemniscate trajectory. The design behaviors associated with $m_{e}=0 \mathrm{~kg}$ are described in lines as - - RBD $,-\cdot-\cdot-\mathrm{DBD},----$ DTBD, $\ldots \ldots$ SMBD, $\ldots-\mathrm{SFBD}$. The design behaviors associated with $m_{e}=0.5 \mathrm{~kg}$ are described in lines as $\qquad$ RBD, $-\cdot-\cdot-$ DBD, ---- DTBD . . . . SMBD SFBD.

(a) Shaking force in $\hat{X}$.

(b) Shaking force in $\hat{Y}$.

(d) Torque $\tau_{1}$.

(e) Torque $\tau_{2}$.
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(c) Shaking moment in $\hat{Z}$.

(f) Torque $\tau_{3}$.

Figure 12. Behavior of the shaking force $\mathbf{F}_{S h}$, shaking moment $M_{S h_{z}}$, and torque $\tau$ for the designs with different velocities and two different end-effector masses in the hypocycloid trajectory. The design behaviors associated with $m_{e}=0 \mathrm{~kg}$ are described in lines as - - RBD, $\cdot \cdot-\cdot-\mathrm{DBD},----\mathrm{DTBD}, \ldots \ldots$ SMBD, $\cdots-$ SFBD. The design behaviors associated with $m_{e}=0.5 \mathrm{~kg}$ are described in lines as $\qquad$ RBD, $-\cdot-\cdot$ DBD, --- - DTBD, ...... SMBD, $\qquad$ SFBD.

Table 12. Overall performance of the proposed RBD with other design approaches with respect to the indicators presented in Tables 8-11.

| $R M S\left(\left\\|\mathrm{~F}_{S h}\right\\|\right) \mathrm{N}$ | $R M S\left(M_{S h_{z}}\right) \mathrm{Nm}$ | $\sum_{i=1}^{3} R M S\left(\tau_{i}\right) \mathrm{Nm}$ |
| :---: | :---: | :---: |
| DBD/RBD | DBD/RBD | DBD/RBD |
| $\begin{gathered} \hline(\mathbf{9 6 . 6 6 - 0 \% ) / ( 3 . 3 3 - 1 0 0 \% )} \\ \text { DTBD } / \text { RBD } \end{gathered}$ | $\begin{gathered} \hline(\mathbf{8 1 . 6 6 - 8 . 3 3 \% ) / ( 1 8 . 3 3 - \mathbf { 2 5 \% } \% )} \\ \text { DTBD } / \text { RBD } \end{gathered}$ | $\begin{gathered} \hline(38.33-0 \%) /(61.66-75 \%) \\ \text { DTBD } / \text { RBD } \end{gathered}$ |
| $\begin{gathered} (96.66-0 \%) /(1.66-100 \%) \\ \text { SMBD/RBD } \end{gathered}$ | $\begin{gathered} (81.66-8.33 \%) /(18.33-83.33 \%) \\ \text { SMBD/RBD } \end{gathered}$ | $\begin{gathered} (18.33-0 \%) /(81.66-100 \%) \\ \text { SMBD/RBD } \end{gathered}$ |
| $\begin{gathered} (38.33-0 \%) /(\mathbf{6 1 . 6 6 - 1 0 0 \% )} \\ \text { SFBD/RBD } \end{gathered}$ | $\begin{gathered} (80-16.66 \%) /(20-75 \%) \\ \text { SFBD/RBD } \end{gathered}$ | $\begin{gathered} (31.66-0 \%) /(68.33-100 \%) \\ \text { SFBD } / \text { RBD } \end{gathered}$ |
| (71.66-16.66\%)/(28.33-83.33\%) | (23.33-83.33\%)/(76.66-16.66\% ) | (18.33-50\%)/(81.66-50\%) |

The boldface number indicates the best percentage where one design approach outperforms the other one.

## 5. Conclusions

In this work, a robust design approach is proposed for balancing the shaking force, the shaking moment, and the torque of robotic manipulators. This approach is stated as a constrained multiobjective optimization problem, where the time-independent terms of the shaking force balancing, shaking moment balancing, and torque as well as their variations are proposed as objective functions. The link shape requirement, the motor position condition, and the limits of the design variable vector are the design constraints. The design approach is applied to a particular three-degree-of-freedom parallel-serial manipulator, where 1023 Pareto solutions are obtained through NSGA-II.

The comparative results of the performance function changes with different loads $\left(m_{e} \neq 0\right)$ in the end-effector of the robot indicate that the RBD presents an outstanding reduction in the time-independent terms of the shaking force balancing around $[0.61,3.53] \%$, shaking moment balancing around $[0.48,2.91] \%$, and torque around $[0.67,4.16] \%$ with respect to DBD. Thus, the performance function is less influenced by the load parameters because of the reductions in their sensitivities.

On the other hand, the comparative empirical evidence with the RMS values of the shaking force, shaking moment, and torque indicates the following with respect to other design approaches. The selected tradeoff in the obtained Pareto front (named RBD) considerably reduces the variations (sensitivities) in the shaking force, the shaking moment, and the torque with changes in the end-effector mass and through applications that require different speeds and shapes of the trajectory to be performed. In particular, under 60 numerical simulations per design, when the RBD is compared with the DBD, an average of $66 \%$ of the results improve the sensitivities in the shaking force, the shaking moment, and the torque. When the RBD is compared with the DTBD, an average of $94 \%$ of results decrease their sensitivities. When the RBD is compared with the SFBD, it obtains a tie ( $50 \%$ ) in the average of the decrement in the sensitivity. The comparison of the RBD with respect to the SMBD indicates that an average of $91 \%$ of the results have improved the sensitivities in the shaking force, the shaking moment, and the torque.

It is also observed that the RBD reduces the applied torque in the interval $[61.66,81.66] \%$ with respect to the compared mechanisms.

The results also show that the obtained RBD exceeds the performance in the shaking force, the shaking moment, the torque, and its variations when it is compared with the approaches of SFBD or SMBD, i.e., the RBD reduces the torque in $81.66 \%$, the shaking moment in $76.66 \%$, and provides competitive average sensitivities in $50 \%$, or the torque in $68.33 \%$, the shaking force in $61.66 \%$, and the sensitivities in $91 \%$, when it is compared with approaches that focus on the fulfillment of one balancing condition (shaking force or shaking moment), respectively.

In the case of the comparative results with the DBD and DTBD, the proposed RBD presents superior performance in the torque delivery and in the robustness of the shaking force, shaking moment, and torque (in four out of the six indicators). Thus, the RBD presents a better tradeoff among metrics.

Finally, the proposed design approach can be extended to mechanisms and other robotic manipulators with more degrees of freedom.

One limitation of the proposal is that the tradeoff is tied to how well and efficiently the optimizer works. Thus, future work will include the addition of operators to multiobjective evolutionary algorithms that encourage exploration and exploitation to find different and notable tradeoffs that are better than the obtained metrics in the DBD and DTBD. Another future work option is to come up with a design strategy in which the size of loads or linkages is usually spread around a known mean value and variance. This is also a safe assumption in real-world situations. Future research may also examine the incorporation of vibration sources connected to the elastodynamics of the transmission, couplings, and mechanism components [59,60]. Experimental verification of the proposed RBD approach is also another area for future work.
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## Abbreviations

The following abbreviations are used in this manuscript:

| Acronyms |  |
| :--- | :--- |
| TITShFB | The Time-Independent Terms of the Shaking Force Balancing |
| TITShMB | The Time-Independent Terms of the Shaking Moment Balancing |
| TITAT | The Time-Independent Terms of the Applied Torque |
| RBD | Robust Balancing Design |
| DBD | Dynamic Balancing Design |
| SFBD | Shaking Force Balancing Design |
| SMBD | Shaking Moment Balancing Design |
| DTBD | Dynamic and Torque Balancing Design |
| GA | Genetic Algorithm |
| SQP | Sequential Quadratic Programming |
| MOGA | Multiobjective Genetic Algorithm |
| G.C.M. | Global Center of Mass |
| NLC-MOP | Nonlinear Constrained Multiobjective Optimization Problem |
| DE | Differential Evolution |
| NSGA-II | Non-Dominated Sorting Genetic Algorithm II |
| RMS | Root Mean Square |
| SBX | Simulated Binary Crossover |
| NP | Number of Individuals in the Population |


| Nomenclature |  |
| :---: | :---: |
| J | The weighted objective function for the non-robust balancing approach |
| $J_{i}$ | The $i$-th objective function for the non-robust balancing approach |
| J | The objective function vector for the robust balancing approach |
| $\tilde{J}_{i, j}$ | The $i$-th design objective variation with respect to the $j$-th uncertainty |
| $n_{J}$ | Design objective number |
| p | Design variable vector |
| $g_{j}(\mathbf{p})$ | The $j$-th constraint |
| $n_{g}$ | Inequality constraint number |
| q | Angular position vector |
| $\dot{\mathbf{q}}$ | Angular velocity vector |
| $\ddot{\text { q }}$ | Angular acceleration vector |
| $\tau$ | Torque vector |
| $\tau_{i}$ | The $i$-th torque |
| $Q_{i}$ | The $i$-th link |
| $\left(\gamma_{i}, l_{c_{i}}\right)$ | Polar coordinates of the $i$-th link mass center with respect to $x_{i}-y_{i}$ coordinate system |
| $\left(l_{c_{i x}}, l_{c_{i y}}\right)$ | Cartesian coordinate of the $i$-th link mass center with respect to $x_{i}-y_{i}$ coordinate system |
| $I_{i}$ | The $i$-th inertia tensor |
| $m_{i}$ | The $i$-th mass |
| $a_{i}$ | The $i$-th fixed link length |
| $\mathbf{r}_{c_{i}}$ | The mass center of the $i$-th link |
| $\mathbf{r}_{\mathbf{c}_{\text {T }}}$ | Total mass center vector |
| $\mathbf{F}_{S h}$ | Shaking force vector |
| $\mathbf{M}_{\text {Sh }}$ | Shaking moment vector |
| $\boldsymbol{\Phi}$ | Total mass center time-independent terms grouped in a matrix |
| $\Gamma(\mathbf{q})$ | Total mass center time-dependent terms grouped in a vector |
| $H_{z}$ | Angular momentum in the $z$ axis |
| $\Delta$ | Shaking moment time-independent terms grouped in a vector |
| $\bar{\Delta}(\mathbf{q}, \dot{\mathbf{q}})$ | Angular momentum time-dependent terms grouped in a vector |
| $\Delta_{\mathbf{M}_{q}}(\mathbf{q})$ | Inertia matrix time-dependent terms grouped in a matrix |
| $\Delta_{M}$ | Inertia matrix time-independent terms grouped in a matrix |
| $\Delta_{\mathbf{C}_{q}}(\mathbf{q})$ | Centrifugal and Coriolis forces time-dependent terms grouped in a matrix |
| $\Delta_{C}$ | Centrifugal and Coriolis forces time-independent terms grouped in a matrix |
| $\Delta_{\mathbf{G}_{q}}(\mathbf{q})$ | Gravity time-dependent terms grouped in a vector |
| $\Delta_{G}$ | Gravity time-independent terms grouped in a matrix |
| $I_{i}$ | The $i$-th inertia tensor |
| $T$ | Period of a trajectory |
| ${ }^{i} w_{i}$ | The angular velocity vector of the $i$-th link |
| $m_{e}$ | Extra mass in the end-effector |
| $I_{m_{e}}$ | Inertia tensor of the extra mass |
| $n$ | Number of degrees of freedom |
| $\mathbf{M}(\mathbf{q})$ | Inertia matrix of the robot |


| $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ | Centrifugal and Coriolis forces matrix of the robot |
| :---: | :---: |
| $\mathbf{G}(\mathbf{q})$ | Gravity vector of the robot |
| $\Lambda J_{i}$ | Variation in the $i$-th objective function |
| $p_{c}$ | Crossover probability |
| $p_{m}$ | Mutation probability |
| $\eta_{c}$ | Distribution index for crossover |
| $\eta_{m}$ | Distribution index for mutation |
| $\Omega_{i}$ | Set of simple geometries of the $i$-th link |
| $\mu_{i}$ | Design objective weight |
| $\mathbf{p}_{\text {min }}$ | Lower limit of the design parameter vector |
| $\mathbf{p}_{\text {max }}$ | Upper limit of the design parameter vector |
| Y | Uncertain parameter vector |
| $\overline{\mathbf{Y}}$ | Uncertain parameter nominal value vector |
| $\epsilon$ | Variation in $\mathbf{Y}$ from $\overline{\mathbf{Y}}$ |
| $\bar{Y}_{i}$ | The $i$-th uncertain parameter nominal value |
| $\epsilon_{i}$ | The $i$-th uncertain parameter change |
| $\left(x_{e}, y_{e}\right), \phi_{e}$ | Cartesian position and orientation of the robot end-effector with respect to $X-Y$ coordinate system |
| $g$ | Gravity acceleration |
| $\dot{q}_{i}$ | The $i$-th angular velocity |
| $q_{i}$ | The $i$-th angular position |
| $x_{i}, y_{i}$ | The $i$-th coordinate of the link system |
| $\hat{m}_{3}$ | Mass of the third actuator |
| $\left(x_{\hat{m}_{3}}, y_{\hat{m}_{3}}\right)$ | Cartesian position of the third actuator |
| $a_{2}^{\prime}$ | Distance added to the fourth link |
| $b_{i}, c_{i}, d_{i}, e_{i}, f_{i}$, | Geometric variables of the shape |
| $g_{i}, h_{i}, n_{i}, j_{i}, k_{i}$ | for the $i$-th link |
| $A_{i}, B_{i}, C_{i}, D_{i}, E_{i}$, | Simple geometries of the shape for the $i$-th link |
| $F_{i}, G_{i}, H_{i}, N_{i}$ | Those that form the set $\Omega_{i}$ |
| $L_{4}$ | A hole (cylinder) in the fourth link. For $L_{i} \forall i \neq 4$, the hole $L_{i}$ is not considered. |
| $\\|\bullet\\|_{F}$ | Frobenius norm of the matrix - |
| $h_{\text {max, }{ }^{\text {i }}}$ | Maximum allowed link height |
| $w_{\text {max }, i}$ | Maximum allowed link width |
| $r_{\text {tol }}$ | Tolerance of the link radius |
| $r$ | The hole radius in the cylinder (holes) $L_{4}, C_{i}$ and $B_{i}, \forall i=1, \ldots, 5$ |
| $\rho_{A l}$ | The aluminum density |
| $r_{\hat{m}_{3}}$ | The motor radius |
| $m_{\hat{m}_{3}}$ | The motor mass |
| $z_{d_{i}}$ | The $i$-th diagonal line that constrains the motor placement |
| $\mathcal{P}_{G}$ | Parent population at the generation $G$ |
| $\operatorname{rand}_{\Phi^{i}}\left[p_{i_{\text {min }}}, p_{i_{\text {max }}}\right]$ | The $i$-th random variable between $\left[p_{i_{\min }}, p_{i_{\text {max }}}\right]$ Sum of normalized constraint distance of the $i$-th chromosome |
| $\max (a, b), \min (a, b)$ | Maximum or minimum number between $a$ and $b$ |
| G | Generation number |
| $G_{\text {max }}$ | Maximum generation number |
| $\mathbf{v}_{a}$ | Child vector $a$ |
| $\mathcal{V}_{G}$ | Child population |

## Appendix A. Parameters of the Simple Geometry in $\boldsymbol{\Omega}_{\boldsymbol{i}}$

The mass $m_{\Omega_{i}}$, the mass center length expressed in Cartesian coordinates $\left(l_{c_{x \Omega_{i}}}, l_{c_{y \Omega_{i}}}\right)$ (with respect to the coordinate system $x_{i}-y_{i}$ ), and the inertia moment $I_{\Omega_{i}}$ in the $z$ axis of each simple geometry in $\Omega_{i}$ are given as follows.

$$
y_{E_{i}}=-\frac{c_{i}+g_{i}}{2}
$$

## Appendix B. Detailed Description of the Matrices M, C and the Vector G

The elements $M_{i, j}, C_{i, j}$ and $G_{i} \forall i=1, \ldots 3, j=1, \ldots, 3$ associated with the closed-form dynamic model (22) are detailed below.

$$
\begin{align*}
& m_{A_{i}}=\rho_{A l} e_{i} c_{i}\left(b_{i}+a_{2}^{\prime}+a_{i}+d_{i}\right) \\
& m_{B_{i}}=-\rho_{A l} e_{i} \pi r^{2} \\
& m_{C_{i}}=-\rho_{A l} e_{i} \pi r^{2} \\
& m_{D_{i}}=\rho_{A l} e_{i} f_{i}\left(b_{i}+a_{2}^{\prime}+a_{i}+d_{i}-h_{i}-n_{i}\right) \\
& m_{E_{i}}=\rho_{A l} e_{i} g_{i}\left(b_{i}+a_{2}^{\prime}+a_{i}+d_{i}-k_{i}-j_{i}\right) \\
& m_{F_{i}}=\rho_{A l} e_{i} h_{i} f_{i} / 2 \\
& m_{G_{i}}=\rho_{A l} e_{i} j_{i} f_{i} / 2 \\
& m_{H_{i}}=\rho_{A l} e_{i} j_{i} g_{i} / 2 \\
& m_{N_{i}}=\rho_{A l} e_{i} k_{i} g_{i} / 2 \\
& m_{L_{i}}=-\rho_{A l} e_{4} \pi r^{2} \\
& x_{A_{i}}=\frac{b_{i}+a_{2}^{\prime}+a_{i}+d_{i}}{2}-b_{i}-a_{2}^{\prime} \\
& x_{B_{i}}=a_{i} \\
& y_{F_{i}}=\frac{c_{i}}{2}+\frac{f_{i}}{3} \\
& y_{G_{i}}=\frac{c_{i}}{2}+\frac{f_{i}}{3} \\
& y_{H_{i}}=-\frac{c_{i}}{2}-\frac{f_{i}}{3} \\
& y_{N_{i}}=-\frac{c_{i}}{2}-\frac{f_{i}}{3} \\
& I_{A_{i}}=m_{A_{i}}\left(\frac{\left(a_{i}+b_{i}+a_{2}^{\prime}+d_{i}\right)^{2}+c_{i}^{2}}{12}\right) \\
& I_{B_{i}}=m_{B_{i}}\left(\frac{r^{2}}{4}\right) \\
& I_{C_{i}}=m_{C_{i}}\left(\frac{r^{2}}{4}\right) \\
& x_{C_{i}}=0 \\
& x_{D_{i}}=\frac{a_{i}+d_{i}-b_{i}-a_{2}^{\prime}+h_{i}-n_{i}}{2} \\
& x_{E_{i}}=\frac{a_{i}+d_{i}-b_{i}-a_{2}^{\prime}+j_{i}-k_{i}}{2} \\
& I_{D_{i}}=m_{D_{i}}\left(\frac{\left(a_{i}+b_{i}+a_{2}^{\prime}+d_{i}-h_{i}-n_{i}\right)^{2}+f_{i}^{2}}{12}\right)  \tag{A1}\\
& I_{E_{i}}=m_{E_{i}}\left(\frac{\left(a_{i}+b_{i}+a_{2}^{\prime}+d_{i}-j_{i}-k_{i}\right)^{2}+g_{i}^{2}}{12}\right) \\
& x_{F_{i}}=\frac{2 h_{i}}{3}-b_{i}-a_{2}^{\prime} \\
& x_{G_{i}}=a_{i}+d_{i}-\frac{2 n_{i}}{3} \\
& x_{H_{i}}=-b_{i}-a_{2}^{\prime}+\frac{2 j_{i}}{3} \\
& x_{N_{i}}=a_{i}+d_{i}-\frac{2 k_{i}}{3} \\
& x_{L_{i}}=-a_{2}^{\prime} \\
& y_{A_{i}}=y_{B_{i}}=y_{C_{i}}=y_{L i}=0 \\
& y_{D_{i}}=\frac{c_{i}+f_{i}}{2}
\end{align*}
$$

$$
\begin{aligned}
& M_{11}=I_{z z 1}+I_{z z 3}+a_{1}^{2} m_{4}+a_{1}^{2} m_{5}+l_{c_{1 x}}^{2} m_{1}+l_{c_{1 y}}^{2} m_{1}+l_{c_{3 x}}^{2} m_{3}+l_{c_{3 y}}^{2} m_{3} \\
& M_{12}=M_{21}=a_{1} l_{c_{5 y}} m_{5} \sin \left(q_{2}-q_{1}+q_{3}\right)-a_{1} l_{c_{5 x}} m_{5} \cos \left(q_{2}-q_{1}+q_{3}\right)-a_{1} a_{4} m_{5} \cos \left(q_{1}-q_{2}\right) \\
& +a_{2} l_{c_{3 x}} m_{3} \cos \left(q_{1}-q_{2}\right)-a_{1} l_{c_{4 x}} m_{4} \cos \left(q_{1}-q_{2}\right)-a_{2} l_{c_{3 y}} m_{3} \sin \left(q_{1}-q_{2}\right)-a_{1} l_{c_{4 y}} m_{4} \sin \left(q_{1}-q_{2}\right) \\
& M_{13}=M_{31}=a_{1} l_{c_{5 y}} m_{5} \sin \left(q_{2}-q_{1}+q_{3}\right)-a_{1} l_{c_{5 x}} m_{5} \cos \left(q_{2}-q_{1}+q_{3}\right) \\
& M_{22}=m_{3} a_{2}^{2}+m_{5} a_{4}^{2}+2 m_{5} \cos \left(q_{3}\right) a_{4} l_{c_{5 x}}-2 m_{5} \sin \left(q_{3}\right) a_{4} l_{c_{5 y}}+m_{2} l_{c_{2 x}}^{2}+m_{2} l_{c_{2 y}}^{2}+m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2} \\
& +m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 2}+I_{z z 4} \\
& M_{23}=M_{32}=m_{5} l_{c_{5 x}}^{2}+a_{4} m_{5} \cos \left(q_{3}\right) l_{c_{5 x}}+m_{5} l_{c_{5 y}}^{2}-a_{4} m_{5} \sin \left(q_{3}\right) l_{c_{5 y}} \\
& M_{33}=m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 5} \\
& C_{11}=0 \\
& C_{12}=a_{1} m_{5}\left(l_{c_{5_{y}}} \dot{q_{2}} \cos \left(q_{2}-q_{1}+q_{3}\right)+l_{c_{5 x}} \dot{q}_{2} \sin \left(q_{2}-q_{1}+q_{3}\right)\right)+a_{2} l_{c_{3 y}} m_{3} \dot{q}_{2} \cos \left(q_{1}-q_{2}\right) \\
& +a_{1} l_{c_{c_{y}}} m_{4} \dot{q}_{2} \cos \left(q_{1}-q_{2}\right)-a_{1} a_{4} m_{5} \dot{q}_{2} \sin \left(q_{1}-q_{2}\right)+a_{2} l_{c_{3 x}} m_{3} \dot{q_{2}} \sin \left(q_{1}-q_{2}\right) \\
& E-a_{1} l_{c 4 x} m_{4} \sin \left(q_{1}-q_{2}\right) \\
& C_{13}=2 a_{1} m_{5}\left(l_{c_{5 x}} \dot{q_{2}} \sin \left(q_{2}-q_{1}+q_{3}\right)+l_{c_{5 y}} \dot{q}_{3} \cos \left(q_{2}-q_{1}+q_{3}\right)\right)+a_{1} m_{5} \dot{q_{3}}\left(l_{c_{5 y}} \cos \left(q_{2}-q_{1}+q_{3}\right)\right. \\
& \left.+l_{c_{5 x}} \sin \left(q_{2}-q_{1}+q_{3}\right)\right) \\
& C_{21}=a_{1} a_{4} m_{5} q_{1} \sin \left(q_{1}-q_{2}\right)-a_{1} l_{c_{5}} m_{5} \dot{q}_{1} \sin \left(q_{2}-q_{1}+q_{3}\right)-a_{2} l_{c_{3 y}} m_{3} \dot{q}_{1} \cos \left(q_{1}-q_{2}\right) \\
& -a_{1} l_{c_{4 y}} m_{4} \dot{q}_{1} \cos \left(q_{1}-q_{2}\right)-a_{1} l_{c_{5 y}} m_{5} \dot{q_{1}} \cos \left(q_{2}-q_{1}+q_{3}\right)-a_{2} l_{c_{3 x}} m_{3} \dot{q}_{1} \sin \left(q_{1}-q_{2}\right) \\
& +a_{1} l_{c 4 x} m_{4} \dot{q}_{1} \sin \left(q_{1}-q_{2}\right) \\
& C_{22}=-2 a_{4} l_{c_{5 y}} m_{5} \dot{q}_{3} \cos \left(q_{3}\right)-2 a_{4} l_{c_{5 x}} m_{5} \dot{q}_{3} \sin \left(q_{3}\right) \\
& C_{23}=-a_{4} l_{c_{5 y}} m_{5} \dot{q_{3}} \cos \left(q_{3}\right)-a_{4} l_{c_{5 x}} m_{5} \dot{q}_{3} \sin \left(q_{3}\right) \\
& C_{31}=-a_{1} m_{5} \dot{q}_{1}\left(l_{c_{5}} \sin \left(q_{2}-q_{1}+q_{3}\right)-l_{c_{5 y}} \cos \left(q_{2}-q_{1}+q_{3}\right)\right) \\
& C_{32}=a_{4} l_{c_{5 y}} m_{5} \dot{q_{2}} \cos \left(q_{3}\right)+a_{4} l_{c_{5 x}} m_{5} \dot{q}_{2} \sin \left(q_{3}\right) \\
& C_{33}=0 \\
& G_{1}=g a_{1} m_{4} \cos \left(q_{1}\right)+g a_{1} m_{5} \cos \left(q_{1}\right)+g l_{c_{1 x}} m_{1} \cos \left(q_{1}\right)+g l_{c_{3 x}} m_{3} \cos \left(q_{1}\right)-g l_{c_{1 y}} m_{1} \sin \left(q_{1}\right) \\
& -g l_{c_{3 y}} m_{3} \sin \left(q_{1}\right) \\
& G_{2}=g m_{5}\left(l_{c_{5 y}} \sin \left(q_{2}+q_{3}\right)-l_{c_{5 x}} \cos \left(q_{2}+q_{3}\right)\right)+g a_{2} m_{3} \cos \left(q_{2}\right)-g a_{4} m_{5} \cos \left(q_{2}\right) \\
& +g l_{c_{2 x}} m_{2} \cos \left(q_{2}\right)-g l_{c_{4 x}} m_{4} \cos \left(q_{2}\right)-g l_{c_{2 y}} m_{2} \sin \left(q_{2}\right)+g l_{c_{4 y}} m_{4} \sin \left(q_{2}\right) \\
& G_{3}=-g m_{5}\left(l_{c_{5 x}} \cos \left(q_{2}+q_{3}\right)-l_{c_{5 y}} \sin \left(q_{2}+q_{3}\right)\right)
\end{aligned}
$$

## Appendix C. Detailed Description of the Sub-Matrices in the Matrices M, C and the Vector G

The elements of the matrices $\Delta_{M} \in \mathbb{R}^{3 \times 15}, \Delta_{C} \in \mathbb{R}^{3 \times 16}, \Delta_{M_{q}}(q) \in \mathbb{R}^{15 \times 3}$, and $\Delta_{C_{q}}(q, \dot{q}) \in \mathbb{R}^{16 \times 3}$ in (23) and (24) and the vectors $\Delta_{G} \in \mathbb{R}^{3 \times 6}$ and $\Delta_{G_{q}}(q) \in \mathbb{R}^{6}$ are detailed in this section.

$$
\begin{aligned}
& \Delta_{M_{1,1}}= I_{z z_{1}}+I_{z z_{3}}+a_{1}^{2} m_{4}+a_{1}^{2} m_{5} \\
& l_{c_{1 x}}^{2} m_{1}+l_{c_{1 y}}^{2} m_{1}+l_{c_{3 x}}^{2} m_{3} \\
& \Delta_{M_{1,2}}= a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{M_{1,3}}= a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{M_{1,4}}= a_{1} a_{4} m_{5}+a_{2} l_{c_{3 x}} m_{3}-a_{1} l_{c_{4 x}} m_{4} \\
& \Delta_{M_{1,5}}= a_{2} l_{c_{3 y}} m_{3}-a_{1} l_{c_{4 y}} m_{4} \\
& \Delta_{M_{1,6}}= \ldots=\Delta_{M_{1,15}}=0 \\
& \Delta_{M_{2,1}}= \ldots=\Delta_{M_{2,5}}=0 \\
& \Delta_{M_{2,6}}= a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{M_{2,7}}= a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{M_{2,8}}= a_{1} a_{4} m_{5}+a_{2} l_{c_{3 x}} m_{3}-a_{1} l_{c_{4 x}} m_{4} \\
& \Delta_{M_{2,9}}= a_{2} l_{c_{3 y}} m_{3}-a_{1} l_{c_{4 y}} m_{4} \\
& \Delta_{M_{2,10}}= m_{3} a_{2}^{2}+m_{5} a_{4}^{2}+m 2 l_{c_{2 x}}^{2}+m 2 l_{c_{2 y}}^{2} \\
& m_{4} l_{c_{4 x}}^{2}+m_{4} l_{c_{4 y}}^{2}+m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2} \\
& I_{z z_{2}}+I_{z z_{4}}+I_{z z_{5}} \\
& \Delta_{M_{2,11}}= 2 m_{5} a_{4} l_{c_{5 x}} \\
& \Delta_{M_{2,12}}=-2 m_{5} a_{4} l_{c_{5 y}} \\
& \Delta_{M_{2,13}}= m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 5} \\
& \Delta_{M_{2,14}}= a_{4} m_{5} l_{c_{5 x}} \\
& \Delta_{M_{2,15}}= a_{4} m_{5} l_{c_{5 y}} \\
& \Delta_{M_{3,1}}= \ldots=\Delta_{M_{3,5}}=0 \\
& \Delta_{M_{3,6}}= a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{M_{3,7}}=-a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{M_{3,8}}= \Delta_{M_{3,9}}=0 \\
& \Delta_{M_{3,10}}= m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z 5} \\
& \Delta_{M_{3,11}}= a_{4} m_{5} l_{c_{5 x}} \\
& \Delta_{M_{3,12}}=-a_{4} m_{5} l_{c_{5 y}} \\
& \Delta_{M_{3,13}}= m_{5} l_{c_{5 x}}^{2}+m_{5} l_{c_{5 y}}^{2}+I_{z z_{5}} \\
& \Delta_{M_{3,14}}= \Delta_{M_{3,15}}=0 \\
& 0
\end{aligned}
$$

$$
\begin{aligned}
& \Delta_{C_{1,1}}=a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{1,1}}=a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{1,2}}=a_{2} l_{c_{3 y}} m_{3}+a_{1} l_{c_{4 y}} m_{4} \\
& \Delta_{C_{1,3}}=-a_{1} a_{4} m_{5}+a_{2} l_{c_{3 x}} m_{3}-a_{1} l_{c_{4 x}} m_{4} \\
& \Delta_{C_{1,4}}=2 a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{1,5}}=2 a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{1,6}}=\ldots=\Delta_{C_{1,16}}=0 \\
& \Delta_{C_{2,1}}=\ldots=\Delta_{C_{2,6}}=0 \\
& \Delta_{C_{2,7}}=a_{1} a_{4} m_{5}-a_{2} l_{c_{3 x}} m_{3}+a_{1} l_{c_{4 x}} m_{4} \\
& \Delta_{C_{2,8}}=-a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{2,9}}=-a_{2} l_{c_{3 y}} m_{3}-a_{1} l_{c 4 y} m_{4} \\
& \Delta_{C_{2,10}}=-a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{2,11}}=-2 a_{4} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{2,12}}=-2 a_{4} l_{c_{5 x}} m_{5} 6 \\
& \Delta_{C_{2,13}}=-a_{4} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{2,14}}=-a_{4} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{2,15}}=\Delta_{C_{2,16}}=0 \\
& \Delta_{C_{3,1}}=\ldots=\Delta_{C_{1,7}}=0 \\
& \Delta_{C_{3,8}}=-a_{1} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{3,9}}=0 \\
& \Delta_{C_{3,10}}=-a_{1} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{3,11}}=\ldots=\Delta_{C_{3,13}}=0 \\
& \Delta_{C_{3,14}}=a_{4} l_{c_{5 y}} m_{5} \\
& \Delta_{C_{3,15}}=a_{4} l_{c_{5 x}} m_{5} \\
& \Delta_{C_{3,16}}=0 \\
& \Delta_{G_{1,1}}=g a_{1} m_{4}+g a_{1} m_{5}+g l_{c_{3 x}} m_{3}+g l_{c_{1 x}} m_{1} \\
& \Delta_{G_{1,2}}=-g l_{c_{1 y}} m_{1}-g l_{c_{3 y}} m_{3} \\
& \Delta_{G_{1,3}}=\ldots=\Delta_{G_{1,6}}=0 \\
& \Delta_{G_{2,1}}=\Delta_{G_{22}}=0 \\
& \Delta_{G_{2,3}}=-g l_{c_{1 y}} m_{1}-g l_{c_{3 y}} m_{3} \\
& \Delta_{G_{2,4}}=-g l_{c_{2 y}} m_{2}+g l_{c_{4 y}} m_{4} \\
& \Delta_{G_{2,5}}=-g m_{5} l_{c_{5 x}} \\
& \Delta_{G_{2,6}}=g m_{5} l_{c_{5 y}} \\
& \Delta_{G_{3,1}}=\ldots=\Delta_{G_{3,4}}=0 \\
& \Delta_{G_{3,5}}=-g m_{5} l_{c_{5 x}} \\
& \Delta_{G_{3,6}}=g m_{5} l_{c_{5 y}}
\end{aligned}
$$
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