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Abstract: The Basrah Refinery, Iraq, similarly to other refineries, is subject to several industrial
constraints. Therefore, the main challenge is to optimize the parameters of the level controller of
the process unit tanks. In this paper, a PI controller is designed for these important processes in
the Basrah Refinery, which is a separator drum (D5204). Furthermore, the improvement of the
PI controller is achieved under several constraints, such as the inlet liquid flow rate to tank (m2)
and valve opening in yi%, by using two different techniques: the first one is conducted using a
closed-Loop PID auto-tuner that is based on a frequency system estimator, and the other one is
via the reinforcement learning approach (RL). RL is employed through two approaches: the first is
calculating the optimal PI parameters as an offline tuner, and the second is using RL as an online
tuner to optimize the PI parameters. In this case, the RL system works as a PI-like controller of
RD5204. The mathematical model of the RD5204 system is derived and simulated using MATLAB.
Several experiments are designed to validate the proposed controller. Further, the performance of the
proposed system is evaluated under several industrial constraints, such as disturbances and noise, in
which the results indict that RL as a tuner for the parameters of the PI controller is superior to other
methods. Furthermore, using RL as a PI-like controller increases the controller’s robustness against
uncertainty and perturbations.

Keywords: separator drum; level controller; process unit; refinery; PI controller; PID suto-tuner;
reinforcement learning (RL)

MSC: 37N40; 93C80

1. Introduction

Working process units in an industrial treatment need vessels as essential components;
these types of vessels may be categorized as tanks, reactors, drums, dryers, and cylinders.
Of note, it is important to consider the pressure, temperature, and other variables related
to the material state (liquid, gas, or solid) while designing a vessel [1]. Furthermore,
in the processes of the control system, liquid level control is important because it can
improve the quality of the products and make the operations safer for both workers and the
equipment [2–5]. Recently in the industry, several methods and strategies for level control
systems were developed, in which the performance of the level control system should meet
the application requirements [6]. This manuscript represents a follow-up and extension of
the study dealing with the design of PI controllers for tank level in the industrial process [7].

There are many types of industrial applications in which it is important to take into
account non-linearity when looking at the stability margins or robustness requirements of
a control system. In the refinery industry, tanks are used for separation purposes; they are
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referred to as “separator drums” or “flash drums”. Separators are an essential component of
the entire process of an oil refinery, in which an oil–gas separator is a pressurized vessel that
is used to separate a liquid stream into its gas and liquid components; this type of separator
is a two-phase separator [8,9]. It is noteworthy that physical changes in the fluid stream
may lead to these types of separations, where there are no chemical interactions between
the parts of these mixtures, and the boundaries of each phase are very clear. Moreover, the
level, concentration, temperature, and mass flow in the feed stream all have a significant
influence on the efficiency of the separator drums; therefore, a robust control system is
needed to control the separation process [10]. To achieve this goal, the separation process
should be modeled to design a high-performance controller for the separator drum [11].

Some of the major refineries in Iraq are the Southern Refineries, which are located
in Basrah Province. These refineries include D5204, which is a recontacting drum, as a
separator vessel used to improve the gasoline production unit. In this process unit, as
long as the sensors and valves are working ideally, the controllers can keep the level,
temperature, and pressure at or near their set points [12]. A combination of unpredictable
circumstances might result in dangerously high drum pressure, such as faults in the valve
of the top vapor effluent and the valve of the bottom liquid effluent, which leads to closing
them [13]. These uncertain situations induce disturbances, which need a significant robust
controller in order to be overcome.

In refinery stations, the Proportional-Integral-Derivative (PID) controller is mostly
used, although more sophisticated control systems were developed in recent years [14]. To
achieve a high-performance PID controller, three parameters of the PID controller must
be carefully evaluated. These parameters are the proportional gain (KP), which influences
the rising time but never eliminates steady-state inaccuracy; the integral gain (Ki), which
eliminates the steady-state inaccuracy, albeit at the expense of the transient responsiveness;
and the derivative gain (Kd), which can offer improved transient responsiveness, cut down
on overshoot, and make the system more stable [15,16]. In noisy systems, due to the noise
being amplified by the Kd parameter, the PI controller is used to handle variables of the
industrial process, and the derivative portion of the controller is deactivated (level, velocity,
pressure, location, temperature, etc.) [15]. Obtaining the optimal PID parameters to design
a robust controller is the main challenge without significant knowledge of the plant. Over
many years, several techniques were proposed to evaluate the optimum values of PID
parameters [17,18]. There is a common aim in all tuning processes: reduce the overshoot,
settle quicker, and achieve more robustness in the case of uncertainty. In general, most
researchers focused on evaluating optimal performance have considered set-point tracking,
disturbance rejection, and reducing noise effects.

Researchers have proposed many control strategies to regulate the liquid levels in
drums; one of the main methods is a PID controller in which the research focuses on evalu-
ating the optimum values of the PID parameters. These works are mentioned as follows.

Singh et al. proposed a new method to keep the levels in three tanks in a row under
control. Approaches can be summed up by considering the three tanks as one large tank
with one PI controller and two other PI controllers as support. This way, the three tanks
appear almost as one. The main objective is to keep both the output flow rate and the
level of the three tanks under control. The main advantages of this method are the simple
structure of the PI controller and the ability to obtain specification requirements, but it
has very high time consumption in tuning the PI controller, which uses the trial and error
method [19]. In addition, Jáureguim et al. used PI/PID controllers to keep the level of a
conical tank at the appropriate level. They used the PI/PID tuning method to examine how
well the system worked in several cases. They used the first root locus for tuning, followed
by the Ziegler and Nichols methods, and finally particle swarm optimization. They found
that the last method was the best because it had the lowest integral absolute error (IAE)
and also the least amount of energy used. This method does not give a clear picture of how
well the whole system works because it only tests set-point tracking. In other words, it
does not consider the disturbances during the validation of the system [20].
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Simultaneously, in the process area, and particularly in the oil and gas fields, Christoph
Josef Backi et al. developed a straightforward model based on a gravity separator for liquid
and pressure management while improving the separation efficiency. The findings indicate
that a considerably higher level of water is more advantageous for the separation process,
although this is dependent on the level controller’s accuracy. Because the restricted control
range is irrelevant here, the control is useless for other forms of separation involving
high pressure [21]. Edison R. Sásig et al. proposed a linear algebra-based technique for
controlling quadruple tank systems. While this approach performed well in general, it had
some limitations, including an inability to be used in industrial applications that need more
precise control and precision. It may be useful for huge tanks (storage tanks) that require
the controller to be turned on and off [22].

Reyes-La et al. suggested a straightforward approach that combines a PI controller
for regular level management with additional PI controllers constraining the limit and
surplus levels. The primary purpose of this technology is to minimize flow oscillations via
liquid level control. This technique requires less modeling work and computing time, as
well as extremely easy tuning procedures, but also provides less control over the efficiency
level and is suitable for lower and higher bounds [23]. Again, in the separator industry,
Sathasivam et al. employed particle swarm optimization (PSO) to tune the PI controller to
enhance three-phase separator level control. The system responded with a smaller integral
square error (ISE) and a shorter process settling time, but their work did not accurately
assess the system in the presence of any disruption, such as instantly lowering the feed
input or perturbing the output stream [24].

Additionally, Nath et al. used internal model control (IMC) to construct an auto-tuning
level control loop with the goal of minimizing the discrepancy between the intended and
measured levels, using twenty-five fuzzy rules for adaptive control. This approach is
excellent for adjusting level control loops live, but it is computationally demanding and
requires a large number of fuzzy rules, which is its primary drawback [25]. Shuyou Yu et al.
proposed a feed-forward controller and a feedback controller for the control level for three
tank systems. On the one hand, this method achieved high accuracy and matched the input
constraints, but when measurement noises and mismatches were factored in, the model
produced large errors [26]. Junjie et al. developed a technique for liquid level control in
double capacity tanks based on a PID control theory algorithm. The form result indicates
that the designed system is capable of maintaining the liquid level close to the desired level;
however, the PID parameters were tuned using the trial and error method, which requires
additional experimentation and time to obtain optimal values, and the system was not
tested with external noise to determine its resistance [27].

Ujjwal Manikya Nath et al. designed a PID controller with a cascade lag filter. This
design is applied to a very common integrator process system that is a level control loop.
The method is based on the desired characteristics in a question. This question includes
two parameters: the closed-loop time constant (k) and damping ratio (d). Values of (k) and
(d) are obtained from perfect values of IAE. Robustness of the response is seen for upset
samples; in addition, more stability can be provided [28]. Simultaneously, V.P. Singh et al.
developed a PID controller-tuning algorithm for the hypothetical scenario of a control
system consisting of three vertical tanks linked in series. Their concept was based on
Box’s evolutionary optimization and optimization based on teacher–learner relationships
(BEO-TLBO). By reducing the unit step response’s ISE, the TLBO algorithm and Box’s
evolutionary technique achieved the necessary specifications with high precision. The
system’s behavior is uncertain when used in conjunction with numerous hybrid algorithm
applications [29].

Most industrial applications include integrator systems, such as process tanks, dis-
tillation columns, chemical reactors, and other oil industry applications, that cause many
researchers to seek methods or algorithms to improve the control efficiency for integrator
systems. Tomaž Kos et al. proposed an extension of the magnitude optimum multiple
integrations (MOMI) tuning methods for integrator processes controlled by two degrees of
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freedom (2-DOF). When two processes are exactly equivalent, this extension can obtain
controller parameters in two ways: the time domain and the process transfer function
of a specified order with time delay. This method did not examine the system controller
output’s high-frequency disturbance or more diverse types of process noise [30]. A novel
algorithm based on the machine learning technique, proposed by Ali Hussien Mary et
al., includes an intelligent controller using adaptive neuro-fuzzy inference system-based
reinforcement learning for the control of non-linear coupled tank systems. This work
achieved good tracking and less settling time. On the other hand, this approach has many
weaknesses, such as the method being applied to a very simple application and not being
considered suitable for industrial application. The accuracy method is not useful with
continuous control valves; therefore, it is only used with on/off valves and does not test
the system with any type of industrial disturbance [31].

In this paper, the processing unit that is the improvement unit of gasoline production,
located in the Basrah Refinery, Southern Iraq, was investigated to improve the performance
of this system. In this operation process, a separator drum was employed to achieve the op-
eration of improvement; therefore, the first step for this mission is deriving a mathematical
model of the separator drum, after which the processing unit performance is evaluated.
The PI control system was adopted to improve the overall system performance. To calculate
the optimum values of the PI parameters, several approaches are utilized, which are the
Ziegler and Nichols method [32] and the auto-tuning approach. Additionally, we describe
the tuning and optimization of the parameters of a PI controller with the reinforcement
learning technique. Further, the RL agent was used as a PI-like controller, in which the PI
parameters were adapted during operation. According to the MATLAB simulations, the
proposed system response has less overshoot, settles more quickly, and is more resilient to
shocks. It is noteworthy that the system response in the case of evaluating the PI parameters
by the RL approach is superior to the other methods under the effect of the disturbances.
Further, using the RL system as a PI-like controller overcomes the noise effect. There are
several contributions to this work, which can be summarized as follows:

1. To emulate the performance of the RD5204 system, it was mathematically modeled
depending on the information of the existing system in the Basrah Refinery. Further,
the system performance was evaluated in the case of using a conventional PI controller,
and its parameters were evaluated by trial and error.

2. The auto-tuning method was used to evaluate the optimal PI parameters that achieve
a performance improvement.

3. The reinforcement learning approach (as an offline tuner) was proposed to evaluate
the optimal PI parameters that will increase the robustness of the system controller
against perturbation.

4. Reinforcement learning (as an online tuner) was used as an adaptive PI-like con-
troller; in this case, the system performance will be more robust against perturbation
and noise.

This paper is organized as follows: Section 2 provides a brief background about the
Basrah Refinery. Section 3 discusses the mathematical modeling for systems and controllers
with various approaches; Section 4 contains all experiments and results that pertain to the
different scenarios that are described later. Finally, Section 5 includes the conclusions and
a discussion.

2. Background

In 1969, Southern Refineries Company was established with the building of the Basrah
Refinery, which commenced operation in 1974 with the installation of Refining Unit No. 1,
as seen in Figure 1. It is one of the country’s largest manufacturing units, using cutting-
edge scientific techniques and modern technology to produce oil derivatives that mimic
its high-quality goods, including imported ones, and match customer criteria. They will
continue to modernize and develop the business, broaden their product offerings, and
enhance their quality. This was accomplished via the development of a refinery and a
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second unit dedicated to the improvement of gasoline and oil refineries, as well as the
liquidator of Dhi Qar and Maysan, which is presently assisting the firm in obtaining a
certificate of quality performance (ISO) [33].

Figure 1. UNIT 7501 in Basrah Refinery.

The naphtha HDS with a stabilization and splitting unit (U7501) was designed for
preparing the feedstock of modern catalytic reforming and isomerization units within the
Basrah Refinery. Naphtha receives input from U7501 and sends it to a catalytic reforming
unit which comprises paraffin ranging from C6 to C11, naphthenes, and aromatics. The
main objective of this reforming process can be summarized as generating high-octane
aromatics to use as a blending component in gasoline of high octane. The hydrogen is
created by the vapor phase of D5204. Hydrogen is used to generate an upstream to control
the pressure of the valve that is used to power the naphtha hydrotreatment unit (Figure 2).
RD-D5204 separated liquid is delivered to the stabilization section through the gas network
that is rich in hydrogen at 24 bar g.

(a) (b)

Figure 2. DRUM D5204 schematic diagram: (a) schematic diagram; (b) graphical user interface (GUI).
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3. Mathematical Model
3.1. RD 5204 Mathematical Model

Figure 3 shows the RD5204 (flash drum or separator) which has the following specifi-
cations [7]:

(a) (b)

Figure 3. D5204 in Basrah Refinery: (a) process tank; (b) electrival valve.

1. Item: 7502-D5204.
2. The mixture is readily accessible at (45) ◦C, (25) bar.
3. The gravity 759 kg/m3 and molar inlet is 48,141 kg/h or (1159.01) kmole/h (con-

stant pressure).
4. With pressure (25), this stream will be split into two phases, with 85% liquid and

15% vapor.
5. The physical separation is occurring in a flash drum with a height is 5.2 m and a

diameter is 1.6 m.
6. In the flash drum, liquid–vapor equilibrium is achieved because the relative volatility

of the liquids is sufficiently different.

To assist in the conservation of all processing systems (PS), each (PS) should have a
unit comprehensive mass balance, one component of mass balance, and a comprehensive
energy balance. Momentum balancing is used when there are large pressure or density
differences. The dynamics balance equations (DBE) propose that each balance is initially
dynamic. The static characteristic of a process may be transformed into a static equation.
The flash process establishes the mass and energy balance [9].

• Balance over Total PS:

− Total mass balance:
dM
dt

= ṁ2V + ṁ2L − ṁ3 − ṁ4 (1)

where M is the total mass, ṁi is the current mass flow i, subscript V is the vapor,
and L is the liquid in multiphase currents.

− Energy balance:

dQ
dt
− dW

dt
+ ṁ2L ∗ Ĥ2L + ṁ2V ∗ Ĥ2V − ṁ3 ∗ Ĥ3 − ṁ4 ∗ Ĥ4 =

dET
dt

(2)
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with dQ
dt as the heat flow and dW

dt as the work flow of the system, and (Ĥi) is the
specific enthalpy of current ET , the total energy of total PS.

• Balance over Liquid Process System (PS liquid):

− Total mass balance:

dLL
dt

=
1

ρL ∗ π ∗ r2 ∗ (ṁ2L − ṁ4) (3)

with LL as the liquid level in the tank, ρi as the phase density i (vapor or liquid),
and r is the tank radius.

• Balance over Vapor Process System (PS vapor):

− Total mass balance:

dP
dt

=
1

VV
∗
(

R ∗ T
MmV

∗ ṁ2V −
R ∗ T
MmV

∗ ṁ3 − P ∗ dVV
dt

)
(4)

where P is the pressure of the vapor phase inside the tank, R is the universal gas
constant and the operating temperature, MmV is the molecular mass of vapor, and VV
is the volume of vapor phase inside the flash tank.
For liquid or vapor flow through the output flash tank valve, it is necessary to calculate
(ṁ3) and (ṁ4), and the vapor and liquid flows exiting the flash tank are

ṁi = Cvi ∗
γi

100
∗
√

∆Pi ∗ ρi (5)

where Cvi is the coefficient of the valve for phase i, γi is the valve opening percentage,
and ∆i is the pressure drop through the valve acting over phase i. In valve sizing, ρi is
taken equal to 50% for a nominal or design flow.

3.2. Auto-Tuning PID Mathematical Model

In an ideal PID form, the output u(t) is the sum of the three proportional terms: (P)
term, integral (I) term, and derivative (D) term [7].

u(t) = Kce(t) +
Kc

τ1

∫ t

0
e(τ)dτ + KcτD

de(t)
dt

(6)

where e(t) = r(t)− y(t) is the feedback error, and τD is the derivative control gain. The
transfer function is

U(s)
E(S)

= C(s) = Kc

(
1 +

1
τ1s

+ τDS
)

(7)

The controller’s output is adjusted based on the amount of the mistake using the
P action (mode). In certain cases, the steady-state offset can be eliminated with I action
(mode), but the D action (mode) forecasts the future trend (mode). A wide range of process
applications may benefit from these useful capabilities, and the features’ openness ensures
widespread user acceptability [34].

Two estimated frequency responses were evaluated from the relay testing data, which
are the fundamental frequency Gp(jω1), w1 = 2π

N∆t and Gp(jω2). In the case of the system
having no disturbance, w2 was selected as 3w1, otherwise, 2w1. The transfer function of the
ideal PID will be as:

c(s) =
c2s2 + c1s + c0

s
(8)

where Kc = c1, τ1 = c1/c0, and τD = c2/c1. To design a high-performance PID con-
troller, the optimal parameters of c2, c1, and c0 are evaluated based on the estimated
frequency response.
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We adjust the PID gains automatically in real time in response to the predicted plant
frequency response in a closed-loop experiment. We utilize the frequency response es-
timator to obtain a real-time estimate of a physical plant’s frequency response based
on experiments.

• At the normal operating range, we inject sine wave test signals into the plant.
• We collect data on the reaction of the plant’s performance.
• We estimate the frequency.

A recursive least squares (RLS) algorithm [35–38] is used to evaluate the predicted
frequency response. The plant’s frequency response G(jw) = γ∠jθ was assumed; when
the system is excited by a signal u(t) = Asin(wt), the steady-state of system response is
y(t) = Aγ sin(jwt + θ), as follows:

y(t) = (γ cos θ)A sin(ωt) + (γ sin θ)A cos(ωt) (9)

For any time, Asin(wt) and Acos(wt) are known. So, they can be employed as re-
gresses in an RLS algorithm to predict γcos(θ) and γsin(θ) based on system output y(t) in
real time.

In the case of the excitation signal containing an accumulation of multiple signals, then

u(t) = A1 sin(ω1t) + A2 sin(ω2t) + · · · (10)

The estimation algorithm uses Aisin(wt) and Aicos(wt) as regressors to estimate
γicos(γi) and γisin(γi). For N frequencies, the algorithm uses 2N regresses. The calculation
is performed on the assumption that a system with zero nominal input and output is feeding
by perturbation signal u(t).

3.3. The Twin-Delayed Deep Deterministic Policy Gradient (TD3) Algorithm

The TD3 algorithm is a technique for off-policy reinforcement learning that is online
and model-free. The TD3 agent is an RL agent that incorporates actor–critic skills and
pursues the optimal policy that maximizes the expected cumulative long-term reward [39].
The TD3 algorithm is an elongation of the DDPG algorithm. DDPG agents can overvalue
functions, which can produce suboptimal policies. To avoid overestimation of the value
function, the TD3 method incorporates the following adjustments to the DDPG algorithm.

1. The TD3 agent learns two Q-value functions and changes policies based on the
estimated minimum value function.

2. In contrast to Q functions, TD3 agents modify their policies and targets more slowly.
3. When the policy is updated, a TD3 agent introduces noise into the target action,

making it less likely to exploit actions with high Q-value estimations.

TD3 agents use the following actor and critic representations.
Critic: One or more Q-value function critics Q (S, A).
Actor: Deterministic policy actor π (S).
The following training procedure is used by TD3 agents in which they update their

actor and critic models at each time step.

• Initialize each critic Qk(S, A) with random parameter values φk, and initialize each
target critic with the same random parameter values: φtk = φk.

• Initialize the actor π(S) with random parameter values θ, and initialize the target
actor with the same parameter values: θt = θ.

For each time phase of training,

1. For the current monitoring S, select action A = π(S) + N, where N denotes stochastic
noise as defined by the noise model.

2. Run action A. Observe the benefit R and next monitoring S’.
3. Store the knowledge (S, A, R, S′) in the knowledge buffer.
4. Sample a random mini-batch of M knowledge (Si, Ai, Ri, S′i) from the knowledge buffer.
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5. If S′i is a terminal state, set the value function target yi to Ri. Otherwise, set it to

yi = Ri + γ ∗min
k

(
Qtk
(
S′i , clip

(
πt
(
S′i | θt

)
+ ε
)
| ∅tk

))
(11)

To compute the cumulative benefit, the agent first computes the next action by passing
the next monitoring S′i from the sampled knowledge to the target actor. The agent finds the
cumulative rewards by passing the next action to the target critics.

1. Update the parameters of each critic at each time training step by minimizing the loss
Lk over all sampled experiences.

LK =
1
M

M

∑
i=1

(yi −Qk(Si, Ai | φk))
2 (12)

2. At every D1 step, update the actor parameters using the following sampled policy
gradient to maximize the expected discounted reward.

∇θ J ≈ 1
M

M

∑
i=1

GaiGπi (13)

Gai = ∇A min
K

(Qk(Si, A | ∅))

where A =π(Si | θ)
Gπi = ∇θπ(Si | θ)

where Gai is the gradient of the minimum critic output with respect to the action
computed by the actor network, and Gπ i is the gradient of the actor output with
respect to the actor parameters. Both gradients are evaluated for observation Si.

3. At every D2 step, update the target actor and critics based on the technique used to
update the target.

4. Experiments and Results

This section focuses on validating the D5204 system using MATLAB, as well as the
simulation of the real industrial system by designing several experiments. Therefore, the
first group of experiments evaluates the performance of the closed-loop system by using a
PI controller, and then an auto-tuner is used to optimize the performance of the system;
finally, we validate the use of RL to optimize the PI controller for the best performance.
The second group of experiments uses the RL agent as an online tuner to optimize the PI
parameters; in this case, the RL system works as an RL PI-like controller of RD5204. The
D5204 system that is designed by Simulink is shown in Figure 4, and the real parameters of
the D5204 system in the process unit of the Basrah Refinery are listed in Table 1 [7].

Figure 4. Graphical representation of model.
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Table 1. Parameters of the D5204 system in process unit of Basrah Refinery.

Height: 5200 mm tang to tang
Diameter: 1600 mm
Total volume: 11.5 m3

Operation pressure: 25 bar
Operation temperature: 45 ◦C
Liquid density at 45 ◦C: 759 kg/m3

Liquid operation density for inlet stream: 650.52 kg/m3

Liquid operation density for output stream: 722.8 kg/m3

The level control valve coefficient: cvi = 44.6
The pressure drop through the valve acting: 10 bar
Inlet liquid flow rate to tank m2: 600 Kmole/h
Valve opening in % yi: 50%
Desired level set point: 40%

Several scenarios were designed using Simulink in MATLAB to validate the proposed
systems as follows:

1. Analyzing the performance of the D5204 system with a PI controller in which the PI
parameters are manually tuned in the case of effect factors (inlet feed and opening valve);

2. Analyzing the performance of the D5204 system with a PI controller in which the PI
parameters are optimized by an auto-tuner in the case of effect factors (inlet feed and
opening valve);

3. Analyzing the performance of the D5204 system with a PI controller in which the PI
parameters are optimized by the RL approach in the case of effect factors (inlet feed
and opening valve);

4. Using an RL controller as a PI-like controller and analyzing the performance of the
D5204 system in the case of effect factors (inlet feed and opening valve).

4.1. PI Controller (Evaluating PI Parameters by Manual Tuning) [7]

The system performance was enhanced by a PI controller, and it will be built in the
manner seen in Figure 5. It is being developed at present to enhance the performance
with this controller configuration. The settings for the PI will be determined by a trial and
error method. This approach is widely used in practically every industrial application
and has a high rate of success. There are many challenges, including having an expert
and professional engineer available to observe the system’s performance to tune the PI
parameters by trial and error. Normally, this mission takes about 4 to 6 work hours to
achieve an acceptable system response as that in Basrah Refinery which is shown in Figure 6.

Figure 5. Overall system with PI control.



Mathematics 2023, 11, 1746 11 of 21

Figure 6. System response with manual tuning.

Rising-time and overshoot are the most critical components to examine when assessing
the system’s reaction and may be used to evaluate the system’s overall performance, since
the results indicate a high value for overshoot and other system characteristics. Certain
issues arise often in refineries and other industries for a variety of reasons, including insuf-
ficient input supplies, valve failures, and so on. Due to this immediate failure happening
while the system is running, the situational feed rate will decrease to 250 kg/h causing the
level to deviate from the desired level, preventing the system from meeting the performance
requirements for the desired process operation—as a result, affecting all product specifica-
tions. Another factor influencing system performance is the accuracy of the output control
valve. Hence, any modification or failure in this component would decrease the system
responsiveness. The result is shown in Figure 7 and Table 2, which show that the system
responds to disturbances, such as changing the input feed m2 or opening the valve value
and recording the system’s response to these changes after modifying the PI controller.

(a) (b)

(c) (d)

Figure 7. System response in case of several values of m2 and yi: (a) decrease m2 to 250 kmole/h;
(b) increase m2 to 1000 kmole/h; (c) increase yi to 100%; (d) decrease yi to 0%.
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Table 2. Step-response characteristics for system in Figure 7.

Parameters m2 = 250 kmole/h m2 = 1000 kmole/h yi = 100% yi = 0%

Rise Time 4.9 1.42 3.57 1.03
Transient

Time 57.46 25.15 35.6 35.49

Settling Time 57.46 25.15 35.6 35.49
SettlingMin 33.10 38.28 37.97 34.23
SettlingMax 56.61 53.98 49.1 66.56
Overshoot 38.98% 34.96% 22.5% 86.46%

Undershoot 0 0 0 0
Peak 56.61 53.98 49.1 66.56

Peak Time 29 20 24 16

4.2. PI Controller (Estimating PI Parameters by Auto-Tuning) [7]

The system in Figure 5 was modified to include the closed-loop PID auto-tuner block,
which is added between the PI controller and the plant to optimize the PI parameters, as
illustrated in Figure 8. The closed-loop PID auto-tuner blocks functions are equivalent to
a unity gain block, except that the u signal is wired directly to u + ∆u. To configure the
closed-loop PID auto-tuner block, the following settings should be implemented.

Target bandwidth: Determines the rate at which the controller should reply. The
target bandwidth is roughly (2/desired rise time). For a 4 s rising time, set the target
bandwidth = 0.5 rad/s.

Target phase margin: Determines the controller’s robustness. Begin with the default
setting of 75 degrees in this example.

Experiment sample time: Sample time for the experiment performed by the auto-
tuner block. Use the recommended (0.02/bandwidth) for sample time = 0.04 s.

Figure 8. Overall system with closed-loop PID auto-tuning.

The experiment is started at 140 s to ensure that the material level has reached steady
state H = 40. The recommended experiment duration is 200/bandwidth seconds = 200/0.4
= 500 s. With a start time of 140 s, the stop time is 640 s. The simulation stop time is further
increased to capture the full experiment. For estimated PI gains, the PID auto-tuning block
will employ several approaches, such as insinuating signals into the system to obtain a
frequency response in real time. The overall system will be perturbed by a sinusoidal
type of testing signal. After finishing the experiment, it is easy to obtain a PI parameter
based on plant frequency estimation. The PI controller directly updates the values of the PI
parameters. In order to obtain the best system response values, we must first compute the
system response characteristic as below.

With a maximum of 60 s needed for system frequency estimation and PI gain values
for optimum PI parameters, this tuning strategy has the significant advantage of taking less
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time to calculate the ideal PI parameters and improving other characteristics, such as the
rising time and overshoot, which are shown in Figure 9. Validation of the control system
with the same disturbance in the previous scenario was achieved, in which the behavior
of the system is shown in Figure 10 and Table 3. From the results, it can be seen that the
performance when using the auto-tuning method is superior to the manual tuning of the
PI parameters.

Figure 9. System response with closed-loop PID auto-tuning.

(a) (b)

(c) (d)

Figure 10. Response of system with closed-loop auto-tuning PID controller in the case of several
values of m2 and yi; (a) decrease m2 to 250 kmole/h; (b) increase m2 to 1000 kmole/h; (c) increase yi
to 100%; (d) decrease yi to 0%.
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Table 3. Step-response characteristics for system in Figure 10.

Parameters m2 = 250 kmole/h m2 = 1000 kmole/h yi = 100% yi = 0%

Rise Time 116.54 116.54 116.54 116.54
Transient

Time 2637.5 194.44 1642.7 5780

Settling Time 2626.3 193.60 1629 5766.1
SettlingMin 36.00 36.00 36.00 36.00
SettlingMax 41.04 40.72 40.39 42.39
Overshoot 0.98% 1.82% 0.98% 5.98%

Undershoot 0 0 0 0
Peak 40.39 40.72 40.39 42.39

Peak Time 388 6193 388 7633

4.3. PI Controller (Estimating PI Parameters by RL Approach)

In this section, the improvement of a PI controller using the RL approach (TD3) was
considered. When comparing model-free RL with other techniques, model-based tuning
strategies may provide acceptable results with a reduced tuning time for relatively simple
control tasks involving only one or a few tunable parameters. RL techniques, on the
other hand, may be more appropriate for highly non-linear systems or adaptive controller
tuning. The system in Figure 5 was modified by using an RL block for the estimation of PI
parameters via the following steps:

1. Delete the PI controller.
2. Insert an RL agent block.

3. Create the observation vector [
∫

edte]T , where e = r− h, h is the height of the tank,
and r is the reference height. Connect the observation signal to the RL agent block.

4. Define the reward function for the RL agent as the negative, i.e.,

Reward = −
(
(re f − h)2(t) + 0.01u2(t)

)
(14)

The RL agent maximizes this reward, for which the resulting model is as shown in
Figure 11.

Figure 11. System with RL agent.

4.3.1. Create TD3 Agent

When we wish to create a TD3 agent that is given observations, a TD3 agent selects
the action to perform using an actor. To build the actor, we first establish a deep neural
network using the observation input and the action output. A PI controller can be modeled
as a neural network (NN) with one fully connected layer with error and error integral
observations: u = [

∫
edte] ∗

[
KiKp

]T . Here:
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• U is the outlet of the actor NN.
• Kp and Ki are the absolute values of the neural network weights.
• e = r− h, h is the height of the tank, and r is the reference height.

Using two critic value–function representations, a TD3 proxy approximates the long-
term award associated with monitoring and actions. To begin, we construct a deep neural
network with two inputs, observation and action, and a single output. We configure the
agent using the following options:

• Set the agent to use the controller sample time Ts;
• Set the mini-batch size to 128 experience samples;
• Set the experience buffer length to 106;
• Set the exploration model and target policy smoothing model to use Gaussian noise

with variance of 0.1.

4.3.2. Train Agent

To train the agent, first set the following:

• Run each training step for at most 1000 episodes, with every episode enduring at most
100 schedule steps.

• Show the training headway in the episode manager (set the plots option) and consult
the command-line display.

• Stop training when the agent receives an average cumulative reward greater than
−200 over 100 consecutive episodes.

• At this point, the agent can control the level in the tank.

Finally, the optimal PI parameters can be evaluated, which are Ki = 0.3926 and
Kp = 5.9828. The parameters of the PI controller block shown in Figure 5 will be set by
using the optimal parameters evaluated by RL. Therefore, the step response characteristics
will be as shown in Figure 12.

Figure 12. System response after tuning by RL.

Figure 13 and Table 4 show a system response in the case of disturbances. Differ-
ent methods of disruption are included, such as increasing or decreasing the input feed
(m2) and increasing or decreasing the opening valve (yi). After testing the system in the
case of optimizing the PI parameters using the RL approach, the results reveal the good
performance of the proposed system.
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(a) (b)

(c) (d)

Figure 13. Response of system with reinforcement learning for optimization of PI in case of several
values of m2 and yi: (a) decrease m2 to 250 kmole/h; (b) increase m2 to 1000 kmole/h; (c) decrease yi
to 100%; (d) decrease yi to 0%.

Table 4. Step-response characteristics for system in Figure 13.

Parameters m2 = 250 kmole/h m2 = 1000 kmole/h yi = 100% yi = 0%

Rise Time 3.46 3.46 3.46 3.46
Transient

Time 11.31 11.30 11.31 11.30

Settling Time 11.29 11.28 11.29 11.28
SettlingMin 36.27 36.27 36.27 36.27
SettlingMax 40.35 40.35 40.35 40.40
Overshoot 0.86% 0.88% 0.85% 0.93%

Undershoot 0 0 0 0
Peak 40.35 40.35 40.35 40.40

Peak Time 14 14 14 14

4.4. RL Agent as PI-like Controller

The objective of this part is to show how we can use RL as an online tuner to optimize
the PI parameters; in this case, the RL system is working as an RL PI-like controller of
RD5204, as shown in Figure 11, and we study the performance of the proposed system,
which is shown in Figure 14. Further, the system was validated under the same condition as
in previous scenarios; after applying disturbances, the response of the system is as shown in
Figure 15 and Table 5. Although the system response seems similar to that in the previous
setup (optimization of PI by using RL), there is an important difference. In scenario three,
we obtain fixed parameters for the PI controller, but, in the case of using RL as a PI-Like
controller, the agent will still learn online with a long period of system operation, which
will offer the system more reliability and experience.
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Figure 14. System response after being controlled by RL agent.

(a) (b)

(c) (d)

Figure 15. Response of system with reinforcement learning as controller in the case of several values
of m2 and yi: (a) decrease m2 to 250 kmole/h; (b) increase m2 to 1000 kmole/h; (c) increase yi to
100%; (d) decrease yi to 0%.

Table 5. Step-response characteristics for system in Figure 15.

Parameters m2 = 250 kmole/h m2 = 1000 kmole/h yi = 100% yi = 0%

Rise Time 7.47 7.47 7.47 7.47
Transient

Time 158.77 158.77 158.77 158.77

Settling Time 112.09 112.09 112.09 112.09
SettlingMin 36.57 36.57 36.57 36.57
SettlingMax 41.40 41.40 41.40 41.40
Overshoot 3.50% 3.50% 3.50% 3.50%

Undershoot 0 0 0 0
Peak 41.40 41.40 41.40 41.40

Peak Time 32 32 32 32
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4.5. Comparison of Use of RL as an Offline Tuner and PI-like Controller

To compare the performance of RL as an online and offline tuner, RL is used as a
particular optimization element for the PI controller and as a controller itself, which is
known as the PI-like controller. To show that there is a large difference between these two
methods, the system performance was tested in the case of using these controllers under
the same conditions.

To achieve the mentioned comparison, the process noise was added to the system; this
process noise was represented by the band-limited white noise block. Process noise exists
in the real world and is manifested in various forms as a result of certain causes, such as
physical aspects of electronic circuits, wires, or electrical and magnetic causes as a result of
external influences on the signal, which in turn affects the overall operation of the system.

Figure 16 shows the performance of the PI controller in the case of using RL for offline
parameter tuning and RL as a PI-like controller, in which the performance when using
the RL as a PI-like controller is superior to the other method. In this figure, we show that
the case of using RL as an offline tuner leads to the use of the conventional PI controller
for process operation; therefore, there is no prediction for stochastic behavior, and the
system will not overcome the external noise. Meanwhile, in the case of using RL as an
online tuner, this leads to the use of RL as a PI-like controller during the operation of the
process; therefore, the RL will optimize the PI parameters based on the prediction of the
performance of the system in the future to improve the performance of the system. From
this discussion, it can be concluded that the use of RL as a PI-like controller is more resistant
to external noise.

(a) (b)

Figure 16. System response under process noise for two approaches (online and offline tuning):
(a) offline tuning with process noise; (b) online tuning with process noise.

Here, it is vital to identify the strengths and weaknesses of each method; therefore,
each method may be introduced based on the controlled application requirement.

1. The values extracted from the offline tuner are fixed for a conventional PI controller
during operation, but the values that are evaluated by the online tuner are changeable
and improved during operation; therefore, it is more resistant to external noise due to
continuous learning, improvement, exploration, and event anticipation.

2. Due to the additional complexity of the online tuner, the offline tuner has a faster
reaction time than its online counterpart.

3. In the case of offline training, the duration of training is less than that of online
training; thus, the best option is determined based on the requirements.

4. In certain industrial applications that require an auto-stop, the system’s reaction speed
is necessary; therefore, the online tuner is unsuitable in comparison to the offline case.

5. Economically, the offline tuner is more costly than the online tuner due to the increase
in complexity and, thus, the need for more devices and capabilities, particularly in
applications with a large number of control paths.
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In addition, Table 6 illustrates the performance of the system with RL in the two
methods, as a control and an optimization method. Some differences should be highlighted,
such as the fact that the time of rising in the case of the online tuner is longer than in the
case of the offline tuner, and this is therefore reflected in the stability of the system and its
ability to reach a stable state, but this factor has no impact on the RD5204 application of
the refinery. Further, the offline tuner is superior in terms of overshoot and settling values.
These differences are considered acceptable due to the different nature of the internal
formation of both the PI controller and the agent in RL, as the principal operation of RL is
dependent on exploration and exploitation, which leads to approximation. However, the
task of reinforcement learning as a controller remains the greatest in terms of the ability to
modify the overall performance of the system throughout each operation.

Table 6. Step-response characteristics for systems in Figure 16.

Parameters RL as Offline Tuner RL as Online Tuner

Rise Time (s) 8.7 7.47
Transient Time (s) 20.08 158.77
Settling Time (s) 20 112.09
SettlingMin (%) 36.87 36.57
SettlingMax (%) 40.35 41.40
Overshoot (%) 0.88% 3.50%

Undershoot (%) 0 0
Peak (0–100)% 40.35 41.40

5. Conclusions

This paper focused on using the RL approach for the level control of the separator
drum unit in a refinery system in which the mathematical model of Drum RD5204 is
derived to study the response of the system. A PI controller is proposed to improve the
system’s response, in which the PI parameters are manually calculated. From the results,
the system’s response was superior to that of the conventional controller, but it did not
achieve the required performance. In the case of using the auto-tuning method for PI
parameter evaluation, the response is superior to the manual tuning method, where the
system performance was significantly improved, and it is more reliable and robust against
disturbances. The employment of reinforcement learning (RL) as an offline tuner leads to
an enhancement in the system’s performance and the system’s ability to resist interruptions
and unexpected changes, as well as return to a stable state. Utilizing the RL agent as
an online tuner for the PI parameters, in which the online tuner values are adaptable
during the operation, makes it more resistant to external noise as a result of continuous
learning, exploration, and event anticipation. The validation of the system controller that
uses online and offline reinforcement learning techniques for optimization against process
noise showed that online tuning was able to attenuate the process noise and reduce it after
certain operational periods, while its value was still constant in the case of using offline
tuning; therefore, this is an advantage in favor of online tuners.
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