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[T I N

Abstract: Significant developments have been made in the navigation of autonomous mobile robots
within indoor environments; however, there still remain challenges in the face of poor map construc-
tion accuracy and suboptimal path planning, which limit the practical applications of such robots. To
solve these challenges, an enhanced Rao Blackwell Particle Filter (RBPF-SLAM) algorithm, called
Lidar-based RBPF-SLAM (LRBPF-SLAM), is proposed. In LRBPF, the adjacent bit poses difference
data from the 2D Lidar sensor which is used to replace the odometer data in the proposed distribution
function, overcoming the vulnerability of the proposed distribution function to environmental distur-
bances, and thus enabling more accurate pose estimation of the robot. Additionally, a probabilistic
guided search-based path planning algorithm, gravitation bidirectional rapidly exploring random
tree (GBI-RRT), is also proposed, which incorporates a target bias sampling to efficiently guide
nodes toward the goal and reduce ineffective searches. Finally, to further improve the efficiency of
navigation, a path reorganization strategy aiming at eliminating low-quality nodes and improving
the path curvature of the path is proposed. To validate the effectiveness of the proposed method,
the improved algorithm is integrated into a mobile robot based on a ROS system and evaluated
in simulations and field experiments. The results show that LRBPF-SLAM and GBI-RRT perform

superior to the existing algorithms in various indoor environments.
Keywords: mobile robots; path planning; RBPF-SLAM; Lidar sensor; ROS system

MSC: 70B15

1. Introduction

In recent years, the widespread use of mobile robots for a variety of applications, such
as rescue operations [1], household cleaning [2], and food service [3], has been facilitated
by their high stability and affordability. To meet the needs of these applications, mobile
robots require acquiring poses from Lidar sensors and building maps for environmental
awareness, and then using path planning algorithms to determine travel trajectories. Mobile
robots typically have three main functions: map building, positional estimation, and path
planning. The main task of SLAM (Simultaneous Localization and Mapping) is to obtain
real-time data from the robot’s sensors in an unknown environment and construct a map,
while also completing autonomous localization [4]. Moreover, after the localization and
map building is completed, it is not feasible to manually set the walking path, which
limits the robot’s autonomy. Thus, we use SLAM technology to provide environmental
information for path planning, helping mobile robots autonomously perform complex
navigation tasks.
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SLAM plays a crucial role in the field of mobile robotics, serving as a key precondition
for the autonomous behavior and intelligence of mobile robots. The solution to SLAM can
be mainly divided into two categories: the graph optimization [5-7] and the probabilistic
estimation method [8]. The classical graph optimization algorithm is Karto SLAM [9],
which solves the optimization problem through graph representation. Karto consists of
three parts: front-end graph matching, back-end graph optimization, and loop closure
detection. The loop closure detection reduces the drift of the map and ensures global
consistency by recognizing loops and accordingly optimizing. Graph Optimization SLAM
has the advantage of slow error accumulation and high robustness, but its disadvantages
include a slow loop closure detection speed and the possibility of false loop closures. In
addition to graph optimization, probabilistic estimation methods are also utilized to solve
SLAM problems. Extended Kalman Filters (EKFs) are commonly applied by linearizing the
system through a first-order Taylor expansion to address weakly nonlinear conditions [10].
However, EKFs can result in an erroneous pose and map estimates, especially under
conditions of linearization error accumulation. On the other hand, Particle Filters (PF) can
effectively handle nonlinear non-Gaussian probability estimation [11], but their complexity
significantly increases as the spatial dimensionality increases. The RBPF SLAM [12] is
a particle filter-based solution to SLAM problems that improves runtime by utilizing
an accurate proposal distribution and selective resampling strategy [13], reducing the
number of required particles. GMapping [14] is a probabilistic estimation algorithm that
inputs odometry information and Lidar sensor measurements, producing the robot’s
pose and occupancy grid maps. The prediction of the proposed distribution function
in RBPF-SLAM is based on odometry data, making it difficult to incorporate additional
information in the Monte Carlo localization framework. Furthermore, the instability of
the proposed distribution function, based on odometry, makes it challenging to eliminate
motion uncertainty in large environments and long-term tasks. To address these challenges,
some studies have proposed FastSlam [15], a combination of RBPF and EKF, to improve
particle distribution.

Path planning is a critical component of mobile robot navigation [16], and its goal is
to determine a feasible and optimal path for the robot to travel from a starting position
to a goal position while avoiding obstacles in its environment. Path planning algorithms
are mainly divided into graph-based search algorithms and sampling-based algorithms.
Graph-based search algorithms use a graph representation of the search space to plan paths
for mobile robots. These algorithms perform a search of the graph to find the optimal
path from the starting position of the robot to the goal position while avoiding obstacles.
The most common graph-based search algorithms are A* [17], Dijkstra [18], and D* [19].
The A* algorithm is a heuristic search algorithm that finds the shortest path from the
starting position to the goal position by using a heuristic function to evaluate the next
state. However, the A* algorithm requires additional storage space to maintain a set of
open points, which can result in memory overhead. The Dijkstra algorithm is a classic
shortest-path algorithm that finds the shortest path between any two points in a graph.
The algorithm works by gradually relaxing the edge weights and updating the distance
estimates of vertices. However, the time complexity of the Dijkstra algorithm is O(n?),
where n is the number of vertices in the graph, and when the graph is large, the efficiency
of the algorithm can be severely affected. The D* algorithm combines the advantages of the
A* algorithm and the Dijkstra algorithm. The algorithm is capable of re-planning in real
time according to the changing environment, which makes it well suited for dynamic and
uncertain environments.

The sampling-based algorithm is an algorithm that finds the optimal path by random
sampling method. This algorithm finds the optimal path by randomly selecting a point
in space as the starting or ending point, and then continues expanding the nodes in space
when the expansion reaches the target point. The rapidly exploring random tree (RRT) [20]
algorithm is a popular and efficient algorithm in the field of sampling-based path planning.
The RRT algorithm uses a random sampling method to explore the search space, so it
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can effectively avoid local optimum problems [21]. However, RRT requires sampling and
searching the entire graph, and many redundant random nodes are generated near each
node, increasing the corresponding search time and leading to slower convergence. One of
the main advantages of the bidirectional rapidly exploring random tree (Bi-RRT) [22,23]
algorithm is its efficiency compared to RRT algorithms. Since the trees are simultaneously
expanded in both directions, the search space can be reduced by half, which can significantly
reduce the search time. However, the Bi-RRT algorithm may not be able to find the optimal
solution in complex environments with high-dimensional state spaces. This is because
the algorithm relies on the random sampling method, which may not effectively cover all
parts of the state space and may not promptly find the optimal solution. Many scholars
have proposed improved methods based on the Bi-RRT algorithm; Xu et al. presented
a post-processing fusion algorithm [24], which combines PRM and P-Bi-RRT algorithms.
Compared to RRT, Bi-RRT, and P-Bi-RRT algorithms, this algorithm has shown improved
results in terms of planning time, path length, and the number of path nodes. Yi et al.
proposed the 1-0Bg-RRT algorithm [25], which uses a biased probability of 1 and 0 changes
to construct a tree, resulting in shorter computation time and paths compared to traditional
RRT algorithms. Jiankun Wang et al. presented a kino dynamically constrained Bi-RRT
with efficient branch pruning algorithm [26]. This algorithm extends the Bi-RRT method by
incorporating kino dynamic constraints, leading to improved performance. Grothe et al.
presented the Space-Time RRT (ST-RRT*) algorithm [27]; ST-RRT* can effectively handle
unbounded time-space and optimize arrival time in environments with moving obstacles
on known trajectories. Huanjie Zhao. et al. proposed an Improved Bi-RRT algorithm
based on Gaussian sampling [28]. This algorithm introduces heuristic search ideas based
on bidirectional search, sample points with a Gaussian distribution constrained with a
certain probability near the start, and goal points to reduce the blind search and improve
search efficiency. Guojun Ma et al. presented a new algorithm for path planning named
Probabilistic Smoothing Bi-RRT (PSBi-RRT) [29]. The proposed algorithm utilizes a 6-cut
mechanism to optimize the path toward the global optimal solution, reducing the possibility
of getting stuck in local optima. In comparison to the traditional Bi-RRT algorithm, PSBi-
RRT exhibits a significant reduction in runtime with improved performance.

Based on the above analysis, we propose improvements to the simultaneous SLAM
algorithm and the path planning algorithm. The distribution function in RBPF is susceptible
to external factors such as robot tire skidding, resulting in suboptimal map construction. In
contrast, Lidar navigation is highly stable because it is highly resistant to environmental
noise. For this reason, we propose the LRBPF-SLAM algorithm, where the odometer data
in the distribution function are replaced with the bit pose differences of adjacent moments
from the 2D Lidar to improve the stability and accuracy of map construction. In addition,
the Bi-RRT algorithm ignores the redundant computation due to the selection of random
nodes. We improve the Bi-RRT algorithm by using target bias sampling to reduce invalid
searches and combining the path reorganization strategy to minimize redundant path
points and generate smooth trajectories. In summary, the contributions of this paper are as
follows:

1.  We embed the proposed algorithm into the ROS system [30] to verify the effectiveness
of the algorithm;

2. Inorder to improve the stability and accuracy of the SLAM system, an algorithm called
LRBPF-SLAM is proposed. In this algorithm, the odometer data in the distribution
function is replaced by the 2D Lidar adjacent moment bit pose difference;

3. The GBI-RRT algorithm is proposed, which employs target bias sampling to reduce
the negative impact of random sampling on path quality, and then optimizes the
initial paths through a path reorganization strategy to eliminate redundant paths;

4.  Extensive simulations were conducted to evaluate the improved algorithms, and the
proposed algorithms were also ported to a mobile robot for real scenario experiments.
The results of these experiments demonstrate that the proposed method exhibits
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excellent performance compared to other algorithms in both simulation and real
scenarios.

2. Robot Components and System Framework

The system we use is an advanced mobile robot navigation system equipped with
sensors for environmental perception and data measurement. The main hardware used
in this system is the NVIDIA Jetson Nano, which has sufficient processing capabilities to
perform task planning. Additionally, it is equipped with an OpenCRP controller based
on the STM32F4 core and an MPU6050 Inertial Measurement Unit (IMU) sensor that can
be updated through ISP serial and implements closed-loop control for four DC motors.
The robot is also equipped with the SICK Al TK edition Lidar, with a range of 12 m and
a measurement frequency of 8000 times per second, as well as an encoder that converts
analog signals into electrical signals to obtain distance and angle data. The size of the
mobile robot for navigation is 28 cm x 12 cm x 12 cm and weighs 2.3 kg, rated power is
60 W, and the linear velocity and acceleration are 1.2 m/s and 0.5 m/s, respectively. The
physical structure of the robot is shown in Figure 1.

(1) Antenna
(2) NVIDIA JETSON NANO

(3) Lidar (4) IMU

(5) Power supply (6) Motor

Figure 1. The physical structure of the robot. (1) The “Antenna” is utilized for transmission of
communication protocols. (2) The “NVIDIA JETSON NANO” is utilized for receiving commands from
the PC and running algorithms. (3) The “Lidar” is utilized for sensing the surrounding environment.
(4) The “IMU” is utilized for acquiring the current attitude angles. (5) The “Power supply” sustains
the operation of the moving robot by providing electrical energy. (6) The “Motor” is utilized for
driving the movement of the robot.

The system control structure of the robot is shown in Figure 2.

1.  The PC Module: The PC terminal uses a laptop and connects to the host computer on
the same LAN via SSH (Secure Shell). Commands can be directly sent from the PC to
the mobile robot host computer to achieve SLAM and navigation functions;

2. The Decision Module: The decision module is the host computer of the robot, namely
NVIDIA Jetson Nano, which has an SSH tool installed with the ROS system to receive
commands from the PC and run algorithms. It receives Lidar data through a USB
interface, communicates /O with the lower computer, and acquires sensor data
connected to the lower computer;

3.  The Execution Module: The execution module is a controller with STM32F4 as its core,
which receives commands from the decision-making module, acquires data from the
IMU and encoders, and controls motor drive operations;

4. The Sensor Module: The sensor module includes 2D Lidar for detecting the surround-
ing environment, IMU for estimating the motion posture of the robot, and encoders
for estimating the robot’s motion distance and rotation angle;

5. The Power Module: The power voltage is 12 V with a total capacity of 1200 mAh. The
power expansion board can expand the 12 V power and 5 V output to facilitate the
expansion of robot functions;

6.  The Motor Drive Module: The motor drive module is responsible for controlling
the movement of the robot, receiving control commands, and driving the motor
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through current control. It includes the drive circuit, current sensor, and control

circuit, ensuring the precise and stable movement of the robot.

SSH
Sensor module Decision module ~ 2>
(Lidar) (Jetson Nano) > 0*/
USB to
Sensor module . serial port
(MU) e If

Power module

Execution module 4
STM32 controller)

Sensor module
(Encoder)

Motor driver

Figure 2. The system control structure of robot.

In the design of a robot navigation system, multiple critical steps are covered, including
data conversion, SLAM mapping, and path planning. We designed a comprehensive
robot navigation system framework to realize the navigation capability. This framework
implements distributed communication through the ROS system, thereby enabling the
collaboration between SLAM mapping and navigation path planning, and allowing for
node publication and subscription, further improving the efficiency and reliability of the
system. The flow of the robot navigation system framework is illustrated in Figure 3. The

robot navigation can be divided into the following four steps:

Start
A 4

Select the start and end
A 4 positions on the ROS
SSH Remote control system rviz tool
command

A 4
Navigate using both
global and local path
planning

A
Acquisition of
environmental data by
LIDAR and IMU

A 4
Robot performs attitude
localization and builds
maps

‘Whether to
each the end?

Is the build
complete?

Figure 3. Framework flow of robot navigation system.
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1.  Install the Ubuntu operating system and ROS system on the robot and PC side, use
the SSH remote control tool to realize the connection between the PC and the robot,
and control the robot through PC input commands;

2. After receiving the PC command, the robot locates and builds a map using the data
from the Lidar, and when the mapping is completed, the map is saved in the robot;

3. After starting the navigation command, the starting point and the end point are
selected on the Rviz (a 3D visualization tool) visualization tool of ROS, and the robot
autonomously plans the navigation path using the data from Lidar. The global path
planning realizes safe and reliable path planning, and local path planning realizes
real-time obstacle avoidance;

4. When the robot arrives at the destination, the navigation ends. If it does not reach
the destination, it continues to navigate using the data from Lidar until it reaches the
destination.

3. Algorithm Improvement
3.1. LRBPF-SLAM Algorithm

To better understand the proposed LRBPF-SLAM, we briefly review the basic prin-
ciples of the RBPF. The RBPF-SLAM is an improved version of the particle filter. RBPF is
a technique for reducing computational costs by lowering the dimensionality of the state
space through the use of the chain rule. This is achieved by factoring the joint distribution
of the variables into conditional distributions, which can be separately updated, resulting in
improved computational efficiency. The problem of SLAM for RBPF involves the estimation
of the posterior probability and posterior probability as shown in Equation (1).

p(m, x1:¢|21:, 1) = p(X1:t] 210 tr:0—1) (M| X124, Z1:4) 1)

Where p(m, x1.t|1z1.¢, U1.+) is the posterior probability, the estimated joint posterior prob-
ability p(x1.¢|z1., u1.+) represents the distribution of the motion trajectory of a mobile robot,
p(m|x1., z1.) is the posterior map generated by particles using the occupancy grid mapping
algorithm to create a two-dimensional planar map of the environment. m represents the
grid map of the environment, x1.; denotes the motion trajectory of the mobile robot, z1
is the sensor observations from 1 to t moments, u1.; is the odometry measurements in the
odometer. The estimation of the robot’s true pose can be achieved using the z1; and u1;
parameters. The specific steps of RBPF are shown below:

1.  Sampling: The particle at the previous moment x} , ; is sampled from the distribution

function to acquire new particles x} ,. The distribution function obtained by the sensor
is often termed the proposed distribution:

ﬂ(x; xll:tflrzlttl ul:t*l) (2)

2. Importance weighting: Each particle x! is assigned a weight w!, which is computed as
the ratio of the posterior distribution to the proposal distribution (based on the proba-
bilistic odometry motion model). The higher the weight, the more the particle’s pose
matches the true value. The importance weighting can be defined using Formula (3).

(x| ze waee)
w; = }f| : ©)
(x| 20, Uaip—1)

3. Resampling: Particles with smaller weights are discarded and replaced by resampled
particles, but the total number of particles remains constant.

4. Map updating: Each particle’s map is updated using the optimized pose represented
by the particle and the current observations.

RBPF can effectively reduce the dimensionality of the state space and improve the
particle quality. However, the proposed distribution based on odometry may suffer from
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increasing errors over time. As the Lidar signal has a single-peak characteristic and a small
variance coefficient, it is more suitable to use it as the input to the proposed distribution
function. To improve the accuracy of the proposed distribution, we augment the original
odometry data by adding the position differences derived from the 2D Lidar data at adjacent
time steps. The RBPF algorithm usually uses odometer data as the proposed distribution
function:

ﬂ(xi xi;t_lzzlzt/ulzt—l) = P(xi xi_l,ut—ﬂ 4)

IMU is a sensor used for attitude estimation. Typically consisting of an accelerometer,
gyroscope, and magnetometer, it measures the acceleration, angular velocity, and magnetic
field strength of an object in three axes. In attitude estimation, the IMU plays a key role by
providing real-time attitude information that allows us to track the position, orientation,
and motion of the object. However, the odometer data from the IMU can be affected by
robot vibration, drift, and sliding. Lidar can provide higher spatial resolution and accuracy
to ensure the accuracy of attitude estimation. LRBPF uses the Lidar positional difference as
a distribution function, as shown in Equations (5) and (6).

p(xt|xi_q,ze) = xj_q +hy(z,20-1) ©)

ht = Zt —Zy_1 (6)

where h; is the Lidar attitude difference between adjacent moments.

3.2. GBI-RRT Algorithm

To gain a better understanding of the proposed algorithm, it is necessary to first review
the RRT and the Bi-RRT algorithms. Figure 4 shows the planning process of the RRT
algorithm, where g,y and ¢, represent the start and target nodes of the random tree,
Grand is the random node generated by each sampling point, and gy,eqr is the closest node to
Grand on the tree, g, is @ new node obtained after collision detection, which is obtained
by growing from gyeqr to 4,9 With step size e. The RRT principle diagram is shown in
Figure 4.

Figure 4. RRT principle diagram.

The RRT algorithm begins by selecting the g;,,;; as the root node of the random tree
growth. Next, g,,,,4 is generated within the safe space. Then, the algorithm searches for
the node g4y that is closest to q,4,,4, With gyeqr initially set to g;,j¢. Starting from gy,04r, the
random tree moves ¢ steps in the direction of g,,,,; to obtain a new node gy¢. This process
is repeated until the Euclidean distance between ;,;; and g¢4 is less than a predetermined
threshold, at which point the search is terminated. The resulting path is the extended tree
path from the initial node g;,; to the target node g¢o,. The expansion rule for the new node
in the RRT algorithm is expressed by Equation (7).

Qrand — Ynear @)

= +€
fnew = fnear g i — Gnear ]
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where gy,,4 — Gnear represents the normalization of two vectors, and ||q,4 — Gnear || repre-
sents the Euclidean distance between two points. When the target node g4, is added to
the random tree or the number of iterations exceeds the specified threshold of iterations,
the path planning will end with the corresponding result.

Although the RRT algorithm is better than the traditional algorithm in complex envi-
ronments, its one-way search approach implies that it takes longer to reach the endpoint. To
address this issue, the Bi-RRT algorithm was developed, which enables a two-way search.
The Bi-RRT algorithm is shown in Figure 5:

qrandl anndZ

q goal

qnear 2

Figure 5. Bi-RRT principle diagram.

The Bi-RRT algorithm constructs two random trees T; and T, in the environment state
space, using the same node generation method as the basic RRT algorithm. T has the
root node as the initial node, while T, has the target point as the initial node. The Bi-RRT
algorithm process is shown in Algorithm 1.

Algorithm 1 presents the fundamental Bi-RRT algorithm. First, the algorithm initializes
the random tree T; using g;,;; and then initializes the random tree T, using fgoal- TO extend
the random tree outward, the Sample() function is designed to return a sample point ;4,4
Then, the Extend() function searches for the nearest node in the random tree and grows
toward node g,,,,4 in steps ¢, generating a new node gep. Subsequently, if .. passes
collision detection, it is added to the random tree T. If g,y is the same for both random
trees, then the loop terminates.

Compared with the RRT algorithm, the Bi-RRT algorithm reduces the search time
while retaining the advantages of the RRT algorithm. However, both algorithms have a
common drawback: both randomly generate expansion points, resulting in poor search
path quality [31]. Based on this, we propose an improved Bi-RRT algorithm to reduce the
algorithm’s blindness in the node expansion phase by introducing target bias sampling,
generating random points with a higher probability towards the target point. Additionally,
we propose a path reorganization strategy to address the low-quality generated paths by
removing redundant nodes and optimizing the path state.

Algorithm 1: BI- RRT(4jnit, 40a1)

1 Ty.add(qinit); T2-add(Ggea); i = 0;
2 while(i < N)

3 Trandl = Sample();

4 Trand2 = Sample(); i+4;
5 Tnewl = EXtend(Tll Qrﬂndl)
6

7

8

9

Inew2 = Extend(Ta, Grandn)
if pew1 = Gnewn then
return Path(Ty, Tp)

Swap(Ty, T2)

1.  Target bias sampling

The random sampling process of the Bi-RRT algorithm employs a global random
search strategy, which generates a significant number of redundant random points and
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increases the length of the robot movement path. The path planning process can only be
accelerated when the random tree grows toward the target point, so the target point can
be considered as the sampling point. However, if the target point is selected as the only
sampling point, the generated random tree may become trapped in a dead loop around the
obstacles. To address this issue, we propose a target bias sampling that combines random
search and target-oriented search. This strategy effectively guides the random tree to grow
towards the target with a higher probability while avoiding interference from obstacles.
Figure 6 illustrates the GBI-RRT algorithm, which begins by selecting an initial point
Jinit- During each iteration, the system generates a random number p,,,4. If pranq is less
than the given threshold py;,s, the algorithm generates a random point within the safe
space SampleFree(). Otherwise, the random point is set to the target point coordinates. To
implement the target bias sampling, we use Equation (8), which effectively guides the
random tree to grow towards the target with a higher probability while avoiding obstacles.

= ngal/ if Prand = Pbias g
Arand { YsampleFree() 1 else (8)

Qinit

Figure 6. Bi-RRT random tree constructed by adding target bias sampling. The direction of the
dashed line represents the random tree growth direction.

In the above Equation (8), Py;,s represents the target bias threshold, P,,,; represents
that the random sampling probability range is (0, 1), and g4 pieryec() represents the random
point generated by the safe space.

Once the random node g,,,,; is obtained, we use a target bias sampling to guide the
extension of the random tree towards the target point with a growth step of e. This strategy
promotes an explicit expansion direction for the random tree, which preserves the global
expansion property of the RRT algorithm and allows the node expansions to spread across
the state space. Moreover, the target bias sampling enables the preservation of local node
properties on top of the global expansion properties, increasing the likelihood that the
random tree will expand towards the target point. However, choosing an appropriate
value for the threshold Py, is crucial. A value that is too large can result in an expansion
probability towards the target point that is too small to have a significant effect on the
expansion speed, while a value that is too small can result in an overly large expansion
probability towards the target point that is prone to local minima in environments with
many obstacles. After experimental analysis, we set Py;,5 to 0.5.

The random growth function for the random tree to expand towards the target direc-
tion is shown in Equation (9).

X(n) = ¢ Ynear — goal )
| Gnear — ngal”
where ¢ denotes the step size when expanding towards the target point and ‘ Inear — Ggoal

denotes the Euclidean distance between g;,¢eqr and Igoal-
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In addition, the random growth function Y'(n) for the random tree to randomly expand
and avoid obstacles in the safe space is given by:

Y(I’l) _ qSampleFree() — qnear
HqSumpleFree() - 5]near||

(10)

Therefore, by combining Equations (8)—(10), we can obtain the equation for generating
a new node using the target bias sampling as follows:

Gnew = Gnear + X (1), if Prang > Phias (11)
new Gnear + Y(n), else

At this point, the calculation of the new node g, not only takes into account the
influence of the random sampling node 4,44, but also the gravitation of the target point
qgoar- The threshold value Py, plays a crucial role in determining the expansion direction.
When the generated random sampling point is close to an obstacle, it may cause the newly
generated node to collide with the obstacle, leading to expansion failure and getting stuck
in a dead loop. If P,,,; is larger than Py, the selected random point P, satisfies the
requirement of expanding towards the target point and enables the system to approach the
target point more quickly. On the other hand, when P,,,,; is smaller than Py;,;, the selected
random point g,,,4 no longer satisfies the requirement of expanding directly towards the
target point, and random sampling points will be generated for expansion. By doing so,
the expanded tree can bypass obstacles and reach the end point more efficiently.

2. Pathreorganization strategy

In the Bi-RRT algorithm, the nearest tree node is determined by calculating the Eu-
clidean distance from a random point to a tree node. However, this approach may result
in zigzag node paths for the concatenated tree nodes, and such unsmooth paths are not
optimal for mobile robot travel because they increase unnecessary steering time [32]. Even
with a target bias sampling incorporated, the paths generated by the Bi-RRT algorithm may
still contain many redundant nodes. Therefore, path reorganization strategies are needed
to optimize the generated paths and obtain higher quality paths.

As shown in Figure 7, in path planning with multiple nodes, the distance through path
Jinit — b is less than the distance through g;,;; — a — b; the distance through b — d is
less than the distance through b — ¢ — d; and the distance through d — g, is less than
the distance through d — e — f — qg,4 - Therefore, in the final path planning process, the
redundant nodes a, ¢, ¢, and f can be removed. The node gt — b — d — ggoq forms the
optimal path, which only has a few key points, and thus improves the smoothness of the
path and shortens the travel time of the mobile robot.

Figure 7. Path reorganization strategy.

The process of the path reorganization strategy is shown in Algorithm 2, where
keypoints represents the set of key points. Starting from the initial node g;,,;;, we traverse
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its children nodes for collision detection. Only the node gemp closest to the end point ggo,
is kept and added to the keypoints. Then, gtemp is used as the initial node for the next
traversal.

Algorithm 2: GetKeyPoints(path)

1 Gemp = Ginits

2 While(%emp! = ngul)

3 for(x = Gremp; 9" = Qinit; x = qtemp.child)
4 if CheckLine(x, qtemp)

5 Qtemp = X,

6 keypoints.add(qiemp);

4. Simulation Experiments of Robots

In this section, we compare and analyze two common SLAM algorithms and two
path planning algorithms in a simulated environment. To visualize the performance of the
algorithms, we construct maps using Rviz.

4.1. Simulation Platform

To evaluate the effectiveness of the LRBPF-SLAM algorithm in terms of mapping
accuracy, we conducted simulation experiments on the Gazebo platform [33] using Ubuntu
18.04 and ROS systems. The study focused on three simulated indoor environments and
used the TurtleBot3 Burger virtual robot model. The simulated sensor data included Lidar,
odometer, and IMU data. The simulation was carried out on a laptop computer equipped
with an Intel i7-11800H processor and 16 GB DDR4 3200 MHz memory. The simulation
environment was designed to replicate realistic physical characteristics, making it a reliable
reference for real-world application environments. Environment modeling of the Gazebo
simulation platform is shown in Figure 8.

Figure 8. Environment modeling of Gazebo simulation platform.

4.2. Simulation Experiment of SLAM Algorithm

The simulation experiments of SLAM were constructed on Gazebo with three envi-
ronments of different complexity for map building simulation. The different environment
experiments could more accurately reflect the building effect and generalization ability
of the proposed algorithm. Simulation environment 1 had a length and width of 11.25
m X 6.75 m, with regular surroundings and geometrical wall obstacles inside, to test the
algorithm’s building effect on geometrically shaped objects. Simulation environment 2 was
13.5m x 8.5 m in length and width, and there were right-angle wall obstacles inside, which
were used to test the algorithm’s effect on building the details of corner-shaped objects. The
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overall simulation environment 3 was 11.85 m x 9.75 m, surrounded by irregular walls,
and the internal obstacle objects were also irregular, testing the algorithm for the irregular
walls and the building effect of the objects that account for the object. We compared the
proposed algorithm with the Gmapping and Karto algorithms and visualized the map
building results using the Rviz tool. The results of the SLAM simulation experiments for
building maps are shown in Figure 9.

Simulation 1

Simulation 2

Simulation 3

Simulation environment (a)Gmapping (b)Karto (c)LRBPF-SLAM

Figure 9. SLAM simulation results of three algorithms.

It can be seen from the three groups of simulation experiments that (a) the Gmapping
algorithm distorts and makes a lot of noise in the wall and vertical obstacle construction,
which is mainly caused by using single odometer data as the input of the distribution
function. The (b) Karto algorithm is relatively good in the overall drawing effect, but in
some details, the problem of wall overlap will appear. This is because the Karto algorithm
is a graph optimization algorithm, which requires multiple loopback detection to optimize
the result of graph construction. The (c) LRBPF-SLAM algorithm achieves satisfactory
performance in the overall mapping effect and details, which benefits from using the
Lidar data bit pose difference as the input of the distribution function, thus improving the
mapping accuracy.

In addition to the subjective evaluation, we selected several feature points of the
simulation environment for dimensional measurements and then compared the errors. The
error results of the SLAM simulation experiments are analyzed in Table 1.

Based on the comparison of the feature locations between the actual and measured
values by the three algorithms, we obtained the error of each feature location, as shown in
Table 1. From the table, we can see that the average errors of simulation 1, simulation 2,
and simulation 3 of the Gmapping algorithm are 10.4 cm, 6.4 cm, and 17.59 c¢m, respectively,
which are relatively large and become larger as the length of the measured object increases.
Simulation 1, simulation 2, and simulation 3 of the Karto algorithm have average errors of
9.34 cm, 7.64 cm, and 19.45 cm, respectively, the error of the Karto algorithm in measuring
the feature size is larger. The average errors of simulation 1, simulation 2, and simulation 3
of the improved algorithm are 6.9 cm, 2.85 cm, and 11.27 cm, respectively. It can be seen
that the improved algorithm always maintains smaller errors in terms of error control and
has higher accuracy than the other algorithms.
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Table 1. SLAM simulation experiment error results analysis.

Gmapping Karto LRBPF-SLAM
Simulation Feature Actual Measured Absolute Measured Absolute Measured Absolute
Point Value/cm Value/cm Error/cm Value/cm Error/cm Value/cm Error/cm
1 100.00 97.99 2.01 98.48 1.52 100.86 0.86
1 2 175.00 188.15 13.15 185.60 10.60 182.33 7.33
3 325.00 341.03 16.03 340.91 15.91 337.50 12.50
Mean - - 10.40 - 9.34 - 6.90
1 200.00 208.29 8.29 208.57 8.57 201.72 1.72
2 225.00 216.00 9.00 231.32 6.32 228.88 3.88
5 3 200.00 196.71 3.29 204.78 4.78 197.84 2.16
4 125.00 131.14 6.14 136.52 11.52 128.02 3.02
5 175.00 169.71 5.29 182.02 7.02 178.45 3.45
Mean - - 6.40 - 7.64 - 2.85
1 300.00 316.00 16.00 315.74 15.74 312.05 12.05
2 225.00 252.80 27.80 249.47 24.47 2370 12.00
3 3 350.00 367.35 17.35 378.11 28.11 363.40 13.40
4 300.00 316.00 16.00 319.64 19.64 308.10 8.10
5 400.00 410.8 10.80 409.29 9.29 410.80 10.80
Mean - - 17.59 - 19.45 - 11.27

4.3. Simulation Experiment of GBI-RRT Algorithm

In order to verify the effectiveness and search efficiency of the proposed GBI-RRT
algorithm, we conducted simulations in three different environments using MATLAB2019.
The simulated maps are represented with black for obstacles and white for safe space. We
compared the performance of the RRT algorithm, the Bi-RRT algorithm, and the GBI-RRT
algorithm by simulating each algorithm 30 times with the same parameters, including a
fixed step size of 14 and identical start and end point locations. The simulated map had a
horizontal coordinate range of (0, 500) and a vertical coordinate range of (0, 500).

Figure 10 presents the path planning results obtained from the (a) RRT, (b) Bi-RRT,
and (c) GBI-RRT algorithms in the three simulated environments. Figure 10 indicates that
the RRT and Bi-RRT algorithms produce a large number of unnecessary nodes scattered
throughout the simulated map, resulting in discontinuous path curvature. However, the
GBI-RRT algorithm generates a smoother planning path with fewer turning points.

Il obstacle

Safe space

Simulation 1

Simulation 2

® -. o -. o -.
Simulation 3 . . I ® . I o . I
] ]

(a)RRT (b)BI-RRT (c)GBI-RRT

Figure 10. Results of path planning simulation experiment.
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Table 2 shows the path planning times and lengths obtained using the RRT, Bi-RRT,
and GBI-RRT algorithms. The results indicate that the RRT algorithm requires a much
longer time to plan the path in all three simulation environments than the other two
methods, especially in the complex obstacle simulated environment 3 where the longest
planning time reaches 110.5 s. This is mainly due to the blindness of the expansion of the
RRT algorithm. In contrast, Bi-RRT uses bi-directional search for speed optimization, which
reduces the planning time to some extent. However, using the same random expansion
strategy as RRT does not significantly improve the final path length, with only about a 6 m
improvement in simulated environment 1.

Table 2. Comparison of the results of 30 experiments averaged over three path planning algorithms.
The bold font indicates the optimal value.

Simulation Algorithm Time/s Length/m

RRT 58.79 860.24

1 Bi-RRT 16.18 854.30
GBI-RRT 5.08 674.45

RRT 98.88 880.39

2 Bi-RRT 13.19 859.37
GBI-RRT 5.46 679.21

RRT 110.50 803.90

3 Bi-RRT 5.28 777.35
GBI-RRT 4.84 594.14

It is worth noting that the GBI-RRT algorithm probabilistically grows towards the
target point with the help of the proposed target bias sampling, resulting in a significant
reduction in planning time compared to the previous two. It performs well in all three
environments with an average planning time of about 5 s. The path length is further
optimized by using a path reorganization strategy for the already planned paths, with an
average reduction of about 181 m compared to the previous two.

Figures 11 and 12 show the line graphs depicting the planning time and planning
paths obtained by the GBI-RRT algorithm in 30 experiments across three environments.
From the plots, it can be observed that the planning time is generally stable within a certain
range, while the planning path length fluctuates within a certain range, indicating good
performance.

12
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Figure 11. Planning time of 30 times GBI-RRT algorithm in three environments.
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Figure 12. Planning path length of 30 times GBI-RRT algorithm in three environments.

5. Real Scenario Experiments for Robots
5.1. Real Scenario Experiment Setup

We use the distributed framework of the ROS platform to perform robotic tasks. The
framework enables communication between nodes through a loosely coupled approach
and is able to run on different computers. The robot and the computer must be on the same
LAN to enable remote control of the robot via SSH commands. In addition, we provide
a visual interface to make the control of the robot more intuitive by operating it from the
computer terminal. This configuration greatly improves the flexibility and operability of
the robot tasks.

Our specific configuration is as follows:

1.  Host controller Jetson Nano and laptop are connected to the same network. A hotspot
network on the phone is used to cover the robot’s movement area.

2. The “ifconfig” command is used to check the IP addresses of the Jetson Nano and
the laptop.

3. Inthe Ubuntu system of the laptop, the environment variables “ROS_MASTER_URI"”
and “ROS_HOSTNAME_URI" are added to the “bashrc” file. “ROS_MASTER_URI”
points to the IP address of the Jetson Nano, while “ROS_HOSTNAME_URI” points to
the IP address of the Ubuntu system on the laptop.

4.  Finally, the robot is remotely accessed using SSH commands in the Ubuntu system
terminal for visual remote control. This remote access method makes the robot more
visible and makes it easier for the operator to control. These configuration measures
greatly improved the efficiency and flexibility of the robot’s tasks.

5.2. Experiment of SLAM Algorithm

In our practical experimental study, we conducted SLAM experiments in three real
scenarios. Environment 1 is an indoor bedroom measuring 4.5 x 4.5 m, featuring obstacles
such as cabinets, refrigerators, and tables. Environment 2 is a corner corridor with a
total length of 15 m and a width of 2.5 m, containing obstacles such as regular wooden
doors and irregular walls. Environment 3 is a conference room with a space of 4.5 X 6 m,
featuring obstacles such as tables, chairs, uneven walls, and monitor stands. This scene is
characterized by a high obstacle density. By performing experiments in these diverse real
scenarios, we can more effectively evaluate the proposed method’s effectiveness.

According to the experimental results in Figure 13, it can be seen that the (a) Gmapping
algorithm underperforms in all three scenes with low building accuracy, blurred obstacle
contours, the ghosting phenomenon in local details, incomplete wall building, and an
inability to identify support legs of many chairs. In comparison, the (b) Karto algorithm
can build complete maps in all three scenes, but with average reconstruction of local
details. However, the (c¢) LRBPF-SLAM algorithm outperforms both algorithms with the
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best overall map-building effect in all three scenes without the ghosting phenomenon. In
the complex conference room environment, the algorithm can fully scan wall contours,
recognize chair support legs with high accuracy, and build highly precise detailed maps.

N
P

e

real scenario (a)Gmapping (b)Karto (c)LRBPF-SLAM

Figure 13. SLAM results of three algorithms in real scenarios.

Furthermore, we selected several typical feature locations in the real scenarios and
compared their real values with the measured values, producing error results analysis ta-
bles.

According to the data in Table 3, it can be found that the average error of the Gmapping
algorithm in the three different environments is 3.44 cm, 8.95 cm, and 6.74 cm, respectively.
It is worth noting that the maximum error of the algorithm in feature location 3 of experi-
ment 3 reaches 12.9 cm; in comparison, the average error of the Karto algorithm in these
three environments is 3.83 cm, 6.04 cm, and 5.86 cm. The LRBPF-SLAM algorithm, on the
other hand, exhibits the best accuracy, with average errors of 2.63 cm, 4.33 cm, and 2.74 cm
in the three environments, and the maximum error is only 7.5 cm in feature 1 of experiment
2. The algorithm is also able to accurately reconstruct the details of the environment. The
experimental results show that the proposed LRBPF-SLAM algorithm has a small overall
error and high accuracy in map building, and can effectively reconstruct the overall state of
the environment. From these data, it can be concluded that the LRBPEF-SLAM algorithm has
significant advantages, especially in complex environments that show better performance.
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Table 3. SLAM experimental error results analysis in real scenes. The bold font indicates the
optimal value.

Gmapping Karto LRBPF-SLAM
Experiment Feature Actual Measured Absolute Measured Absolute Measured Absolute
Point Value/cm Value/cm Error/cm Value/cm Error/cm Value/cm Error/cm
1 42.00 45.30 3.30 45.48 3.48 46.92 492
2 41.00 47.11 6.11 50.94 9.94 46.92 4.92
1 3 50.00 48.92 1.08 49.12 0.88 50.55 0.55
4 112.00 108.72 3.28 110.98 1.02 111.89 0.11
Mean - - 3.44 - 3.83 - 2.63
1 139.00 151.00 12.00 149.60 8.30 146.50 7.50
2 115.00 126.40 11.40 124.35 7.35 121.00 6.00
3 84.00 92.60 5.60 93.00 3.20 89.40 2.40
2 4 104.00 114.80 10.80 112.90 5.70 111.20 5.10
5 115.00 131.30 7.80 127.70 8.50 118.60 3.60
6 57.00 63.10 6.10 60.20 3.20 58.40 1.40
Mean - - 8.95 - 6.04 - 4.33
1 57.00 64.30 5.30 53.60 3.40 59.10 2.10
2 41.00 47.80 6.80 45.60 7.60 42.50 1.50
3 3 370.00 382.90 12.90 379.80 9.80 378.70 5.20
4 43.00 46.50 3.50 39.90 3.10 44.80 1.80
5 39.00 42.20 5.20 43.50 4.50 42.10 3.10
Mean - - 6.74 - 5.68 - 2.74

5.3. Experiment of Path Planning Algorithm

We compare the path planning results of the RRT, Bi-RRT and GBI-RRT algorithms in
three different real scenarios.

As Figure 14 shows, the map of the three experimental sites obtained from the experi-
ments in the previous section, the starting and ending points of the mobile robot are set.
Table 4 shows the experimental data of path planning for the three algorithms RRT, Bi-RRT,
and GBI-RRT. To minimize the error, the experimental data represent the average value of
20 experiments.

@
o)
kK
End

- e \.j

@ Start
™ T —
(a) Environment 1 (b) Environment 2 (c) Environment 3

Figure 14. Three experimental maps.

As shown in Table 4, the 20 experiments were conducted for three real scenarios, and
then their averages were taken for path planning quality analysis.

In the simple Environment 1, the RRT and Bi-RRT algorithms require an average of 2.65
and 2.5 turns, respectively, while GBI-RRT requires only 0.45 turns on average, and the other
two metrics (time and length) differ less among the three algorithms. In Environment 2,
the number of turns increases for all three algorithms. Nevertheless, GBI-RRT outperforms
the other two algorithms in terms of path planning time and length, with 5.1 and 3.75 s less
time than RRT and Bi-RRT, respectively, and less difference in planning length between
the three algorithms. In Environment 3, compared with Bi-RRT, the path planning time
of GBI-RRT is reduced by 3.15 s, the path planning length is reduced by 2.35 m, and the
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number of turns is reduced by 2.2 turns. These results show that the GBI-RRT algorithm
can quickly generate a smooth and optimal path from the origin to the destination.

Table 4. Quality analysis of three algorithms for path planning in three different environments. The
bold font indicates the optimal value.

Environment Algorithm Time/s Length/m No. of Turns

RRT 6.95 5.97 2.65

1 Bi-RRT 6.90 5.96 2.50
GBI-RRT 4.55 5.24 0.45

RRT 31.25 18.14 7.55

2 Bi-RRT 29.90 17.31 7.20
GBI-RRT 26.15 16.42 4.75

RRT 17.95 11.29 4.85

3 Bi-RRT 17.70 11.05 4.70
GBI-RRT 14.55 8.70 2.50

5.4. Robot Navigation Process

Figure 15 depicts the autonomous navigation process of the robot, which is conducted
within a known map constructed by SLAM. Connect to the computer through the ssh
command to control the robot, run the navigation command and select the map path, and
then start the visualization tool Rviz.

ELES

4
B
| e

Figure 15. Initial position and pose of navigation robot.

As shown in Figure 15, the lower left corner depicts the pose of the robot in the real
environment. The red circle located on the top menu bar is the 2D Pose Estimate that
is utilized to determine the robot’s initial pose, with the red circle marked on the map
representing the determined initial pose. The shaded square surrounding the robot denotes
the local cost map, which represents the area for local path planning. By selecting the
navigation endpoint in the upper right corner of the map, the robot can execute autonomous
navigation operations.

Figure 16 is the robot’s initial pose and planning information during the movement
process. The yellow line segment situated in front of the robot represents the local path plan-
ning Dynamic Window Approach (DWA) algorithm [34]. Whenever the robot approaches
an obstacle, the DWA algorithm executes obstacle avoidance processing by selecting a
safe path around the obstacle. Meanwhile, the long red line segment indicates the path
planned by the global path planning GBI-RRT. Finally, in Figure 17, the robot arrives at its
destination, concluding the navigation.
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(a) Initial planning information. (b) Motion process planning information.

Figure 16. Mobile Robot Status Information.
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Figure 17. End point posture.

6. Conclusions

This study proposes an enhanced LRBPF-SLAM and GBI-RRT path planning algorithm
to improve the navigation of autonomous mobile robots in indoor environments. LRBPF-
SLAM overcomes the limitations of traditional distribution functions by utilizing Lidar
data, resulting in more accurate pose estimation of the robot. GBI-RRT incorporates target
bias sampling to efficiently guide nodes towards the goal, reducing ineffective searches.
The path reorganization strategy further improves navigation efficiency by eliminating
low-quality nodes and improving path curvature. The proposed method is evaluated
in simulations and field experiments, and the results demonstrate superior performance
compared to existing algorithms. Future research could focus on applying the currently
proposed methods to more complex environments to better address the challenges of the
real world. Researchers can also consider how to improve model speed and accuracy more
effectively, and apply these algorithms to other fields.
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