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Abstract: Most approaches to action recognition based on pseudo-images involve encoding skeletal
data into RGB-like image representations. This approach cannot fully exploit the kinematic features
and structural information of human poses, and convolutional neural network (CNN) models that
process pseudo-images lack a global field of view and cannot completely extract action features from
pseudo-images. In this paper, we propose a novel pose-based action representation method called
Optical Flow Pose Image (OFPI) in order to fully capitalize on the spatial and temporal information
of skeletal data. Specifically, in the proposed method, an advanced pose estimator collects skeletal
data before locating the target person and then extracts skeletal data utilizing a human tracking
algorithm. The OFPI representation is obtained by aggregating these skeletal data over time. To
test the superiority of OFPI and investigate the significance of the model having a global field of
view, we trained a simple CNN model and a transformer-based model, respectively. Both models
achieved superior outcomes. Because of the global field of view, especially in the transformer-based
model, the OFPI-based representation achieved 98.3% and 94.2% accuracy on the KTH and JHMDB
datasets, respectively. Compared with other advanced pose representation methods and multi-stream
methods, OFPI achieved state-of-the-art performance on the JHMDB dataset, indicating the utility
and potential of this algorithm for skeleton-based action recognition research.

Keywords: action recognition; optical flow pose image; skeletal data; transformer

MSC: 68T07

1. Introduction

Action recognition is a significant area of research in computer vision with numerous
applications, including human–computer interaction, video surveillance, motion analysis,
abnormal behavior detection, etc. Recently, the skeleton-based human action recognition
approach has gained prominence over the traditional RGB video-based action recognition
methods [1–4]. This has led to considerable advancements in many applications over
the past few years, brought on by the benefits of light intensity robustness, background
adaptability, and low computational cost. Skeletal data consist of 2D or 3D coordinates of
multiple spatiotemporal skeletal joints, which can be captured by depth cameras, including
Kinect [5], or estimated directly from 2D images by advanced pose estimation methods,
such as OpenPose [6], AlphaPose [7], HRNet [8], and others. Current methods for process-
ing skeletal data employ convolutional neural networks (CNNs), recurrent neural networks
(RNNs), and graph neural networks (GNNs) as the most prevalent models. The joint coor-
dinates of the human body are typically represented as pseudo-images, vector sequences,
and graphs. While CNN-based networks have powerful feature extraction capabilities,
CNNs are particularly adept at handling Euclidean structure data lacking the properties
of natural skeletal connectivity. Consequently, such methods generally process human
skeletal data as pseudo-images [9–11]. RNNs can discover dependencies in sequential
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data and have advantages for dynamic modeling. Nonetheless, RNNs are incapable of
directly processing skeletal data commonly represented as vector sequences [12,13]. GCN
can handle skeletal data directly, and yet it requires complex pose estimation algorithms
and invariably requires a significant amount of computing resources to capture features
between joints [14–19].

RGB video-based action recognition methods [1–4] usually require a large amount of
memory to store video data and require complex models to extract action features from
video data, which greatly reduces the models’ training efficiency and performance. With
easy access to skeletal data, pseudo-image-based action recognition significantly reduces
the memory consumption of input data. However, since most traditional pseudo-image-
based action recognition methods [11,20] simply encode the skeletal data into an encoded
RGB-like image representation, where the temporal dynamics of frame sequences are
encoded as changes in rows and the spatial structure of each frame is encoded as changes
in columns, such pseudo-image representations cannot fully utilize the kinematic features
and structural information of human postures. Meanwhile, such methods usually feed the
encoded pseudo-images into different types of CNN model for feature extraction. One of
the most significant CNN drawbacks in recent years has been the lack of a global field of
view because of which the models are unable to fully extract the features of pseudo-images,
thus leading to bottlenecks in pseudo-image-based action recognition methods with low
accuracy and relatively little room for improvement. In this study, we propose a solution
to improve the accuracy of pseudo-image-based action recognition methods that makes
full use of the skeletal data features and enables the model to extract more pseudo-image
features while reducing memory consumption.

In order to further exploit the kinematic features and structural information of human
poses, OFPI, a novel pose-based action representation method, was proposed in this
paper. Our method comprised two stages of OFPI representation and action recognition
(Figure 1). Stage 1 was the OFPI representation, where we (A) ran a state-of-the-art human
pose estimator in each video frame to obtain information about the human joints in each
frame. Then (B), in the cases with multiple individuals in samples of single-person action
recognition data, we applied a pose-based human tracking algorithm to locate the target
individual and extract their skeleton data. Finally (C), skeletal data from all acquired
frames were temporally aggregated for each joint. To obtain an OFPI representation of the
whole video, all joints were aggregated based on the natural structure of the human body.
Stage 2 was action recognition. Given the above OFPI representation, we first (D) trained
a shallow CNN architecture with six convolutional layers and a fully connected layer for
the purpose of feature extraction and (E) fed the extracted features back into a classifier for
the purpose of action classification. This two-stage architecture was trained from scratch
and outperformed PoTion [21]. In order to address the issue of the CNN’s insufficient
sensor field, we attempted to achieve a larger sensor field by using the transformer [22]
as the basic structure of the model to perform the feature extraction. Compared with the
CNN model, the action recognition accuracy was significantly improved. Furthermore,
similar to the compact OFPI representation input and the parallelization advantage of the
transformer, the training time was extremely fast, e.g., less than 4 h on a single GPU for
the JHMDB, whereas the standard multi-stream approaches require 10 h of training time
or even more, and some require multiple GPUs in order to train together [3,4]. The OFPI
representation further extracted the spatiotemporal features from the skeleton data, and
our method achieved state-of-the-art performance on the 6-class action classification in the
KTH dataset and the 21-class action classification in the JHMDB dataset.

The following are the main contributions of this paper:

1. We propose the OFPI method for pose-based action representation;
2. We extensively studied OFPI representation and CNN architectures for action classifi-

cation and attempted to apply the transformer to the field of action recognition with
superior performance.
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Overview of our action recognition method:
Stage 1. OFPI representation

(A) Joint coordinate extraction;
(B) Target-person selection (multiple-person situation);
(C) OFPI generation.

Stage 2. Action recognition

(D) Feature extraction;
(E) Action classification.

2. Related Works

The key to human action recognition based on pseudo-images lies in the pseudo-image
design. To distinguish mutually occluding body parts, Schwarz et al. [23] used motion
information obtained from the optical flow between subsequent intensity images. Ren
et al. [24] proposed a skeleton-based optical flow-guided features method by encoding dif-
ferent geometric relational features into static color texture images. In particular, temporal
variations in different features are converted to color variations in their corresponding im-
ages. A multi-stream CNN model is then employed to extract the discriminative patterns in
the converted images for further classification. Lee et al. [25] proposed a method to extract
optical flow information from the skeleton data in order to solve the problem of body-part
motion changes in human action recognition. They designed and trained different KNN
models and deep convolutional neural networks on the obtained images (D-CNN) and
classified them. Choutas et al. [21] recently proposed PoTion, which encodes temporal
information in the heat map of human joints with colors and uses this stacked colored
joint heat map as the CNN model input for classifying actions. For optimal performance
in method application, they combined this approach with other multi-stream methods.
However, most of these techniques are too complex to meet the real-time requirements of
autonomous systems. To address this issue, Dennis et al. [20] proposed a more streamlined
process in which noisy human poses are encoded into an image-like data structure (EHPI)
for a predetermined amount of time. The data are then fed into a simple CNN model for
action recognition that encodes the skeletal data of human poses as RGB-like images and
does not fully exploit the spatial and temporal characteristics of human poses. In addition,
these methods employ CNN network architectures that lack a global perspective and are
incapable of fully extracting pseudo-image features.

Compared with the traditional pseudo-image-based methods, the pseudo-images
we designed did not simply stitch the coordinates of human joints. First, they connected
the joints of the same body part in different frames in chronological order to constitute
the motion trajectory of each joint point and then aggregated these joint point trajectories
together according to the natural structure of the human body. The advantage of such a
construction is that it makes full use of the structural features of human skeletal data, and
it can intuitively observe the changes in the trend of human joint points over time.
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3. OFPI Representation

In the following sections, we describe the novel pose-based action representation, OFPI.
Its main steps are shown in Figure 2. In Section 3.1, we explain how to acquire human
joint coordinates for each frame. In Section 3.2, we describe the steps for locating the
target individual when there are multiple individuals in a single sample. In Section 3.3, we
demonstrate how the acquired skeletal data are transformed into the OFPI representation.

Mathematics 2023, 11, x FOR PEER REVIEW 4 of 22 
 

 

together according to the natural structure of the human body. The advantage of such a 
construction is that it makes full use of the structural features of human skeletal data, and 
it can intuitively observe the changes in the trend of human joint points over time. 

3. OFPI Representation 
In the following sections, we describe the novel pose-based action representation, 

OFPI. Its main steps are shown in Figure 2. In Section 3.1, we explain how to acquire human 
joint coordinates for each frame. In Section 3.2, we describe the steps for locating the target 
individual when there are multiple individuals in a single sample. In Section 3.3, we demon-
strate how the acquired skeletal data are transformed into the OFPI representation. 

 
Figure 2. The overall pipeline of OFPI representation. 

3.1. Joint Coordinate Extraction 
Most advanced pose estimation algorithms produce a human joint heat map or joint 

point coordinates along with a confidence level as output. Our representation of the OFPI 
was based on its joint coordinates. OpenPose is a multiple-person pose estimation algo-
rithm that does not increase its running time with the number of people in the video and 
is robust enough for occlusion and truncation. The algorithm detects joints and connects 
them by computing part affinity fields (PAF) in order to associate various candidate joints 
with instances of human pose. In this work, only the joint point detection portion of the 
algorithm was utilized, where S  represents a set of two-dimensional confidence maps of 
predicted body-part locations. The set 1 2 JS (S S S ), , ,=   has J  confidence maps, one 

per part where j
w hS R
×∈ ( w h× ) represents the size of the confidence map, and 

{ }j 1 J∈ 
. In order to calculate the loss function in Equation (1) during joint point detec-

tion, more accurate joint point coordinates were regressed. An individual ground-truth 
confidence map *

j,kS  for each body part j  of each person k  needed to be generated 
from the annotated 2D key points with Equation (2). Each confidence map was a 2D rep-
resentation of the belief that a particular body part could be located in any given pixel. 
For a body part, when there were multiple ground-truth confidence maps, each confi-
dence map was aggregated by the maximum operator using Equation (3). In order to en-
sure the accuracy of each peak, the one with the largest value was selected as the final true 
confidence map *

jS . 

( ) ( ) ( )
J 2*

S j j 2j 1 p
f W p S p S p

=
= ⋅ −∑∑

 
(1) 

In Equation (1), W  represents the binary mask with W(p) 0=  when the annota-
tion is missing at pixel p , which is not counted if a key point annotation is missing. This 

Figure 2. The overall pipeline of OFPI representation.

3.1. Joint Coordinate Extraction

Most advanced pose estimation algorithms produce a human joint heat map or joint
point coordinates along with a confidence level as output. Our representation of the
OFPI was based on its joint coordinates. OpenPose is a multiple-person pose estimation
algorithm that does not increase its running time with the number of people in the video and
is robust enough for occlusion and truncation. The algorithm detects joints and connects
them by computing part affinity fields (PAF) in order to associate various candidate joints
with instances of human pose. In this work, only the joint point detection portion of the
algorithm was utilized, where S represents a set of two-dimensional confidence maps of
predicted body-part locations. The set S = (S1, S2, · · · , SJ) has J confidence maps, one per
part where Sj ∈ Rw×h (w× h) represents the size of the confidence map, and j ∈ {1 · · · J}.
In order to calculate the loss function in Equation (1) during joint point detection, more
accurate joint point coordinates were regressed. An individual ground-truth confidence
map S∗j,k for each body part j of each person k needed to be generated from the annotated
2D key points with Equation (2). Each confidence map was a 2D representation of the belief
that a particular body part could be located in any given pixel. For a body part, when there
were multiple ground-truth confidence maps, each confidence map was aggregated by the
maximum operator using Equation (3). In order to ensure the accuracy of each peak, the
one with the largest value was selected as the final true confidence map S∗j .

fS =
J

∑
j=1

∑
p

W(p) · ‖Sj(p)− S∗j (p)‖
2
2

(1)

In Equation (1), W represents the binary mask with W(p) = 0 when the annotation is
missing at pixel p, which is not counted if a key point annotation is missing. This mask is
used to avoid penalizing the true positive prediction during training. In Equation (2)

S∗j,k(p) = exp

(
−
‖p− xj,k‖2

2
σ2

)
(2)

S∗j (p) = max
k

S∗j,k(p) (3)

xj,k ∈ R2 indicates the real position of the person k’s body part j in the picture; p ∈ R2

indicates pixel point; σ controls the spread of the peak.
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OpenPose was operated on each video frame to obtain the joint point information
for all frames in each sample. We studied the action recognition of a single person, and
while there may have been multiple persons in a data sample for a single person, there
was only one target person. During the application process, we discovered that OpenPose
was disadvantaged when processing videos with multiple people, specifically for the JSON
file generated to store the skeleton point coordinates. As the storage position of the same
person in the file generally differed between frames, it was more challenging to extract the
skeletal point data.

3.2. Target Person Selection

To address the aforementioned issues, we developed a pose-based target tracking algo-
rithm capable of accurately locating the same target person in each video frame containing
multiple persons. Usually, in adjacent frames, the displacement deviation and joint changes
of the same character are the smallest. Therefore, the main research idea for this algorithm
was to calculate the deviation between each character and the corresponding coordinates
of the target character between adjacent frames. The smaller the deviation, the greater
the possibility of becoming the target character. At the same time, for each joint point
coordinates of the human body, we first adopted the form of the sum of the coordinates
and then calculated the deviation. On the one hand, this form was more intuitive, and the
calculation was simple and easy to understand. More importantly, through the actual effect
of the application in the dataset we used, we could accurately locate the target person in
each frame. Before performing the target tracking algorithm, we needed to determine the
target person in the first frame to facilitate subsequent related calculations. Since there
were few multi-person samples in the data set we selected, we could manually select the
target person in the first frame and record their joint point coordinates. Following this is
the general flow of the algorithm, taking the target person in frame 2 as an example.

The first step was to calculate the coordinate sum of the target person. Specifically,
the sum of x and y coordinates of each joint point of the target person was determined
using Equation (4). For 15 joint points, after calculation, there were 15 sums of coordinates
(Sum0

target, Sum2
target, · · · , Sum14

target).

Sumi
target = xi + yi (4)

Here, i represents the ith joint point (i ∈ {0 · · · 14}), and x, y represent the coordinate
values of the ith joint.

The second step was to calculate the coordinate sum of each person in frame 2. Specif-
ically, the sum of the x and y coordinates of each joint point of each person in frame 2
was found using Equation (5). For n individuals in the second frame, it was necessary to
compute the sum of the coordinates of each of the n people (Sumi

21
, Sumi

22
, · · · , Sumi

2n
).

It was necessary to compute the sum of the coordinates of each node for each individual
(Sumi

21
= Sum0

21
, · · · , Sum14

21
; · · · ; Sumi

2n
= Sum0

2n
, · · · , Sum14

2n
).

Sumi
2n

= xi
2n
+ yi

2n
(5)

Here, 2n represents the nth person in the 2nd frame; i represents the ith joint point;
and x, y represent the coordinate values of the ith joint.

The third step was to calculate the deviation between each person and the target
person. Specifically, the coordinates of the target person and each person from frame 2 were
differentially calculated for each human joint. The absolute values were then extracted
with Equation (6)

{
joint0 : (Abs0

21
, · · ·Abs0

2n
); · · · ; joint14 : (Abs14

21
, · · ·Abs14

2n)
}

.

Absi
2n =

∣∣∣Sumi
target − Sumi

2n

∣∣∣ (6)
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The fourth step was to record the number of persons corresponding to the minimum
deviation of each joint. Specifically, every individual in frame 2 was assigned a num-
ber, including n numbers for n individuals. For each human joint point, the joint point
with the smallest deviation Absi

2n was selected, and its corresponding individual number
was recorded. Presuming that a human skeleton has 15 joint points, 15 numbers would
be recorded.

The fifth step was to select the human body number with the most occurrences.
Specifically, the recorded individual numbers were tallied. The person with the highest
number of occurrences had the highest similarity to the human skeleton of the target
person and was selected as the target person for the current frame. Additionally, depending
on the reselected target person, the preceding steps were repeated to locate the target in
each frame.

The above comprises the complete content of the pose-based human tracking algorithm
we designed. The conventional method differs from our method in that it directly sums
all the coordinates of each skeleton and computes the difference between them. Moreover,
the individual with the smallest skeletal difference is selected as the target for the next
image. Although the conventional method appears simplistic, it requires an extremely
high level of completeness of the skeletal data and neglects the fact that the skeletal data
obtained by the pose estimator typically contain issues such as missing joints or estimation
biases. In this case, the final summation of skeletal data for two distinct individuals may be
approximately the same, negatively impacting the selection of the final target individual.
To overcome these limitations of the conventional method, rather than summing the
coordinates of all joints in an individual as a whole, the human tracking algorithm we
devised above used each human joint point as a unit to calculate the deviation between
each person and the target person at each joint point. The advantage of this design is that it
can eliminate the influence of other human body joint points on the currently calculated
joint point deviation and reduce the impact of pose estimation error on the experimental
results. Our experimental results indicated that this method could accurately localize the
intended person.

3.3. OFPI Generation

Generation of OFPI representation. Because of the pose estimator error or human
occlusion, it was inevitable that the skeletal point coordinates would appear at (0,0) after
obtaining the target person skeletal data. On the one hand, because our OFPI representation
was generated for each human joint, it was necessary to connect the same joint point in
different frames in order to obtain the motion trajectory of that joint point. If (0,0) appeared
in the middle, this would cause the motion trajectory of that joint point to deviate and
would also obscure the motion trajectory of other joints, thereby affecting the overall OFPI
representation. On the other hand, given the relatively small displacement of the same
joint between two adjacent frames, even deleting a few frames would not affect the entire
joint motion trajectory. Therefore, before constructing the OFPI representation, the (0, 0)
coordinates were eliminated, thereby mitigating any negative effects on the experimental
results. The final step in constructing the OFPI representation consisted of aggregating
these skeletal point coordinates over time. There were two main steps in the generation
of OFPI (Figure 3). For ease of understanding, we visualized the obtained skeletal data
in Figure 3A. For each skeleton sequence, we focused on each skeletal point trajectory.
The first step was to combine the joint points of a single component. The joints at the
same position on the human body in different frames were aggregated based on the time
sequence. Specifically, joint points at the same position in different frames were connected
so that the trajectory of joint points changing over time could be described more accurately
and intuitively (Figure 3B). We select 15 skeletal points on the human body, generating
15 motion trajectories. The second step was to aggregate the joint points of the various
components. According to the natural structure of human joints, we combined the motion
trajectories of 15 joints into one image. That is, the motion trajectories of the head joint
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points were placed at the position of the head in the human body structure, and the motion
trajectories of other joint points were placed in their corresponding human body part to
obtain a global understanding of the motion of each joint in the human body. Finally, the
final OFPI representation was generated.
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points changing over time.

Features and advantages of OFPI representation. The OFPI representations of four
different action categories are listed in Figure 4. We used different colors to represent and
describe the motion of each joint in order to more intuitively distinguish the motion trajec-
tories of different joints. Observing Figure 4, we found that the different motion categories
were clearly distinguished by the OFPI encoding, which further illustrates the feasibility
and effectiveness of encoding skeletal points into OFPI for motion recognition. We also
discovered through observation that the motion trajectories of different joints varied. Active
joints had more complex motion trajectories and a greater range of motion than inactive
joints, with a limited range of motion. In addition, the motion trajectories of the active joints
varied from one action to the next, resulting in a wide range of OFPI representations. This
result is a significant contribution to the improvement of action recognition accuracy. When
viewed as a whole, the OFPI representation illustrates the trend of various joint points over
time, thereby reflecting temporal characteristics. Additionally, the shift in human posture
could be observed, reflecting the spatial characteristics. Our method combined temporal
and spatial characteristics of skeletal data into a single map, exploiting the kinematic
characteristics and structural information of human poses. During the process of OFPI
drawing, we discovered that if a few coordinate points were missing in the middle when
the same coordinates in different frames were connected, it had little effect on the overall
OFPI representation and action recognition accuracy. Consequently, the requirements of
the pose estimation algorithm were reduced. Compared with conventional video-based
action recognition, our method transformed the action information of a video sample into a
single image based on the human pose trend, drastically reducing memory usage.
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3.4. Example

The example shown here illustrates the principal part of OFPI representation. In
order to understand the entire process of our action recognition method more intuitively
and clearly, we took a clapping sample in the KTH dataset for a detailed introduction.
Figure 5A shows the input video data of the clapping action. In Figure 5B, the video
data were processed by the pose estimation algorithm to obtain the skeleton data of the
human body, and in Figure 5C, the acquired skeleton data were encoded to generate OFPI
representation. Figure 5D shows the generated OFPI representation sent to the feature
extraction model for feature extraction to perform the next classification according to the
extracted features using the CNN model and the transformer model. In Figure 5E, the
extracted action features were sent to the classifier for action classification. Different actions
usually have different features, so the classifier distinguished different action categories
according to these features to finally output the correct action category.
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4. Models

This section describes the network models used to categorize OFPI representations.
Section 4.1 presents the CNN-based model for action recognition. Section 4.2 introduces
the transformer-based action recognition model.

4.1. CNN on OFPI Representation
4.1.1. Model Structure

Since OFPI representation has significantly less texture than standard images, the
network architecture does not need to be deep and does not require any pretraining. We
proposed a structure consisting of six convolutional layers and one fully connected layer.
An OFPI representation with all joints stacked was the input of the network. As depicted
in Figure 6, our architecture consisted of three blocks with two convolutional layers in
each block for feature extraction of input data, where the kernel size of all convolutions
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was three and the convolution step size was one. When the spatial resolution decreased,
the number of channels simultaneously doubled, beginning with 64 channels in the first
block. After each convolutional layer, batch normalization and ReLU nonlinear activation
were performed. After three convolutional blocks, we performed a spreading operation
on the extracted feature maps and then classified actions using a fully connected layer
with Softmax. In our experiments (Section 5), we examined a number of variants of this
architecture with different numbers of blocks, channels, and convolutional layers. Finally,
we compared our experimental results to those of PoTion to demonstrate the superiority of
the OFPI.
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4.1.2. Shortcomings of the CNN Model

As a consequence of its translation invariance and localization capabilities, CNN has a
natural advantage in resolving image problems and has achieved success. However, one
of the most significant shortcomings of CNN is the lack of global vision, which makes the
CNN model unable to fully extract all features of OFPI representation, thus affecting the
accuracy of action recognition. For action recognition based on pseudo-images, extracting
and encoding features from multiple consecutive frames of an action video sample into
pseudo-images is necessary before performing action recognition. There is typically useful
information between non-adjacent frames, making the global field of view crucial. CNN’s
perceptual field is constrained by the size of the convolutional kernel and the use of pseudo-
images for feature extraction. It may only capture the characteristics of the two or three
adjacent frames but not the relationship with more distant frames, making it impossible to
fully extract the action information from the pseudo-images. Consequently, the accuracy
of action recognition may be compromised. The only way to obtain a larger perceptual
field with CNN models is to continuously stack convolutional layers. Nevertheless, this ap-
proach usually increases model complexity, reduces the operation rate, generates additional
issues, and is not particularly accurate. The self-attention mechanism of a transformer
relates to global information modeling, so its perceptual range encompasses the entire
picture. In order to address the issue of CNN’s limited global field of view and to fully
extract the features represented by OFPI, we sought to improve the performance of action
recognition by employing the transformer model instead of the CNN module.

4.2. Transformer on OFPI Representation
4.2.1. Model Structure

The transformer model-based basic architecture consisted of three parts, shown in
Figure 7A: the input-side adaptation, the feature extraction module for feature extraction,
and the fully connected layer with Softmax to classify actions.
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Input-side adaptation. The first step entailed configuring the input data. An image
data illustrative of an OFPI representation of all stacked joints served as the network’s input.
The feature extraction module cannot directly process the image data, and thereby, it was
necessary to slice and rearrange the original two-dimensional image data ximage ∈ RH×W×C

into a series of two-dimensional patches xpatch ∈ RN×(P2·C) , where N is the number of
generated patches (Equation (7)). Then, the size of each patch was converted to the size of
the input vector of the feature extraction module by the vector E. The feature extraction
module uses constant latent vector size D through all of its layers. Since the model used
only the encoder module in the transformer, which had only an encoding process and
no ability to integrate the encoded information into the output, the information could
not be integrated into the output (i.e., decoding). A learnable vector class xclass was
added to integrate the information so that classification could be performed. The position
information was lost after the image was cut and rearranged, so a learnable vector Epos
was added as the position encoding, and the position encoding vector and the patches
vector were added directly to form the feature extraction module’s input (Equation (8)).

N = HW/P2 (7)

z0 =
[
xclass; x1

patchE; x2
patchE; · · · ; xN

patchE
]
+ Epos

E ∈ R(P2·C)×D; Epos ∈ R(N+1)×D; xpatch = (x1
patch, x2

patch, · · · , xN
patch)

(8)

In the equation above, (H, W) represents the original image’s resolution, (P, P) denotes
the resolution of each patch, and C is the number of channels.

Feature extraction module. The input data were configured and fed into the feature
extraction module to extract features. As depicted in Figure 7B, the feature extraction
module was composed of layers of alternating multiheaded self-attentive mechanism (MSA)
and MLP blocks, as shown in Equations (9) and (10). Layernorm (LN) was applied after
each module, and the residual connection was applied after each module to improve the
model’s training speed and accuracy, prevent overfitting, and make the model more robust.
When MSA was implemented, h self-attentive modules were applied to the input sequence
X (X ∈ RN×D). Instead of performing a single attention function with D-dimensional
keys, values, and queries, we found it beneficial to linearly project the queries, keys, and
values h times with different, learned linear projections to dq, dk, and dv dimensions,
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respectively, where dq, dk, and dv are the dimensions of the queries, keys, and values
vectors in each sub-header. The output of the multiheaded attention module was obtained
by linear variation after the concatenation of the outputs from the various heads with
Equation (11). The size was also N×D, and multiheaded attention enabled the model
to simultaneously concentrate on information from distinct representation subspaces at
distinct locations. Thus, this provided multiple opportunities for focus, thereby enhancing
the model’s performance.

z′l = LN(MSA(zl−1)) + zl−1 , l = 1 · · ·L (9)

zl = LN
(
MLP

(
z′l
))

+ z′l , l = 1 · · ·L (10)

MSA(X) = Concat(head1, · · · , headh)W
O (11)

headi = Attention
(

XWQ
i , XWK

i , XWV
i

)
(12)

In Equations (9)–(12), the projections of each head were parameter matrices
WQ

i ∈ RD×dq , WK
i ∈ RD×dk , WV

i ∈ RD×dv , and dq = dk = dv = D/h. Because of the
reduced dimension of each head, the total computational cost was similar to that of single-
head attention with full dimensionality. Finally, the output of all heads was integrated
through the parameter matrix WO ∈ Rhdv×D to obtain the output of the final multihead
self-attention mechanism.

Fully connected layer module. After extracting the features represented by OFPI
through the feature extraction module, the final fully connected layer module with Softmax
classified the extracted features according to the actions. Additionally, the number of
output categories of the model corresponding to the input dataset was considered. For
example, in the JHMDB dataset with 21 categories of actions, all 21 probability values were
predicted for different actions by the fully connected layer with Softmax, and the action
class with the highest probability value was determined as the final predicted action, as
shown in Figure 1, stage 2.

4.2.2. Global View

The transformer model has a global perspective because of its self-attentive mechanism.
The attention mechanism comprised three concepts: query, key, and value, with key and
value occurring in pairs. However, for the self-attentive mechanism, query, key, and value
all originated from the same input sequence X. In practice, we computed the attention
function on a set of queries simultaneously and packed them into the matrix Q, K, V by
linear transformation as the input of the self-attention mechanism (Equation (13)). To
calculate similarity, the dot product of each query and each key was calculated separately.
Then, it was divided by the scaling factor

√
dk to eliminate the effect of the dot product’s

variance. Finally, the weight of the value was determined by applying the function Softmax.
The output matrix was determined using Equation (14). According to the preceding
equation, the computation was matrix-based and can be parallelized to increase operation
speed. The dot product of each query with all keys was calculated separately in the self-
attentive mechanism until all queries were calculated, and this enabled the transformer to
perform global information modeling. Consequently, it had a global perspective and could
extract OFPI-representative features more effectively.

Q = XWQ , K = XWK , V = XWV (13)

Attention(Q, K, V) = softmax
(

QKT
√

dk

)
V (14)
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4.2.3. Model Setting

In the application process based on the transformer model, we employed a migration
learning strategy with the ViT model [26] that was pretrained on the ImageNet large dataset.
First, the original model’s pretraining parameters for the feature extraction module were
frozen. After that, for the subsequent classification, the MLP head module was removed
and replaced with a fully connected layer corresponding to the action category of our
dataset. Finally, the model was trained using the JHMDB dataset. We concentrated on
tuning the hyperparameters and altering only the batch size, learning rate, and number
of epochs to determine how to train the network quickly and reliably. Initial training was
conducted with an initial learning rate of 0.001 and a standard momentum of 0.90 and
100 epochs, using L2 regularization with a decay weight of 5× 10−5 to offset overfitting
and stochastic gradient descent (SGD) for optimization. The best experimental results were
obtained for the JHMDB dataset when the learning rate was set to 0.005, and the epoch was
set to 800. In the case of the JHMDB dataset, with OFPI as the input, training the transformer
model on a single GPU took less than 4 h. In other words, the video classification training
could be performed in a few hours on a single GPU. This result contrasts to most state-of-
the-art approaches, which typically take hours or even days on multiple GPUs [4]. Taking
JHMDB dataset training as an example, a chained multi-stream network [3] spent over
10 h on a single GPU to train its model and obtained model recognition accuracy of 76.1%,
compared with our method, which, in addition to a much shorter training time, achieved a
much higher model recognition accuracy of 93.8%. Meanwhile, PoTion [21] combined with
I3D [4] achieved a training accuracy of only 85.5% on multiple GPUs, which is significantly
lower than the recognition accuracy achieved by our method trained solely on a single GPU.

In this paper, the training and performance testing of all our models were carried
out on a small server with NVIDIA RTX 3090 GPUs, and only a single GPU was used
throughout the experiment. The construction and training of the entire model were carried
out under the PYTORCH framework, using PYTORCH version 1.9.0. The PYTHON version
used was 3.8 while running Ubuntu20.04 with CUDA11.2 and CUDNN8.0.5.

5. Experiment

In this section, we provide extensive experimental results for OFPI. In Section 5.1,
we first introduce the dataset and setup, and Section 5.2 then examines the CNN ar-
chitecture’s parameters. The superiority of OFPI is confirmed by analyzing the experi-
mental results in Section 5.3. Finally, in Section 5.4, we compare our approach to other
contemporary techniques.

5.1. Dataset and Setting
5.1.1. Dataset

JHMDB [27] is a dataset for action recognition comprising 960 video sequences corre-
sponding to 21 actions (Figure 8), such as brushing hair, playing golf, or swinging baseball.
It is a subset of the larger HMDB51 dataset comprised of digitized motion pictures and
YouTube videos. It only annotates a portion of the HMDB, with 21 classes containing
only one person’s actions, and removes some samples in which the person’s identity is
visible. Each class contains 36–55 samples, and each sample contains 14–40 frames. See the
Supplementary Material for how to obtain the dataset.
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Figure 8. JHMDB dataset with a total of 21 types of actions.

The KTH dataset encompasses six types of actions performed by 25 persons across
four distinct settings, including clapping, waving, boxing, jogging, running, and walking.
The video samples in this database feature changes in scale, clothing, and lighting. How-
ever, their backgrounds are relatively uniform, and the cameras are stationary. See the
Supplementary Material for how to obtain the dataset. This dataset is relatively simple
and was used as an experimental dataset for pseudo-image design and model training in
this paper. We first employed this KTH dataset to evaluate the viability of pseudo-image
design and model selection. The framework was then trained on a larger dataset to improve
its efficiency.

5.1.2. Data Enhancement

For the skeletal data obtained from the pose estimation algorithm, it was necessary to
reduce the influence of the pose estimation algorithm’s error on the experimental results
and the impact of incorrect samples on the recognition accuracy of the OFPI representation.
Therefore, we conducted an appropriate data-cleaning process to eliminate a small number
of samples with completely inaccurate pose estimation while retaining the remaining
samples. In addition, to address the unequal distribution of the number of samples for each
action category in the JHMDB dataset, we increased the number of samples for the action
category with the fewest samples. This resolution aimed to achieve a balanced number of
samples, as shown in Figure 9. The treatment consisted of reusing categories with fewer
samples within the same category for action categories with fewer samples. To enhance
recognition, we also performed flip enhancement on the experimental data set, and the
experimental results demonstrated that the flip enhancement had a positive effect.
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5.2. CNN on OFPI

As depicted in Figure 6, we compared various CNN network architectures in which a
network consisted of multiple blocks. To determine the optimal CNN network architecture,
we constructed a variety of CNN network variants with varying numbers of blocks and
channels in convolutional layers. The performance of various architectures is displayed
in Table 1. In the JHMDB dataset, the performance of the architecture with two blocks
was slightly inferior to the architecture with three blocks, as shown in Table 1. This was
possibly due to the small number of convolutional layers that could not adequately extract
features. Accuracy was lowest with four blocks, and the performance decreased due to
overfitting. The architecture with three blocks, each with two convolutions and three blocks
with 64,128,256 convolutional layers, achieved the highest accuracy of 68.9%, followed
by an accuracy of 79.2% after the data were flipped and enhanced. This architecture was
consequently chosen as the final CNN recognition model. To demonstrate the superiority
of the OFPI representation, we compared it with the advanced pose-based action represen-
tation technique PoTion. The experimental results indicated that OFPI was generally more
accurate than PoTion.

Table 1. Comparison of the recognition accuracy with PoTion under different convolutional layer
models.

Architecture
PoTion [21]

Our Method
(JHMDB)

Our Method
(Enhanced JHMDB)Channels Conv

128, 256 2 58.9 60.2 68.1
256, 512 2 57.3 63.6 69.8

64, 128, 256 2 59.5 68.9 79.2
128, 256, 512 2 58.5 68.4 74.2

256, 512, 1024 2 56.0 62.6 71.3
128, 256, 512, 1024 2 36.3 54.9 65.7

5.3. Ablation Experiments
5.3.1. Comparison of OFPI Results in CNN and Transformer Models

Observing Table 2 results for the JHMDB dataset, we discovered that for both the
original JHMDB dataset and the flip-enhanced dataset, the accuracy after transformer
model training was typically higher than after the CNN model training. After CNN model
training, the highest accuracy of OFPI was only 68.9%, which is significantly lower than the
result of 78.2% obtained after the transformer model training. Moreover, there was some
room for additional improvement after accuracy improvement by flipping. Furthermore,
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the maximum improvement was only 10%, considerably less than the transformer model’s
16%. The experimental findings indicated that the transformer-based action recognition
model could extract OFPI features more effectively. Consequently, it validated the viability
of the transformer for pseudo-image-based action recognition tasks. Additionally, it should
be noted that the experimental results presented in the subsequent sections were all based
on the transformer model training.

Table 2. Comparison of CNN and transformer model results.

Model JHMDB Enhanced JHMDB

CNN 68.9 79.2
Transformer 78.2 94.2

5.3.2. Effect of the Different Number of Skeletal Points on Experimental Results

Our methodology was based on the recognition of skeletal points in action. First, we
investigated the impact of the number of skeletal points on the experimental outcomes,
analyzed the skeletal points, and selected several representative numbers of skeletal points
for the subsequent experiments (Figure 10). The comparison revealed that when the number
of skeletal points n = 15, the recognition accuracy of the encoded OFPI representation was
relatively high (Figure 11). Consequently, n = 15 skeletal points were selected for encoding.
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5.3.3. Effect of Flip Enhancement on the Accuracy of OFPI

To determine the impact of flip enhancement on experimental outcomes, we compared
training performance with and without flip-data enhancement (as in Table 3). The exper-
imental results demonstrated that this data-enhancement strategy was effective for the
JHMDB dataset, resulting in a 16% increase in the accuracy of JHMDB, but had a negligible
impact on the precision of the KTH dataset. We determined that the flip enhancement had
little effect on the KTH dataset because it had few action categories (simple and standard)
and had already learned the characteristics of different action categories well before the
flip enhancement. However, the JHMDB dataset had relatively more action categories, and
the videos for the same action categories came from the network. Evidently, there were
distinctions between various categories. Even within the same motion category, there were
differences between moving objects, and the model could not fully extract the features
of each motion category using only the existing data samples. Consequently, it needed
to be flipped for data expansion. In all subsequent experiments, we used flipped data
augmentation for the JHMDB dataset.

Table 3. Recognition accuracy with and without flip augmentation during training.

Flip KTH JHMDB

Yes 98.3 ± 0.5 93.8 ± 0.4
No 97.5 ± 0.5 77.4 ± 0.8

5.3.4. Analysis of Experimental Results

Loss value vs. accuracy line graph analysis. Observing the changes in loss values
and accuracy rates on the ViT model for the JHMDB and the KTH datasets, as depicted
in Figure 12, provided a clearer understanding of the model’s training. Moreover, when
epochs were around 800, the loss values and accuracy rates tended to be stable for the
JHMDB dataset. In addition, the line graph provided a more intuitive indication that the
accuracy rate was vastly improved following the data-flip enhancement (Figure 12B). This
again demonstrated the efficacy of the flip enhancement. Observing the KTH dataset before
the data-flipping enhancement in Figure 12C, we found that the accuracy and loss values
of the model stabilized when training at around 200 epochs, and the accuracy rate reached
more than 95%, indicating that the model was well-trained. In Figure 12D, we found that
after the data-flip enhancement, the accuracy and loss value of the model did not change
compared with the previous one, but the model stabilized when the training epochs were
around 800. We concluded that the main reason was that before the data-flip enhancement,
the model could fully extract the features of each action category from the original dataset,
and the extracted features were sufficient to distinguish different action categories. Thus,
the accuracy rate before the data enhancement was very high. At the same time, because of
the flip enhancement, this method mainly enhanced the original features in the original
data set and did not provide too many new features, resulting in only a minor improvement
in the accuracy rate. On the contrary, because of the increase in data samples after data-flip
enhancement, the model needed more epochs to fully extract the features, which increased
the training time.
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Confusion matrix analysis. Applying the confusion matrix (Figure 13), we evaluated
the performance of the model on each category of the two datasets. Simultaneously,
we computed the precision, recall, and specificity of the model corresponding to each
category (Tables 4 and 5). It was observed intuitively which categories were difficult to
differentiate and had lower accuracy. According to Figure 13, the three categories of jump,
golf, and shooting ball had relatively high recognition accuracy in the JHMDB dataset,
while recognition accuracy was lower for the categories of running and walking. In the
KTH dataset, the recognition accuracy of the categories jogging and running was relatively
low. We analyzed the KTH dataset experimental results by observing Figure 13C and
found that the prediction results of the three categories of boxing, clapping, and waving
were essentially correct. This result further illustrated that for vastly different actions,
OFPI could fully reflect the characteristics unique to each action category so that the
model could make predictions more easily. At the same time, observing the experimental
results for walking, jogging, and running in Figure 13C, we found there were individual
sample prediction errors among these three categories because the three types of action
were very similar to each other. However, most samples could make correct predictions.
More importantly, the misprediction of the jogging action category was only predicted
as walking and running, and not as other categories with largely different motions. The
same was true for samples of running and walking mispredictions, further illustrating the
superiority of OFPI representation from the side, reflecting its ability to make full use of
bone data. In Table 4, a comparison of various categories of indicators before and after
the data-flip enhancement reveals that after the enhancement, the accuracy of the running
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category rose from 0.444 to 0.952, and the recall rate was enhanced from 0.400 to 1.000. The
accuracy of the walking category was elevated from 0.462 to 0.870. The recall rate increased
from 0.600 to 1.000, and the corresponding indicators for the other categories were also
somewhat improved.
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5.4. Comparison with Advanced Technologies

In order to achieve 85.5% overall performance on the JHMDB dataset, traditional
pseudo-image-based methods for skeleton-based action recognition typically integrate ac-
tion detection with pose with multi-stream methods, such as PoTion with a multi-streaming
method I3D. There are relatively few pure pose-based action recognition methods, and
for certain real-time-sensitive application scenarios, such as EHPI, pure pose-based ac-
tion recognition can be executed at a faster rate. Therefore, the key to pure pose-based
action recognition is designing pseudo-images that utilize skeletal data more effectively.
We designed a novel pseudo-image while comparing ours to other works that report the
outcomes of pose-based algorithms. As shown in Table 6 below, our method achieved good
results with significantly higher accuracy than pose-based action recognition technologies
such as PoTion [21] and EHPI [20]. Additionally, it outperformed numerous multi-stream
action recognition strategies (Table 7).
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Table 4. Comparison of indicators before and after flipping enhancement of the JHMDB dataset.

Class
Precision Recall Specificity

JHMDB Enhanced
JHMDB JHMDB Enhanced

JHMDB JHMDB Enhanced
JHMDB

brush_hair 1.000 1.000 0.800 0.750 1.000 1.000
catch 0.500 0.857 0.900 0.90 0.954 0.992
clap 0.615 0.950 0.800 0.950 0.974 0.997

climb_stairs 1.000 0.882 0.400 0.750 1.000 0.995
golf 0.833 1.000 1.000 1.000 0.990 1.000

jump 1.000 1.000 1.000 1.000 1.000 1.000
kick_ball 0.667 0.952 0.600 1.000 0.985 0.997

pick 0.857 0.923 0.667 0.632 0.995 0.997
pour 0.889 0.857 0.800 0.900 0.995 0.992

pullup 1.000 0.833 0.800 1.000 1.000 0.990
push 0.571 1.000 0.889 0.895 0.970 1.000
run 0.444 0.952 0.400 1.000 0.974 0.997

shoot_ball 1.000 1.000 0.889 1.000 1.000 1.000
shoot_bow 1.000 1.000 0.800 0.900 1.000 1.000
shoot_gun 0.857 0.895 0.600 0.850 0.995 0.995

sit 0.889 0.889 0.889 0.842 0.995 0.995
stand 0.692 0.783 0.900 0.947 0.980 0.987

swing_baseball 1.000 1.000 0.700 0.900 1.000 1.000
throw 0.778 0.857 0.700 0.900 0.990 0.992
walk 0.462 0.870 0.600 1.000 0.964 0.992
wave 0.727 0.731 0.800 0.950 0.985 0.982

Table 5. Comparison of indicators before and after flipping enhancement of the KTH dataset.

Class
Precision Recall Specificity

KTH Enhanced
KTH KTH Enhanced

KTH KTH Enhanced
KTH

box 1.000 0.952 1.000 1.000 1.000 0.990
clap 1.000 1.000 1.000 0.949 1.000 1.000
jog 0.750 0.944 0.750 0.850 0.950 0.990
run 0.800 0.907 0.800 0.975 0.960 0.980

wake 0.950 0.951 0.950 0.975 0.990 0.990
wave 1.000 1.000 1.000 1.000 1.000 1.000

Table 6. Average classification accuracy of the JHMDB dataset compared to other purely pose-based
algorithms.

Model Accuracy (Pose)

PoTion [21] 57.0
EHPI [20] 60.5

DD-Net [28] 77.2
OFPI 93.8
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Table 7. Average accuracy per category on the JHMDB dataset compared with state-of-the-art
methods.

Model Accuracy (RGB + Pose) Accuracy (Pose)

PA3D + RPAN [29] 86.1 -
I3D + PoTion [21] 85.5 -

I3D [4] 84.1 -
RPAN [29] 83.9 -

Chained (RGB + flow + pose) [3] 76.1 56.8
MR Two-Stream R-CNN [30] 71.1

PA3D [31] 69.5 -
STAR-Net [32] 64.3 -

Action Tubes [33] 62.5
OFPI - 93.8

6. Conclusions

In this paper, we introduced the OFPI method for pose-based action representation.
We first collected skeletal data using a sophisticated pose estimator. Leveraging the human
tracking algorithm, we located the target person and extracted their skeletal data. The
final OFPI representation was obtained by temporally aggregating these skeletal data. We
attempt to apply the transformer to action recognition in order to obtain the global field
of view and complete feature extraction of OFPI. The experimental results demonstrate
that OFPI is capable of fully exploiting the spatiotemporal characteristics of skeletal data.
Moreover, the performance of the transformer-based model is considerably superior to
that of the CNN-based model. This result exemplifies the practicability of the transformer
model for the pseudo-image-based action recognition task. In addition, we validated OFPI
in action recognition using the KTH and JHMDB datasets. In conclusion, our approach
achieves state-of-the-art performance and outperforms other pure pose-based or multi-
stream-based methods.

Supplementary Materials: The following supporting information can be downloaded at the JHMDB
dataset: http://jhmdb.is.tue.mpg.de/dataset, accessed on 1 January 2022; KTH dataset: https:
//www.csc.kth.se/cvap/actions/, accessed on 1 January 2022.
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