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The COVID-19 pandemic highlighted the importance of health and education and
also revealed the need for innovative solutions relative to the challenges confronting these
disciplines. The pandemic led to a greater demand for remote healthcare services and online
education, which has highlighted the potential for technology to transform these fields.
With the increasing availability of big data and advancements in artificial intelligence, there
is an opportunity to develop more efficient and effective approaches to healthcare and
education. The integration of technology in healthcare and education has already shown
promising results. In healthcare, machine learning algorithms have been used to predict the
likelihood of disease progression, identify at-risk patients, and personalize treatment plans.
In education, learning analytics has been used to track student progress and identify areas
where they may need extra support. These technologies can provide valuable insights that
can inform decision making and lead to better outcomes.

Therefore, the proposed Special Issue on the application of artificial intelligence to
healthcare and education is timely and important. The challenges facing these disciplines
require a multidisciplinary approach that combines technological advances with expertise
in statistics, data analysis, and other related fields. By sharing new methods, applications,
and case studies, this Special Issue can contribute to the development of innovative solu-
tions that improve healthcare and education for all. Topics addressed in this Special Issue
include data mining, machine learning, learning analytics, prediction methods, pattern
recognition, decision analysis, probabilistic reasoning, fuzzy systems, student or patient
modelling, adaptive systems, collaborative systems, recommendation systems, experimen-
tal design, and empirical study cases. Specifically, there are twenty rigorously reviewed
papers included in this Special Issue, with eleven specializing in the field of medicine and
health [1–11] and nine specializing in the field of education [12–20]. In total, fifteen papers
(43% of the received) were rejected for publication.

In the area of health, most papers aim at improving the diagnosis of a disease, such as
influenza [3], Alzheimer’s disease [7], and cardiac arrhythmias [11], or of a specific symp-
tom, such as changes in the retinal vasculature [1], mental fatigue [4], gait variability [5]
or vitamin D deficiency [8]. There is one for the personalization of rehabilitation exercises
for stroke patients [6], and there are three theoretical papers [2,9,10] aimed at improving the
representation of models, which can be applied to different and actual medical problems.

Regarding the techniques used, those related to artificial intelligence prevail. Specifi-
cally, the majority make use of different machine learning algorithms [1–4,6,8,11], although
with distinct objectives. For example, some works propose new specific classification mod-
els. In [1], a novel semantic segmentation network is developed to detect retinal vessels
from original images, thus providing accurate support during ophthalmological analysis.
In [4], a combination of electrocardiogram signal feature extraction, principal component
analysis, and random forest classification was used to propose a novel approach to detect
mental fatigue with a 94.5% of accuracy. In [11], a discriminative convolutional sparse cod-
ing framework and a classification strategy based on a linear support vector machine were

Mathematics 2023, 11, 1344. https://doi.org/10.3390/math11061344 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math11061344
https://doi.org/10.3390/math11061344
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0003-2770-8482
https://orcid.org/0000-0002-3449-2539
https://doi.org/10.3390/math11061344
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math11061344?type=check_update&version=1


Mathematics 2023, 11, 1344 2 of 4

combined to diagnose abnormal arrhythmias, exhibiting an accuracy of 99.32%. The study
in [8] compares different supervised learning algorithms to predict the anthropometric
parameter that is most strongly associated with vitamin D deficiency. They conclude that
the Naïve Bayes model showed the best area under the curve in four of six parameters and
the logistic regression model for the other two. In [3], the diagnosis of influenza-like illness
was attained by using a new sentiment classification model based on one-dimensional
convolutional neural networks from Facebook posts and based on the user’s sentiments.
The experimental results obtained an accuracy of 96.6%.

Another approach was proposed by [2] with respect to improving the efficiency of
classification algorithms when there are memory limitations. Then, an improvement in
value-based potentials to better represent approximate information and positive results was
obtained after verifying it on several Bayesian networks representing medical problems.

A different proposal is that of [6] in which fuzzy logic was used to propose a system
capable of recommending rehabilitation exercises for stroke patients depending on the
variation in the patient’s level of progress as the rehabilitation process evolves.

Statistical techniques have also been used, such as from the most basic ones, making
use of descriptive statistics, discriminant analysis, and correlations [5], to more sophisti-
cated ones such as functional data analysis [7] or an optimal experimental design [9,10].
Thus, basic statistical techniques in [5] were used to analyse the data obtained from an
experiment performed with adults with the aim to characterize the gait parameters affected
by mobile-based dual-tasking and the impact of normal cognitive decline due to aging.
In [7], functional data analysis was used to provide insight into the nature of the difference
in movement patterns of Alzheimer’s patients according to their stage of the disease. The
results indicate that the distribution of acceleration differs between each stage of the disease,
mainly due to scale differences. In [9], an analysis of the effect of misspecification in the
probability distribution of the response variable was performed by comparing a normal
distribution with the Poisson or gamma distribution. The results show that assuming a
homoscedastic normal distribution when obtaining optimal designs may led to a great loss
in efficiency depending on the true distribution of the response variable and on the model
function chosen. In [10], new algorithms were developed to calculate D-optimal designs by
describing the electrical behaviour of bioelectrodes, cell membranes, or biological tissues;
as a result, a substantial amount of observations obtained the same results as the classic
design is saved.

It should be noted that the data used for the above studies have been obtained from
public repositories in papers [1,2,11]. The other papers obtain their data from different
types of experimental studies, most of them conducted with individuals [3–8].

In the field of education, work is mainly oriented towards improving teaching [12–14]
or learning [18] and predicting educational performance [15–17,20] or drop-out rates [19].

Within the first group, there are different proposals to improve teaching. Thus, in [12]
an open-source software tool, called OpenMarkov, was used as a pedagogical tool to teach
the main concepts of Bayesian networks and influence diagrams using two models to
represent and deal with uncertainty in artificial intelligence systems, which are difficult to
convey. In [13], a framework based on natural language processing techniques to analyse
college-level subjects’ didactic planning was presented. Such a framework was supported
by an ontology that considers the information from didactic plans approved by an evalua-
tion committee. The statistical analysis of the framework’s evaluation results indicated an
agreement of 92% with the expert and a reduction in the workload of instructors. Natural
language processing techniques are also used in [14], in which a knowledge discovery
model based on machine learning and text mining was proposed for a structured develop-
ment consisting of analogies to teach programming concepts. The input of the proposal
is a didactic teaching strategy with analogies, and it obtained a series of patterns for pos-
sible scenarios that can be used with a greater degree of assertiveness when presenting
an analogy on a CS1 course. The obtained structure was validated by the professors
and the students.
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A different approach is that of [18], in which genetic algorithms were used to automat-
ically form groups in collaborative learning scenarios, considering the students’ personality
traits of the big five model as a criterion for grouping. As a result, a strategy was provided
to assess, in each context, which type of approach (homogeneous, heterogeneous, or mixed)
is the most appropriate for organising groups.

The papers that predict educational performance make use of different techniques, such
as techniques from artificial intelligence and statistics. For example, in [15], the prediction
of high-risk students was performed by a new hybrid deep learning model with respect to
a student’s learning behavior. The model is based on a combination of a gated unit neural
network, a deep neural network, and a neural attention mechanism. The experimental
results show better performances than other prediction models based on deep learning.
In [17], a statistical depth-based supervised classification technique was used to develop a
methodology to allow teachers to define the most appropriate variables in order to measure
the academic performance of students. The proposal takes as input the data recorded in the
first tasks of the academic year. The experimental results show an 80% success rate from
the two first tasks (of six), increasing to 90% after the first four, in predicting the final grade.
Moreover, the proposal of [16] compared different statistical and artificial intelligence
techniques to determine if the performance of a student in the continuous assessment
determines the score obtained in the final exam of the course. Those techniques are based on
linear, quantile, and logistic regression; artificial neural networks; and Bayesian networks.
The results obtained show that although continuous assessments influence the final exam
score, it was not decisive in predicting it. However, in [20], only statistical techniques
based on quantile regression were used to predict the relations between students’ academic
performance and their after-school exercise. Using empirical data collected from middle
school students, they proved that there exists a positive relation among both variables.

This variety of techniques also appears in papers related to the prediction of student
dropout. Thus, in [19], both machine learning models such as support vector machines,
decision trees, and neural networks, together with logistic regression, were used to predict
likely university dropout rates either at the beginning of the course of study or at the end
of the first semester. The results show that dropout prediction cannot be made only with
enrollment data, but that academic performance and the level of course preference must be
considered. In general, machine learning techniques obtain similar predictions, although
there are some areas in which those techniques offer worse results. Moreover, although
logistic regression is never the best compared with other more sophisticated techniques, it
can be used as a good approach in non-specialized audiences because of its ease of use.

In conclusion, the papers presented in this Special Issue provide a significant snapshot
of the current research interests of the scientific community in the fields of medicine and
education. In the medical field, there are clear efforts to develop and provide specialists
with systems that can help make accurate diagnoses when problems are complex. This has
led to the development of advanced technologies, such as machine learning algorithms, that
can analyze vast amounts of medical data to help diagnose diseases more accurately and
efficiently. Additionally, there is a crucial line of research focused on adapting treatments
according to the needs and evolution of patients. This involves taking a personalized
approach to medical care, where the individual needs of the patient are taken into account
to create tailored treatment plans. This research is particularly important for conditions
that have diverse symptoms and complex etiologies.

In the field of education, the focus is mainly on the early detection of school failure
or dropout, with the aim of designing strategies that can address both problems in a
timely manner and that can improve current failure rates. One significant area of research
is the creation of tools or models that support students’ learning based on their unique
characteristics. This includes leveraging data-driven approaches to identify students’
strengths and weaknesses, as well as creating personalized learning plans that are tailored to
each student’s learning style and abilities. Another important area of research in education
is the creation of tools that support teachers in facilitating effective teaching. This includes
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the development of interactive learning tools and intelligent tutoring systems that can
provide feedback to both teachers and students, as well as the use of data analytics to assess
student progress and adjust teaching strategies accordingly.

Overall, the scientific community in both medicine and education is leveraging tech-
niques from statistics and artificial intelligence to drive significant advances in their re-
spective fields. These approaches hold great promise for improving patient outcomes and
enhancing the quality of education for students around the world.

Conflicts of Interest: The authors declare no conflict of interest.
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