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Abstract: This paper aims to propose a generalized fractional Fokker—Planck equation based on a stable
Lévy stochastic process. To develop the general fractional equation, we will use the Lévy process
rather than the Brownian motion. Due to the Lévy process, this fractional equation can provide a
better description of heavy tails and skewness. The analytical solution is chosen to solve the fractional
equation and is expressed using the H-function to demonstrate the indicator entropy production rate.
We model market data using a stable distribution to demonstrate the relationships between the tails
and the new fractional Fokker—Planck model, as well as develop an R code that can be used to draw
figures from real data.

Keywords: Lévy stable; Fokker—Planck equation; fractional differential equations; entropy
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1. Introduction

Recently, there has been a development of fractional calculus theory and applications.
There are many researchers in various areas concerning fractional calculus, and their
studies have gained importance in different areas. For instance, in 1993 [1] and in 1998 [2],
researchers studied the historical development of fractional calculus theory, and presented
examples and theoretical applications. The paper [3] in 1998 studied the entropy production
rate for fractional diffusion processes, which was obtained by applying the group method
to the fractional differential equation and directly derived from invariant and non-invariant
factors of the probability density function. The fundamental solutions of the fractional
diffusion equation were studied and expressed in terms of proper Fox H functions [4].
In an earlier work, Aljedhi and Kiligman [5] derived the corresponding general fractional
partial differential equation using a specific Lévy anomalous diffusion equation as a model
of asset values. The study [6] examined the sensitivity of the option price in relation to
specific model parameters established in [5] and also looked at a numerical study of the
value of European-style options of the specific model.

When the Gaussian Brownian algorithm is used in classic statistical description, for in-
stance, the Fokker—Planck equation, which describes the time development of the probability
density function, fails for many realistic issues. Furthermore, it is not always suitable to
use the Gaussian distribution on the heavy tail of the stock market in systems with long
time limits. For this case, the general fractional Lévy distributions Equation (1), which
describe actual market data with a long-term limit and whose corresponding probability
distribution function is defined by the fractional Fokker—Planck equation, ought to be taken
into consideration.

The aim of this work is to derive a fractional time-space Fokker-Planck model from the
specific general Lévy anomalous diffusion equation mentioned in [5]. We will establish
a general model of the Fokker-Planck equation from the specific Lévy anomalous diffusion
equation, where the Fokker—Planck equation is one of the most well-known equations in
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statistical physics. The Fokker—Planck equation was beneficial for concentrating on the
stochastic differential equations” dynamic behavior under the influence of Gaussian noise.
The Fokker—Planck equation explains how the probability density function changes over time
as a particle’s speed is influenced by irregular and drag forces, as in Brownian motion.

In the literature, Duan, et al. (2000) [7], because of the properties of the heavy tail and
the central limit theorem, derived the fractional space Fokker—Planck equation of the probabil-
ity distribution by a Levy-stable noise rather than a Gaussian with the aid of the Laplacian
derivative’s fractional powers. (Yanovsky, et al. (2000) [8]) derived fractional Fokker—Planck
equation by Lévy anomalous diffusion. They derived the fractional Fokker—Planck equation,
which has a fractional space derivative instead of the standard Laplacian derivative using
the distribution function of the generalized Langevin equation. In this paper, we established
the general fractional time-space Fokker—Planck equation from the non-Gaussian equation,
which includes anomalous diffusion because of a Lévy a-stable process. Consequently,
we will demonstrate that the fundamental solution to the (FFPE) has a different entropy
production rate when compared to the conventional diffusion equation. The entropy of
the diffusion processes and the rate at which it is produced are two other crucial char-
acteristics. Macroscopic thermodynamics presented the idea of entropy first, and later
Information theory, ergodic theory of dynamical systems, mechanical statistics, and other
fields expanded it to describe specific occurrences. Entropy has been defined in a variety of
ways throughout history and used in a variety of fields of knowledge. Shannon created the
statistical notion of entropy, which is used in this study. The study [3,9,10] discussed the
entropy of the diffusion equations governed by the space-fractional diffusion equations.

Consider L;" to be a Lévy process with asset price’s S; as a risk-neutral probability
measure, as described in Aljedhi and Kiligman [5] and Lewis [11] is the following time-
fractional stochastic differential equation with boundary condition of the Lévy process,

4’8, = (mdﬂ + adL;"’?) S, S(0)=So )

wherem € R,0 > 0,7 € (0,1],t € (0,T],y € [-1,1] and a € (1,2).
The Lévy process L‘f’” has a characteristic function represented as:

E[eX1] = () @)

with 1
P(k) = mik — 0% + /R \O(eik" 1 — ikl y oy v(d) 3)

m is a real number, ¢ > 0, and the indicator function I, [;[1,x*]Tv(dx) < co and v = w(x)
is Lévy density. Consider w(x) = ws(x) Lévy density function given by

b forx<0
wrs = 4 1,
T forx>0

where b+ ¢ = 1and « € (0,2). Using wys(x) to obtain the characteristic Lévy stable formula

) ot ) .
¥is(k) = ikm — - |k* |1 = ing(qpsign(k) |.

The function ¢(k, «) can be defined as

- tan(%*) ,a# 1
(IX,k) n'lng‘kl ,azl

for « # 1, we have

Yr1s(k) = ikm — %ﬂk\"‘ [1 — insign(k) tan(%)}
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or equivalent [11,12]

0

Y (k) = ikm — W(%n)[(l — 1) (k)" + (1 + 1)) (—ik)"] 4)

where = ¢ — b. The parameter # characterizes the degree of a symmetry. Indeed, if # = 0,
there is an occurrence of equal probabilities of 77(f) with positive and negative values of
#(t). While y = —1 left maximal symmetric distribution, if # = 1 right maximal symmetric
distribution. In the symmetric case when 1 = 0, Figure 1 compares the tail behavior of
Geometric Brownian motion and Lévy stable distributions, with select (m = 0 and ¢ = 1).
When « = 2, the Lévy stable is a normal distribution with mean m and standard deviation
%. It is observed that the tails get heavier when a decreases. The shape of the tails for the

real data (S&P500) at various values of « is depicted in Figure 3 in Section 5.

0.4
Mormal distribution
- a=175 B
- ‘ —— —a=125
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fa b o CNTTEREY
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Figure 1. Comparing the tail behavior of Brownian motion of (¢ = 2) and Lévy stable of Equation (4)
at varying value of a, with m = 0 and o = 1. It can be observed that the tails get heavier when
« decreases.

The primary goal is to use Lévy motions to extend the Fokker—Planck equation to
the generalized fractional Fokker—Planck equation. This will be achieved by expanding
on previous works [7,13-15], thereby demonstrating that a generalized FFPE, including
fractional derivatives, is satisfied by the probability density of particles traveling with a
Lévy process. See some early related studies in [16-21].

The paper is based on the following: Section 2 derives the fractional Fokker—Planck
equation with alpha stable process. Section 3 finds the analytical solution and Mellin integral
representation of the equation derived in the previous section. Section 4 estimates the
entropy production rate while adopting the Shannon definition of the entropy. Section 5
focuses on the financial applications and estimates « stable in Section 1. Finally, Section 6
concludes the article.

2. Fractional Fokker—Planck Equation

In the literature [8] derived the fractional Fokker—Planck equation (FFPE) by substituting
a Lévy-stable process to the classical Gaussian one in the Langevin-like equation.
In this paper, the derivation of (FFPE) is based on the Lévy-stable fractional stochastic
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Equation (1) and the characteristic Lévy stable formula (4). First, we need the transition
probability density function, [7] denoted by P(y, t; v, f), of the Lévy process,

d
Plc<y<d at fly at t) :/ PIDP(y, 7, D)dy

The density of particles diffuse from (y, t) to (v, f) [22]. That means the probability
that the random variable ¥ lies in the interval (a,b), at a future time f, given that it started
at time t with value x.

Taking the special transition density P(y — y1, T) with positive integer nt where
T = T t and temporal grid points t; with uniform time step t, =t +kt7,k =0, ..., nr.

Set shorter P(y,t) = P(y — y|t — f).
The particle density with the present position y at any time f can be formulated as

Plyt+1) = /dzp(z,t)p(y—zm )

The density of particles diffusing from (y, t) to (¥, f) denotes the probability that the
random variable ¥ lies in the interval (a,b), at a future time f given that it started out at
time t with value y [22].

According to [22], an equation for the distribution function of transition probability
density can be represented by the inverse Fourier transform of the characteristic function (2)

Py, t) = /oo e ket (k) g,

Thus
Py t) = F 10, ©)

inverse Fourier transform F ! defined as

FAUF®) = f(0) = 5 [ e Far

27T

where F is the Fourier transform and is defined as
FUGK = FE) = [ f(x)dx

It is known that the definition of a first-order derivative of the function f is defined as

F1(x) = Jim = (F( ) = F(3)), )
The Caputo derivative of order 0 < v < 11is defined as
t d

DI = [ FU@ -8 "5 ®

and the fractional integral has the expression
o MG
where I' is the gamma function. Taking the fractional derivative of Equation (5), we obtain

f - dx — p(x, d
DI p(y,t) = /o (t_g)—vr1in0 Jply—xt)p J;C) x—p(x,§) 1"(157)

©)
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where

) o Jply—x0)ply, §)dx — p(y, §)
P (y’t) o rlino T

4. (10)

Taking Fourier transform and using convolution theorem with respect to x of Equation (9),
obtaining

J (K, c><i<k\r> Ve (11)

T—0

D] p(k,t) = 1’(117)/0t(t_§)7 lim

where by the convolution Fourier Theorem,

F| [ oty = st ik = pleeypiei 1)

Equation (11) gives the relation between transition density and time, which is com-
monly assumed to be a linear relationship. For this linear scaling, select cumulant expansion
of finite variance transition density [23].

plklT) =1+ i Bk(i’;)k.
k=1

The stable transition density has the cumulant expansion
p(klt) =1 —mt(ik) + Act(ik)* + Abt(—ik)* + o(T). (13)
The Fourier transform of the stable density
p(k|t) = exp(—m(ik) + Ac(ik)* + Ab(—ik)"), (14)

substitute the expansion into Equation (9) and taking the limit

3 1 tp(k,g) , e T
DYp(k ) = Fr—oy /O (- (i) + Ac(ik)* + Ab(~ik)*)dz. (15)

The FFPE is derived from Equation (15) by inverting the Fourier transform. Inverse
Fourier transform of fractional derivatives can be defined as [24],

F(=ik)*G(k)] =—o D g(y)

and
FH(ik)*G (k)] =x D&g(y)

where _D%,x D, are lift and right Riemann-Liouville fractional derivative of order
n—1<a < ndefined as

700Df§g(x) 0" /x g(‘:) dag (16)

T ) (x— ) T (n—a)’

the right
" S dc(—=1)"
— g |, G O D 7)

Thus, inverting the Fourier transform of Equation (15) and using staple density prop-
erty in (4) will obtain the fractional Fokker—Planck equation,

xDeog(x)

0

d o
DY P — —m—p _
t (y’ t) ax (y’ t) 2 COS((XZTI)

(14 7) Dy + (1= 1)y DI P(y,£).  (18)
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Refer to [25,26], the sum is given by the symmetry (in case 7 = 0)

as o ax dax
ay ~ 2eos() T Ay 19
substituting Equation (19) into (18), we obtain
DYP(y,1) = (~ma + =0 Py, ). 20)
S gy oyt

3. Fractional Fokker—Planck Analytical Solution

In this section, we present analytical solutions for Fokker—Planck fractions. The solution
is expressed in terms of Fox H functions and Lévy stable distribution. The solution is ob-
tained from the properties and asymptotic behavior of Fox H functions [27]. The FFPE (20)
with initial condition

P(y,0) =6(y) 1)

where 6(y) is the dirac delta function. Regarding the Fourier transform

FIP) =P = [ py)dy

this is easily the Fourier invert
do*p
Iy[*

Explain the process by taking the Fourier transform with respect to y for the Equa-
tions (20) and (21).

= F - k*F[P]). (22)

DY D(k,t) = mikD(k, t) — |k|*D(k,¢). (23)

The exact solution of a particular fractional differential equation was obtained in [28]
by transforming the analogous fractional Volterra integral equation of an integer order
differential equation. By this method, the solution of Equation (23) is

£y

DP(k,t) = Pi(k,v), v= Fity) (24)

where P (k, v) is a solution of the ordinary differential equation

% =g(v,Pi(k,v)) = f(t,Pi(k, 7)), Pi(k0) =Py (25)
where o
2 = Fn X (1)
and

T=t—(t7"—vI(1 +'y))%.
Thus (23) can be written using (24) and (25)

% = [mik — [k|*] P\ (k,v). (26)

The ordinary differential Equation (26) has the solution

D(k,t) = P (k,v) = Pyexp(mik — |k|*).
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Invert Fourier transform and using Lévy stable distribution with parameter 1 < a < 2,
we have

Pi(y,v) = /oQ e~ ok exp (—|k|*v)dk (27)
then the solution P; (y,v) = u(y — m,v) is defined by
u(y —m,v) = F e M, (28)
Rewrite (23) as Fourier cosine transform

u(y,v) = ~Fele ") 29)

Using representation of the Fox H function [4,29], and v =

on )

Fourier cosine transform of Fox H functions [30], when 1 < a < 2

« 1
—Pr|k 1,0 _7
e ! :aH0,1< lylt=

(1—-b;,8), (L3)
(L), (a,8), (L,3) )

Therefore, (26) with (24) we have the solution of fractional Fokker—Planck

(1 3), (1,%))
(L1, (13)

TC o rmnd1
Fgg @l = S (4

1
u(y,b) = WH%:%( yl(an-?

where we set A7 = ﬁ The Mellin—Barnes presentation [31].
11 I(1-s)I(3) 4\ S
u(y,t) = 2 aly| / W(M(N) ) ds. (30)

Figure 2 shows the behavior of the analytical solution of the Fokker—Planck equation
in the symmetric case for different values of « € (1,2) and y = 0.3.

02 T T T T
a=125
0181 0=1.35]
o=1.55
016 o=1.75] 7
— a2
014 AT |
D121 / \ 1
X 04 S |
=% i T Y
0.08 -~ SO ]
\"‘\-\.\\'
0.06 E
0.04
0.02 E
o A j j
] -1 1 9 3 4 5

Figure 2. Analytical solution of (FFPE) of Equation (30) at different values of « = 1.15,1.35,1.55,1.75,
and 2 around x = 0, in the symmetric case with v = 0.3.
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4. Entropy Production Rate

This section demonstrates how the Shannon entropy is a useful dynamical indicator
that gives a clear indication of the diffusion rate and, consequently, a timescale for the
instabilities that result from dealing with chaos. The Shannon entropy is defined with the
probability density function p(x, t)

St =~ [ _plxt)In(p(x,1). (31)
The entropy production rate defined by Shannon derivative
R(P,t) = ds(;;'t). (32)

In this paper we considered the FFPE with the Caputo time derivative with order .
To compute the entropy of the one-dimensional FFPE (20) from (28) is the characteris-
tic function of stable distribution C(x|a, 7, d, m; n) with symmetric skewness and scaling
property for 0 < o < 2, yield

_ (- KRy 1 0:0) =+ Yo(ytt .
u(y,t) = Fle | =C(yla,0,tx,0;0) =t «C(yt =|a,0,1,0;0).
Thus, the above solution is written with the auxiliary function

Guy(Z) = C(Z],0,1,0;0)

” Uy, £) = £ € Gy (yt ™). (33)
Apply the Shannon entropy on Equation (33),
S(P,t) = = [ 74 Gagy (gt %) In(t ¥ Guyy (vt~ %))l
For the stability scaling behavior, we can set z = yt’% then dz = dxt~+, and get
S(P,t) = — /f Z Gayy (2) In(E ¥ Gu o (2))dz
= [ Gu@) (= 1) In(t) +In(Gur )2
=D)n(®) [~ Gurl@dz= [~ Guy(2)In(Gus(2))dz
Whichis [© Gy (z) =1 get
S(P,) = (1) In(t) = Auy (34)
where -
Any = /7 Guy(2)In(Guy (2)). (35)

The entropy production rate is

ds(P, 1)

R(t) = =2~ = (1)

: (36)

| =

The calculation above demonstrates how R(t) depends on the fractional order of
the space-time. The Fokker—Planck equation differs from the entropy production rate of
the traditional one-dimensional diffusion equation and the fractional one-dimensional
diffusion equation [32] in that it is not reliant on the order.
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5. Data and Results

Equation (30) defines the solution u(y, t) as an inverse transform of the Mellin integral
form, which has the series expansion [4,31,33].

. 1 1 l"(l—s)l"(%) At
u(y,t) —ﬂm/m@ﬂ(/‘”) "‘) ds
(At)"7 & a1 1y . a(n+1) T\
:720(71) —T((n+ Da ) sin(=———)(lyl(4n)~=)".
when large v, the solution has the form
1 At)Y
a(y,t) ~ I(5) sin("‘;)um (37)

as y — oo. To calculate the entropy, we used to estimate « from different values of vy
for some daily data markets from 1990-2019. Our study focused on Dow Jones industrial
average index (DJIA), S&P500, and (TASI) Tadawul all-share index. Moreover, calculate
the entropy of the exchange rate data, we used to estimate « from different values of
for GBP/USD, USD/SAR, and USD/JYP from 2000-2022. This was achieved by using the
diffusion entropy analysis (DE) [34] and on developing an R code for this method. Figure 3
depicts the tails behavior of the characteristic Lévy stable (4) (withy = 0,m =0and o = 1)
for the S&P500 daily data, where « it was taken from Table 1 (« = 0.38, 0.586,0.697,0.810
and 1.035). We observed that the tails are heavier in increase when a decreases.

Table 1. Estimating the value of « at various -y values in the range (0, 1) while fitting to real market
data (DJIA, S&P500, and TASI).

Estimating the Value of Alpha

Index 0% 0.3 0.5 0.6 0.7 0.9
DJIA o 0.298 0.459 0.634 0.441 0.809
S&P 500 o 0.38 0.586 0.697 0.810 1.035
Tasi o 0.299 0.452 0.535 0.62 0.796
7
g x 10 i ; ,
a=0238
B |l=r=ae o = 0.586
— — —a=0.697
7t r= 1.035 |
E - -
5 -
4t
2
gt 3
21 S 7
‘\\\H
1r o TR
0 . —_—
0.5 1 1.5 2 25 3
x10*

Figure 3. The shape of the tails of the S&P500 daily data at various alpha values (see Table 1) with
7 =0,m = 0and o = 1, shows that the data has a heavier tail when « decreases.
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Figures 4-6 refer to the calculation of the entropy analysis for different values of
gamma from different stock markets (DJIA, S&P500, and TASI). We demonstrate that the
scaling behavior of different indices is almost the same, with the gamma values in the
interval (0,1). Figure 4 presents the results for entropy analysis of (34) and the solution (37)
at a series of times for the DJIA, which show the values of « = 0.298, 0.459,0.634,0.441 and
0.809 for five different values of y (7 = 0.3, 0.5, 0.6, 0.7, and 0.9, respectively). Based on v,
there is a distinct monotonic relationship where the entropy increases when « decreases.

=
i
@ ]
—
—_
—
for
o -
wn
w -
< -

I I I
0 2000 4000 6000

t(days)

Figure 4. The entropy analysis for the DJIA at different values of y when a = 0.298, 0.459, 0.634, 0.441
and 0.809, based on gamma, there is a distinct monotonic relationship where the entropy increases
when alpha decreases.

Figure 5 shows the results of the entropy analysis of (34) and the solution (37) for the
S&P 500 index daily data series time; this shows the values of « in Table 1 for five different
values of ¥ between 0 and 1.

o ]
=
© -

—

=

e

5

0 o
< -

T T T T T T T
0 1000 2000 3000 4000 5000 6000 7000

t(days)

Figure 5. The entropy fractional time analysis for S&P500 at varying 7y between 0 and 1, where
a =0.38, 0.586, 0.697, 0.810, and 1.035, from Table 1, the monotonic increase of « for increasing 7y
is accompanied by the monotonic decrease of S(P, t) for increasing, demonstrating the regime’s
« ordering.

The next figure, Figure 6 shows the results of the entropy analysis of (34) and the
solution (37) for the (TASI) index daily data series time, where « as presented in Table 1 for
five different values of y of 0.3,0.5,0.6,0.7 and 0.9.

Figures 7-9 calculate the entropy for different values of v fitting to GBP/USD, USD/SAR,
and USD/JYP real-market exchange rates from 2000 to 2022. Figure 7 depicts the results
of the entropy analysis (34) of the GBP/USD exchange rate, with the « fitting the values
(0.698,1.091,1.31,1.505, and 1.866) from Table 2.

The next figure, Figure 8 shows the results for the entropy analysis (34) of the exchange
rate of USD/JPY, where the « is fitting the values (0.56,0.875,1.049,1.225 and 1.565) from
Table 2.
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L8 Ry PR FE
o —
. — v=03
) -- =05
e 1=06
| i d y =i
T v=009
T T | | | |
0 1000 2000 3000 4000 5000

t(days)

Figure 6. The entropy analysis of (34) for the TASI, where « = 0.299, 0.452, 0.535, 0.62, and 0.796 from
Table 1, the monotonic increase of « for increasing v is accompanied by the monotonic decrease of
S(P,t) for increasing, demonstrating the regime’s a ordering.

Table 2. Estimating the value of « at various -y values in the range (0, 1) while fitting to GBP/USD,
USD/SAR, and USD/JYP real market exchange rates from 2000 to 2022.

Estimating the Value of Alpha

Index 0% 0.3 0.5 0.6 0.7 0.9
GBP/USD « 0.698 1.091 1.31 1.505 1.866
USD/SAR o 1.99 1.99 1.99 1.99 1.99
USD/JPY o 0.56 0.875 1.049 1.225 1.565

e
e
S .

o

o

T T T T
0 1000 2000 3000

t(days)
Figure 7. The entropy analysis for the GBP/USD exchange rate from 2000 to 2022 has an harmonic

inverse relation with the a values (0.698,1.091,1.31, 1.505, and 1.866)from Table 2, for some -y values
between 0 and 1.

Sa(t)
2 3 456 7 8
|
I

-2
ononnon
Lo
O~ oD W

-

T T T T T T T
0 1000 2000 3000 4000 5000 6000

t(days)
Figure 8. The entropy analysis fitting the USD/JPY exchange rate 2000 to 2022 has a harmonic inverse

relation of the & = 0.56,0.875,1.049,1.225 and 1.565 from Table 2 which are estimated for some values
of y € (0,1).
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References

We depicted the results in Figure 9 of the entropy analysis to fit the real market
USD/SAR exchange rate, with an estimated alpha for any -y value in (0, 1) yielding « = 1.99.
The USD/SAR exchange rate follows a normal distribution if « is close to 2.

o
= = AR Y — =03
. e s -~ y=05
@ q g r=0.8
Kﬁ & 587

o r=0.9

0 1000 2000 3000 4000

t(days)

Figure 9. The entropy analysis for fitting the real data market USD/SAR exchange rate, where
a = 1.99 for all y values in the interval (0,1); when « is close to 2, it indicates that the exchange rate
of USD/SAR has a normal distribution.

6. Conclusions

In this study, the fractional time—space Fokker—Planck equation is driven by the Lévy
fractional time diffusion model. When 5 = 0, an analytical solution to the fractional Fokker—
Planck equation of the Caputo time derivative of order 0 < v < 1 and Riemann-Liouville
fractional space derivative 0 < a < 2 is calculated and represented using the Fox represen-
tation. As a result, the calculation above demonstrates how the entropy production rate
R(t) depends on the fractional orders of space and time, a and v, respectively. The entropy
production rate of the traditional one-dimensional diffusion equation and the fractional
space one-dimensional equation in [32], which do not depend on order, are different from
the entropy production rate of the fractional time-space Fokker—Planck equation, which de-
pends on orders. When « decreases, the heavier tails in the stock markets (DJIA, TASI,
and S&P500) increase. Moreover, in the exchange rates of GBP/USD and USD/JYP, when
the 7 is close to 1, then the « is close to 2. In addition, the USD/SAR exchange rate « is
approximately 2 at any value of  (approximate normal distribution); see Table 2.
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