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Abstract: A machine learning model for correcting errors in Ukrainian texts has been developed.
It was established that the neural network has the ability to correct simple sentences written in
Ukrainian; however, the development of a full-fledged system requires the use of spell-checking
using dictionaries and the checking of rules, both simple and those based on the result of parsing de-
pendencies or other features. In order to save computing resources, a pre-trained BERT (Bidirectional
Encoder Representations from Transformer) type neural network was used. Such neural networks
have half as many parameters as other pre-trained models and show satisfactory results in correcting
grammatical and stylistic errors. Among the ready-made neural network models, the pre-trained
neural network model mT5 (a multilingual variant of T5 or Text-to-Text Transfer Transformer) showed
the best performance according to the BLEU (bilingual evaluation understudy) and METEOR (metric
for evaluation of translation with explicit ordering) metrics.

Keywords: NLP; text pre-processing; error correction; grammatical error correction; machine learning;
deep learning; text analysis; text classification; neural network
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1. Introduction

GEC (grammatical error correction) is the goal of automatic error identification and
correction in the input text. GEC is used in various fields: the correction of search queries,
machine translation from one language to another language (MT, machine translation),
spell checking in browsers and word processors, etc. GEC methods are divided into the
following methods: rule-based; based on syntactic analysis of sentences; and based on
machine learning methods, in particular deep learning.

Rule-based checking relies on a set of predefined patterns of possible errors in the
text. Such rules are usually developed manually. A text is erroneous if it meets one of the
rules [1]. The advantages of the approach are speed of action, interpretation of results, and
possibilities of iterative development. However, the method has drawbacks: the complexity
increases as different types of errors appear, and the creation of rules is resource-consuming
and requires expert knowledge of linguistics. A huge number of rules are needed to cover
all possible errors in the text.

Syntax-based checking performs a complete analysis of the morphology and syntax
of the text. This requires a lexical database (DB), as well as morphological and syntactic
analyzers (parsers). Depending on the grammar of the language, the syntactic parser sets
the syntactic structure of each sentence in the form of a tree. If the full analysis was not
successful, then the text is erroneous [1]. The disadvantage of the syntactic approach is
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the need to develop additional rules for clarifying corrections in sentences [2]. These rules
should cover all possible error options.

Machine learning models, in particular deep learning ones [1], learn to predict cor-
rections for each word/tag that determines the action on a certain token that needs to
be performed to correct the sentence (sequence labeling). Most often, recurrent neural
networks (RNN) are used to process natural language texts. A large number of sentences
(parallel corpora) are used to build an RNN model and to train it. However, RNN perceives
tokens sequentially, which slows down the learning and prediction time and makes paral-
lel data processing impossible. In the case of commercial applications, latency is critical.
Therefore, scientific research is aimed at applying another (non-RNN) architecture of neural
networks, which is called “transformer’.

Transformer is a deep learning model that replaces recurrence with an attention mech-
anism [3,4]. This mechanism enables preserving the context of the text for any position
of the token in the input word sequence. This, in turn, makes it possible to parallelize
processes compared to RNN, thus reducing the duration of training [3]. Transformers
quickly became the dominant architecture for NLP [4], especially for tasks that involve
language understanding (classification, translation, generalization of text, machine trans-
lation) and language generation. Pre-training the model allows training transformers on
large open unannotated corpora. Later, they can be adjusted to specific tasks, which results
in a high-quality system. The BERT model is one such transformer [5]. This model can be
customized for a specific task by just adding a single layer of neurons without significant
modifications to the internal architecture. BERT is a neural network trained to solve two
tasks: predicting a certain word in a sentence and determining whether the next sentence is
a logical continuation of the previous one.

It should be added that for the English language, a significant increase in the accu-
racy of English grammar correction has been achieved due to the construction of GEC
systems. Unfortunately, almost no research has been conducted on the Ukrainian language.
Ukrainian belongs to morphologically complex languages. A large amount of parallel or
manually labeled data is required to build a good machine-learning model for correcting
grammatical/stylistic errors in texts of morphologically complex languages. Currently,
because of the war, a large amount of disinformation and fakes appear in the information
space of Ukraine, usually written by non-native speakers. One of the methods of iden-
tifying potentially false information is the presence of grammatical and stylistic errors
in such news, which are usually present when the text is automatically translated from
another language or when texts are written by non-native speakers without correction by
professional editors. Therefore, research towards determining the unique features of the
identification of grammatical errors in the Ukrainian language is an urgent task at present.
According to research results, to obtain the best GEC accuracy using a neural network, you
need to use pre-trained deep learning models that support the Ukrainian language.

The aim of the research was to develop directions for building a GEC system for texts
written in Ukrainian using deep learning methods (transformers). In order to achieve this
aim, the following tasks must be solved:

- Research of the Ukrainian text corpora;

- Comparison of state-of-the-art methods for GEC;

- Research of using neural networks with different architectures;

- Choice of the most optimum model of a GEC system for texts written in Ukrainian.

N

. Related Works

GEC methods that are based on rules, syntactic analysis, or statistical modeling are
described in studies for various languages: Danish [6], Greek [7], Latvian [8], Slavic [9,10],
Punjabi [11], Filipino [12], Arabic [13], English [14], and Ukrainian [15].

GEC systems for the English language are constantly developing in the direction of
using deep learning methods. Two applications are known: Grammarly and LanguageTool.
Grammarly is a commercial online platform from Grammarly Inc. that not only checks
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and corrects grammatical errors but also offers recommendations for clarity (conciseness
and lucidite), catchiness (vocabulary and variety), and message tone (formality, politeness,
and confidence) [16,17]. The platform was included in The Time’s rating “Time100 Most
Influential Companies of 2022” and FastCompany’s rating ‘The 10 most innovative compa-
nies in artificial intelligence of 2022’, as well as in Forbes’ ‘Cloud 100’ list and The Software
Report’s “Top 100 Software Companies’ [18]. Currently, Grammarly supports only the
English language and its dialects: American, British, Canadian, and Australian [19].

LanguageTool is an open-source GEC program that uses rule-based validation. In
total, the system supports more than 30 languages, including Ukrainian [20]. LanguageTool
has been developing since 2003 and currently has 5415 rules for English and 1022 for
Ukrainian [21]. Every day, users check more than 20 million texts using this platform [22].
To check the correctness of written Ukrainian texts, rules of the following categories are
available: barbarisms (for example, npuiimaTu yuacts—06patn), capital letters, grammar, log-
ical errors (for example, wrong date), spelling, design, punctuation, style, typography [21].
The disadvantage of LanguageTool for checking Ukrainian texts is the small number of
rules that cannot cover all possible grammatical errors. Therefore, research on the use of
deep learning methods to build GEC systems for Ukrainian texts is promising.

The researchers Oleksiy Syvokon and Olena Nahorna have presented a set of data that
is a text corpus [15] that is professionally labeled for GEC and free editing in Ukrainian.
The researchers have collected texts with errors (20,715 sentences—328,779 tokens) by
various authors, including native speakers. The data cover a wide range of styles, from
chats and essays to formal writing. Professional proofreaders corrected and annotated the
corpus for errors related to fluency, grammar, punctuation, and spelling. Researchers [1,15]
believe that this corpus can be used for the development and evaluation of GEC systems
in the Ukrainian language and the study of morphologically rich languages. The biggest
problem is the need for high-quality training corpora containing a large number of training
examples [1].

The “‘pymorphy2’ morphological parser for the Ukrainian language was developed
in [23]. ‘pymorphy2” analyzes the part of speech, number, case, tense, the lemma and
stem of a given word. The morphological parser is based on OpenCorpora dictionaries
converted to XML format. Users can also add their own words and rules. This enables
performing morphological analysis of texts of a certain subject area (SA) without changing
the source code of ‘pymorphy?2’ and adapting ‘pymorphy?2’ to work with other languages.

In [24], researchers developed a system for text pre-processing (TPP) for morphologi-
cal and syntactic analysis of Ukrainian texts. To tokenize, split into sentences, and search
for email addresses, the researchers used the NLTK library of the Python programming
language and regular expressions to remove stop words and search for named entities.
The “‘pymorphy?2’ library, which supports the Ukrainian language, was used for morpho-
logical analysis of words, their lemmatization, or stemming. In addition, the researchers
implemented the graphical interface of the application using the PyQt library.

At present, many scientific schools and specialists continue research into Ukrainian
texts based on NLP methods, including the studies covered in [23-30]. However, they
are mostly focused on the specificities of processing the Ukrainian language but not on
applying machine learning to optimize the solution of NLP problems. In this work, the
first step towards error correction in Ukrainian texts using machine learning methods was
made, which includes pre-processing of text content, selection and generation of features,
and the selected algorithms—all this in conditions of a small annotated data corpora.

The level of correct noun identification in [31] for polish text is 87% nominative, 65%
genitive, 77% dative, 84% locative, 79% instrumental, and 66% accusative. Experimental
results verify that based on a morphological analyzer using a neural network in [32] level of
error identification for polish text comes up to 93.3-99.9%. In [33], the author demonstrated
the obtained accuracy of up to 28% to identify errors among the words being in common
use and 7% for the unbeknown polish words.
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To analyze sentences in Byelorussian [34], authors used models on trees of universal
dependencies of two close Slavic languages (Ukrainian and Russian). Due to the obtained
annotations in Byelorussian identification level of grammatical errors is up to 83.4%.

In [10], there is a proposed approach of grammatical correctness checking of Russian-
language texts based on ‘minimal supervision’. The sense of this approach is to apply
small annotated data set with the addition of artificial errors to news corpora, literature,
etc. (18 million words total). Research has developed classifiers for some common types
of grammatical errors: prepositions, noun case, verb form, and agreements with the
verb (division by number and gender). Additionally, the authors used the neural MT
method to the text, including errors, and noticed that its accuracy is too low because of
insufficient incoming data amount. The proposed ‘minimal supervision” method also
increases classifiers” accuracy and MT quality. It was experimentally noticed that the MT
method demonstrates unsatisfactory qualitative metrics (F-score = 10.6) while using data
sets of the corresponding texts containing approximately 200 thousand manually annotated
and corrected words. This MT system is significantly surpassed by the ML approach
proposed in [10] (a variation of the study with a teacher using unmarked training data;
usually, there is a small marked data set and a large unmarked data set). In [35], there is an
evolved system of grammatical error correction based on the approach that uses sequence
annotation via a classical machine learning algorithm (namely, the Naive Bayes Classifier).
Five models were used corresponding to present in corpora grammatical error types.

There is no base established metrics to estimate GEC quality, respectively, to [36—42].
Therefore, to estimate such systems in general, MT-quality metrics are used. However,
some disadvantages also are present. BLEU (bilingual evaluation understudy) [43] is an
algorithm to estimate MT quality. Estimations are calculated for separated translated
segments (usually sentences), comparing them with high-quality translation sets. These
results are averaged over all corpora to obtain the general estimation of translation quality.
BLEU estimation is always a number from 0 to 1. This number means how suchlike is
text-candidate to standard text. Numbers close to 1 define more similar texts. BLEU value
is calculated on common sets of N-gram in the initial sentence and its translation.

METEOR (metric for evaluation of translation with explicit ordering) [44] is one
estimation MT-quality metric. It uses N-gram and is oriented on statistics and exact
estimation of the initial text. Unlike BLUE metrics, this metric uses functions of comparison
between synonyms and exact word correspondence. It was developed to solve BLUE
problems and also to correlate better with expert estimations on phrases or sentences level.

3. Materials and Methods

The morphological complexity of the Ukrainian language necessitates the combination
of different GEC methods. Training a neural network ‘from scratch” using randomly initial-
ized weights requires large parallel corpora. At the time of writing, the only Ukrainian-
language data set contains just about a thousand texts, which is critically small for training
a model for processing morphologically rich languages, such as Ukrainian.

Therefore, it is proposed to take an already-trained model as a basis. There are several
pre-configured models that support the Ukrainian language: RoBERTa from YouScan [36]
and MT-models (from Google—MTS5 [37], from Facebook—M2M100 [38], and mBART-
50 [39]). There are no basic or set metrics for assessing GEC quality [40-42]. MT-quality
metrics (BLEU (bilingual evaluation understudy) [43]; METEOR (Metric for Evaluation of
Translation with Explicit ORdering [44])) are generally used to evaluate such systems, but
they also have certain drawbacks [37-45].

The step sequence of interaction with the checking system of text grammatical cor-
rectness is presented by two diagrams of the sequence corresponding to individual user
applications and for NLP-application using text correction as one of the components in
their own pipeline (pipeline Figure 1).



Mathematics 2023, 11, 904 50f 19
Softws Processing . . User
oftware Servep Dictonary ML molel Databise
Uslcr T :
1. Load text ) I [
» 2. Send text ()
U 3. Check spelling ()
: 4. Correct spelling
: errors ()
+ 5. Perce dependency -
. or continuency =~y :
: tree 0]
: 6. Check advanced ;
Ir;lclgs(l;ascd on L | 7. Check with machingilearning model ()
: : 8. Apply machinegleaming correction ()
- 9. Return results ()
_ 11. Display 410 Ret oS in f ¢ '
e . Return suggestions in format:
Suggestions ) (i_start, i_end, suggestion, explanation)
12. Apply :
1 fixes () : :
13. Suggest 14. Remember' preferences () : :
correction () ; : : 1

Figure 1. Sequence diagram for the first regime of operating system.

Figure 1 presents a sequence diagram for the user’s text checking. There are registra-
tion and authorization steps, also creating and saving documents. This database is used to
save preferences/samples of correctness for further personification of proposed by system
correctness. At first, the user chooses the version of data loading by text insert, file opening,
or creating and filling a new document.

Personal installed software or available in online format sends data to the server for
analysis. Only one possible approach to constructing a grammatical correctness system is
demonstrated on the diagram. It combines checking spelling, rules, syntactic parsers, and
using machine learning algorithms. After checking spelling with the necessary language
dictionary system needs to check basic rules without syntactic parsers (for example, rotation
«y-B», the spelling of «uis-nanis», and use of apostrophes).

Using of rules checking and syntactic parsers are explained by two factors:

e  Absence of sufficiently large annotated /parallel Ukrainian language corpora to study
entirely automatic models based on deeper study algorithms;

e  The insufficient capability of the language models of artificial intelligence to general-
ize rules.

While all possible spelling rules are not realized in the system, including those based
on the syntactic parser, the additional use of machine learning methods can be considered
to predict tags defining necessary action over tokens or to ‘translate’ text with errors into
the correct version. Then, the software visualizes and applies the proposed corrections and
saves the document in the database if needed.

The second regime of system application is to analyze the grammatical correctness
of the obtained via API requests (Figure 2). The following diagram shows the steps of
sending, obtaining, and processing requests from the outside NLP application.
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Figure 2. Sequence diagram for the second regime of the operating system.

GEC System defines the total system of grammatical correctness together with all
components, including graphic interface, server for processing, and previously studied
machine learning models.

GEC System proposes a unique token for each request; due to this token, one can
receive results when request processing ends. NLP application must send a new request for
results obtaining with some time interval taking into account system load. NLP application
continues to work after obtaining corrected texts.

The diagram of the processing activity (Figure 3) shows one of the possible approaches
to developing a system of automatic grammatical correctness.

After checking and spelling corrections, it is important to check the main grammar
rules. Ukrainian examples: rotation «y-s», the spelling of «uis-namis», use of an apostrophe,
etc.). Depending on the availability of syntactic parsers, words groups, parts of speech, etc.,
one can use checking of the additional rules basing on the obtained results.

If interactive development of the system is theoretically possible and accepted rules
explain all probable errors of some language, then using methods and algorithms is not
necessary.

When checking the additional rules is not sufficient (especially in morphologically
rich languages) to correct remaining errors, it is possible to apply machine learning meth-
ods. When there is a lack of training databases, or they are unavailable to obtain paral-
lel/annotated corpora, one can apply methods of augmentation and data generation.

The choice of the corresponding approaches and models evidently depends on whether
databases are annotated or not and also on the presence of parallel texts. In cases of
sufficiently large and qualitative non-annotated corpora, it is also possible to develop a
language model based on statistical methods.
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Figure 3. Diagram of processing activity of automatic grammatical correctness system.

4. Results
4.1. Setting the RoBERTna Pre-Trained MT Model

The RoBERTa pre-trained neural network can be considered an improved analog
of BERT [40]. Its architecture is similar to that of BERT. The main difference is selecting
hyperparameters during pre-training, increasing the volume of the training corpus, and
applying dynamic masking of tokens for predicting a word in a sentence. The word that
must be predicted in a given sentence changes with each epoch. However, there is no
prediction of whether the next sentence is a logical continuation of the previous one.

Encoder-decoder neural networks, such as BERT, generate context vector representa-
tions of words in a sentence of fixed length regardless of the length of the input message.
They generate tokens sequentially. Each subsequent token depends on the previous ones.
Application of the previously trained model ‘Ukrainian Roberta” is possible by analogy
with the approach proposed in [41]. When initializing BERT as a decoder, a cross-attention
layer with randomly generated weights must be added to predict the next word based
on the context vector embedding of input tokens. LM Head (a layer or layers of fully
connected neurons, where the number of output neurons corresponds to the number of
tokens in the dictionary) is used to predict the distribution of probabilities of using the
next word. LM Head weights are initialized with the BERT W_emb vector embedding
layer weights. Moreover, the bidirectional mechanism of attention in the BERT model
must be replaced by a unidirectional one to generate a token that would depend only
on previous tokens [40,45]. The dictionary of tokens that corresponds to the previously
trained model ‘Ukrainian Roberta’ contains 52 thousand elements, where the first entries
are special tokens, punctuation marks, and most common words (Figure 4). Since token
dictionaries are unique for each pre-trained model, TPP also has its own peculiarities.
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After the tokenization of texts and sentences in the training sample, the distribution of the
number of tokens is the following (Figure 5). The maximum sentence length is 100 tokens,
and longer sentences are truncated.

sorted(tokenizer.vocab.items(), key=lambda x: x[1])

[('<s>', @),
('<pad>*, 1),
('</s>', 2),
('<unk>', 3),
('<mask>', 4),
("1Y5.58);
{(’"*,:6)s
('#,7),
('s', 8),
(’'%',:9),
('&', 10),
T ALY

» 12),
» 13),
, 14),
»15Y5

Figure 4. Token dictionary of “Ukrainian Roberta’.

5000 A

4000 A

3000 A

2000 A

1000

Frequency of occurrence in the text

0 50 100 150 200 250

The number of tokens in a sentence

Figure 5. Distribution of the number of tokens in the training sample.

The UA-GEC data set [15], which contains 850 and 160 texts in the training and test
samples, respectively, was chosen for the research. According to the authors, the data set
contains a total of 20,715 sentences (both with and without errors). At the time of writing,
the built-in iteration methods on the UA-GEC corpus only allow you to retrieve complete
documents, not individual sentences. The text is annotated in the following format:

I {like=>likes:::error_type=Grammar} turtles.

To process and split texts, the Regex library was used [46—48]. Regular expressions for
splitting texts into sentences and detecting errors have the following format:

split_pattern = r’\n+’

additional_split_pattern = r’(?<=["A-AL[.2!I(\.\.\.) ... ]) +=[A-T""])

error_pattern = '\ {(["\{1*\ (*\)))=>("\ 1"\ (*\}"):zerror_type=("\ I\ V
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Correct pairs are not deleted, but sentences with a number of tokens greater than four
are selected for further processing (two of them are special tokens for the beginning and
end of the sentence).

The token dictionary, corresponding to the previously studied model «Ukrainian
Roberta» [36], contains 52 thousand elements, where the first notes are the specific tokens,
punctuation characters, and the most certain words.

The neural network was trained for 15 epochs with the following hyperparameters:

n_epochs = 15;

batch_size = 8;

Ir = 0.00001.

After the 15th epoch, the value of the loss function on the test sample increases
(Figure 3), so the 15th epoch is the most optimal value in this case (Table 1). In total, as a
result of the distribution of texts according to the above-mentioned expressions, we obtain
15,599 and 2205 sentences in training (train in Figure 6) and test (validation in Figure 6)
samples, respectively.

Table 1. The categorical cross-entropy loss (CCEL) values.

Epochs CCEL Validation (Test) CCEL Train (Train)
14 0.28125 0.09309
15 0.28119 0.09299
16 0.28139 0.09375

Bert2Bert loss during training

| 1 |

I I I

w— frain
= Validation

=@= saved weights here —

A

N

2 4 6 8 10 12 14 16 18
Epochs

Figure 6. The curve of the loss function during neural network learning.

4.2. Setting the Pre-Trained mT5 MT Model

MTS5 [37] is based on the transformer architecture and is pre-trained using the Common
Crawl corpus. In total, the neural network is pre-trained on texts written in 101 languages,
including Ukrainian.

Due to limited available computing resources, the largest length of the investigated
sentences was 20 tokens, with a batch size of two records. It is worth noting that since the
neural network is pre-trained using texts written in different languages, the corresponding
token dictionary contains parts of Ukrainian words rather than full words. Therefore,



Mathematics 2023, 11, 904

10 of 19

one word is coded with more tokens, and in the context of limited sentence length, this
can lead to an incorrect presentation of training examples and their meaning, which is not
entirely complete. The neural network was trained for 10 epochs, the lowest value of the
loss function on the test sample was reached at the 4th epoch, and the weights of the neural
network were also preserved.

The main libraries used in implementing the neural network were PyTorch, Hugging-
Face Transformers, Regex, and Pandas [49,50].

Data sets may be used morphologically close to Ukrainian languages. Their simulta-
neous using in training neural networks can involve the identification of the errors caused
by local dialects. There is much local speech in Ukraine, especially in border-line territories.
The limits of the paper training neural network are based on the Ukrainian morphology
database only. The Ukrainian language was studied because we obviously collaborate with
linguists to use text data sets for it.

When taking into account restrictions on available computing resources, the longest
sentence must be 20 tokens, and the batch size is two notes. It should be noted that since
the neural network is previously trained on the different languages texts (local dialect may
be present, and words/phrases and even sentences also belong to another language), the
corresponding token dictionary contains rather parts of Ukrainian words than the whole
words. That is why one word is coded by a larger number of tokens, so the limited sentence
length leads to an incorrect presentation of the training examples and their sense.

The maximum number of tokens is limited by computing resources. (Figure 7). Incor-
rect presentation of the training examples also is possible in this case.

5000 A

4000

3000 A

2000 A

1000

Frequency of occurrence in the text

0 50 100 150 200 250 300 350

The number of tokens in a sentence

Figure 7. Distribution of token number in training sample.

A neural network was studied during 10 epochs; however, a minimum value of loss
function in the test sample was reached during the second epoch (Figure 8).

A neural network study was provided during 10 epochs for comparison, and the
scales were the same after the last epoch. It is noticed that the quality of text generation
depends on parameters, namely:

Hyper-parameters values;

Amount of studied sampling;

The number of training epochs;

Architecture and parameters number of neural network;

Token number of input text;

Studied sampling (validation data were used or was used all corpora).
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Figure 8. Curve of loss function during training HM.

To demonstrate the work of neural networks, we used our own examples and tasks of
the External Independent Assessment (standardized testing, the passing of which is manda-
tory for all graduates of Ukrainian schools who wish to enter higher educational institutions
of Ukraine). The results were obtained for the ‘Ukrainian Roberta’” encoder-decoder. The
neural network is good at placing punctuation marks in a simple sentence (Figure 9).

predict('s n He gymaB wo niHreiTna ue nerkoo')

tensor([[

o, 848, 462, 355, 18554, 16, 402, 17134, 14428,
622, 537, 4222, 4222, 2]], device='cuda:e")

['A # He aymaB, wo niHrBicTuMka — ue nerko nerko']

predict(’'fwum 6iny, Hexah we3ae Bif TebGe! - pague crnokifiHo xnoneus [...]— Hema 3 kum rosoputu!')

Input sentence

Nuwm Giay, Hexald wesae eig Tebe! - paaue CNokiiHo xnoneus [..J— Hema 3 kvm roeopuTi!

Result

Nuwm Giay, xai wesae eig Tebe! — pagus CNOKIKHO X10NeLUb... — HeEMa 3 KM roeopuTy!

predict('/iumm 6iny, Hexah me3ae Bif Tebe! - paguB CnokifiHO xnoneus — Hema 3 kum rosopuTu! ')

Input sentence

Ny Bigy, Hexali wesac eig 7ebel - paauE CNOKINHO XN0MeLs — HeEMa 3 KM rosopuTul

Result

N Bigy, xan Wwes3ae sig Tebe!l — paaus CroOKIAHO XnoMelb, — HEeMa 2 KM rosopumu!

Figure 9. Placing punctuation marks.

Next example: the neural network corrected the punctuation marks correctly but
changed the sentence independently using word combinations known to it (Figure 10). Some-
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times the neural network ‘does not understand’ the essence of the task (Figure 11—leave the
correct phrase in its initial form). Sometimes the neural network does not ‘understand’ the
essence of the task at all (Figure 12). However, in this case, the sentence has a logical structure.
In Figure 13, the neural network correctly changed the case of the noun from nominative
to vocative, but ryamr—dap6a, a feminine noun, is not correctly coordinated here, probably
because there are no similar examples in the training data set.

predict(’'f uyiei nicHi paHiwe He YyB, — CKas3as CTyAeHToBl Bacunb: — Bu 11 Bcw 3HaeTe?')

Input sentence

A UIEl MICHI PaHILE He YyB, — CK3238 CTYASHTOBI Bacunk: — By 11 BCHO 3HaeTe?

Result

A W€l NicHI paHile Ke YyB, — CKa23B CTYASHT Bacvnb Bacunbes. — Bu 1l BCHO ICTOPIK 3HaeTe?

predict('«lle % XTO CKa3as, HO OAH3 NacTiBKa He pPOGUTbL BECHM?» — MEPEMOXHO BUIYKHYE TapaH.')

Input sentence

«Lle X XTO CKa3aB, L0 OAHA N3CTIBKa He pOOUTL BECHW?> — MEPEMOXHO BUTYKHYB TapaH.

Result

=Lle X XTO CKa2aB, LU0 0AHa /1ana He POOUTE BECHW?» — BUFYKHYE TapaH.

Figure 10. Sentence changing by neural network.

predict( ' kpuuTanese gxepeno')

Input sentence

KpUliTaneee pxepeno

Result

PelTanese AXepeno — AXEPeno KEPEeNo ANA TOro NPU3HaYEHHR
Figure 11. Neural network fails to understand the task.

In Figure 14, the neural network corrected the numeral correctly but completed the
sentence in its own ‘creative’ way. In examples containing only words or phrases, the
neural network ‘tries” to complete the idea by completing sentences on its own. This is a
direct consequence of the fact that examples in the training set contain only sentences but
not phrases.

However, other methods are generally used to check words and phrases: dictionary
check and simple rule check (apostrophe, alternation of the y-8 sounds, the spelling of
1iB-, Hamis-, etc.). Preliminary results of testing of the neural network show that it defines
the essence of the task incorrectly (error correction while preserving the original meaning
of the sentence/phrase), which may be the result of the absence of individual words and
phrases in the training data set. In contrast, the neural network corrects sentences with
patterns from the training data set, which, on the contrary, may signal its overtraining.
In addition, the architecture of the RoBERTa model may be the cause of such errors. In
Figure 15, the neural network replaced 4um ... Tum with mo ... To. Some linguists believe
that this conjunction is not actually Ukrainian but Surzhyk. Simple sentences are usually a
simple task for a neural network (Figure 16). A neural network suggests several results
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sorted by higher probability. However, sometimes the most likely sentences contain errors,
for example, as in Figure 17a. Additionally, among those proposed in Figure 17b, there is a
correct sentence.

predict(’excnoHaT B My3ei')
Input sentence

EKCMOoHaT B My3el

Result

EKCMOHEHT B My3€l "®aHToM”, Ae u nobysanu Ha My3el, Ae 1 My3eli "Cnaecs Ha My3el".
predict('pganexa nyts')
Input sentence

Aaneka nyTb

Result

Aaneka nytb — ue ACBTUIA LWARX

Figure 12. Incorrect changing of a sentence.

predict(’'Cnyxaii-Ho, OcTan, 44 He Mir OM TW KYNUTWU MeH1 uyepBOHMIA ryaw?’)

Input sentence

Chyxaii-Ho, OCTan, v He MIr O1 TU KynUTI MEeHI YEPBOHWA ryaw?

Result

Cnyxaii-Ho, OCTane, Yun He Mir 61 T KymuT MeHi YepBOHMIA ryaw?

Figure 13. Change in the case of a noun.

predict(’'nATHaguaTE ")

Input sentence

NATHAAUATE

Result

M'ATH3AUATE POKIE — Lie N'ATH3AUATE.

Figure 14. Creativity of the neural network.

Input sentence
OpavH Mygpeus Baano nigmitve: Yum GinbLue nisHaew nogen, Tmm Ginblue nounHaew nobuTn TBapuH.

Result
OpavH MygpeLb BAano nigmitve: wo GinbLue nisHaeLlw niogein, 1o GinbLue NoYMHaELL NoGUTU TBAPUH.

Figure 15. Correction of Surzhyk by the neural network.
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Input sentence

KoHuepT TpuBaB Maiixe niBTopa roavHu.
Input sentence Result
BOHa XoTiNa 61 HaBYaTVC MartoBaHHS. 1 — KoHuepT TpMBaB Maiibke MIBTOPU roAuHN.
Result 2 — KoHrpec TpvBaB Malbke MiBTOPYU FOANHN.
BoHa xoTina 61 HaBuaTMCs ManioBaIun. 3 — KoHuepT TpvBaB Maiixke niBTopa roguHn.

Input sentence

Bogin aBTobyca ckasaB nacaxvpam Lo BOHU ornnaTtu npoiam.
Input sentence R it
yyopa 6yB 4yyaoBe AeHb. esu . .

1 — Bopijit aBTobyca ckasas nacaxupam, o6 BoHW onnaTtu Npoiaf,.
Result 2 — Bogi aBToOyca ckasas nacaxvpam, o6 BOHU OnnaTu npoisay.
Yyopa OyB uyynoBUIA AEHD. 3 — Bogiih aBTobyca ckasaB nacaxuvpam, Wob BOHM onnatuam npoisg.

Input sentence

BiH A6ainMBWIA NO BiQHOLLEHHIO A0 MaliHa.
Input sentence Result
Xo4y noasKyBaTH yyaCHUKIB. esu . . .

1 — BiH Typ60TIMBUMIA MO BiZHOLUEHHIO A0 MarHa.
Result 2 — BiH TypB6oTAMBMIA 38 BiJHOLLIEHHIO [0 MaiiHa.
Xouy noasKyBaTu y4yacHMKaM. 3 — Bin 1yp60o1mBuKiA A0 MaiiHa.

Figure 16. Correction of simple sentences.

Input sentence
I n " yyopa 6yB Yy0BE AEHb HAPOIKEHHS.
y:gsa z;nq::::e NeHb HAaPOAXKEHHS. Result
1 — Yyopa 6yB yygoBe OeHb HAPOWKEHHS.
Result 2 — Yyopa 6yB YyQoBuii AeHb HAPOKEHHS.
A Yyopa ByB uynoBe AeHb HapOMKEHHS. b 3 — y4yopa ByB 4yqoBe AeHb HAPOMKEHHA.

Figure 17. Wrong correction and variants of correction.

In Figure 18a, the neural network correctly replaced the phrase 3a npodecii, but
the word apxirexrop is replaced with a word that is closest in meaning. Similarly, the
most likely correct answer (number 1 in the list of suggestions) may have an incorrect
sentence (Figure 18b), but the correct variant is among the suggestions. In general, correct
sentences in the first position, i.e., with the highest probability, occur 51.6% of the time in
test sentences.

Input sentence Input sentence

BiH 3a npodecii apxiTekTop. Haxan s He 3Hana npo ue

Result Result

1 - BiH 3a chaxom iHxeHep. 1 - Haxan a He 3Hana npo ue.

2 — BiH 3a npodecii iHxeHep. 2 — Ha xank, 8 He 3Hana npo ue.
) 3 — BiH 3a cneujanbHicTio jHXeHep. b 3 — Ha moto gymKy, A He 3Hana npo ue.
é

Figure 18. Right correction.

In some sentences, mT5 offers more correct corrections (Figure 19). However, for the
final assessment and comparison of the neural networks, a sufficiently larger test corpus
is required.

It is clear from the above examples that mT5 is better at correcting grammar without
changing the original meaning of the sentence. However, this model has twice as many
parameters as the Roberta-based encoder-decoder (580 million versus 250), which requires
significant computational resources for training the neural network and obtaining pre-
dictions. The M2M100 neural network corrects grammatical errors much worse than the
two previous models (Figure 20).
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Roberta

Input sentence

BiH 3a npodecii apxiTekTop
Result

1 — BiH 3a chaxom iHkeHep

2 — BiH 3a npodpecii ilKKeHep.

3 — BiH 3a cneUlanbHICTIO IHKEHep.

mT5

Input sentence

BiH 3a npodecii apxiTekTop.
Result

1 — BiH 3a npodecii apxitekTtop

2 — BiH 3a npothecierd apxiTekTop.
3 — BiH — 3a npodpecii apXimexTop.

Input sentence
Xou4y NoAAKYBaTU Y4aCHUKIB.

Result
Xouy NnoAsKyBaTU Y4aCHAKAM.

Input sentence

Xouy nogAkyBaTh yyacHUKEB.

Result

1 — Xouy noaAKyBaTH y4acHUKIB.

2 — Xouy noaAKyBaTH yYacHUKIB.

3 — Xouy NoAAKyBATH YUYaCHUKIB. — XOouy NOAAKYBATH Y4aCcHUKIB.

Input sentence

Le cama ripLia cuTyauia.
Result

1 — Lle cama ripwa cUTyaLiA.
2 — 4 cama ripwa cuTyauin

3 — = Lle cama ripua cutyauia

Input sentence

Le cama ripLwa cuTyauia.
Result

1 — Lle Haliripua cuTyauia.
2 — Lle cama ripuwa cutyaua
3 - Lle cama ripuma cutyauia

Input sentence

LLle 6 My cTiNLKM Npo4MTany ckasana Bacumuua.
Result

1 — LLle © My CTINbKM NpoYMTanu, ckasana Kupnnuia

2 — le © My cTinbkn npounTany, ckazana Muxainuhsa.
3 — lLle © MK TaK NnpouMTanu, cka3ana Kupunuxa.

Input sentence

Llle © My CTINLKM NpodUTany ckaszana Bacunuua
Result

1 — e 6 mu CTiNbKM Npo4UTany, ckasana Bacurmua

2 — Ule 6 mu cTinBkK NpounTanu, — ckasana BacunuHa.

3 —Lle 6 MK cTiNLKKM NpouUTanK ckasana Bacunuuxa.

Input sentence

CrosAna Hiy kpacuea MoB KapmeH, YepBoHi il YopHi Mipana TposHaun.
Result

1 — CrosAna Hiy, kpacusa KapmeH, YepBOHI i YOpHI MipANa Tp oAHaM.
2 — Crosna Hiv, kpacusa KapMeH, YepBOHI i Bini MipAna TposHau.
3 — Crosna Hiv, kpacusa KapmeH, Bini it YOpH MIpAnNa TpoAHAW .

Input sentence

CTosAna HiY Kpacuea MoB KapmeH, YepBOH i YOPHI MIpANa TPOAHAW.
Result

1— CToAna Hiy kpacmea, MoB KapmeH, YepBOH 1 YOpHI MipANa TPOAHIH.
2— CToAna Hi4 KpacKea MoB KapMmeH, YepBOHI i YopHI MipANna TpoAHaH
3— CTosAna HiY KpacKBa, MoB KapMeH, YepBOH Ta YOpHI MipANa TPOAHL

Input sentence

Xoua cHI'y He/Mae Npo/Te HadBeopi Mopoa Npobupae nocriHi.

Result

1—Xoua CHI'y HeMae MPO Lie HaJBOpi, MOP03 MOpo3 NPpoBUpae NocnuH
2 —Xoya cHiry He Mae Npo Lie HAIBOpI, MOPO2 MOP03 NPOBUPaE NOCMMHI.
3 - Xouya cHiry He Mae ByTv HagBopi, MOPO3 MOP 03N NpoBKPae NOCMUHI.

Input sentence

Xoua cHIry He/Mae Npo/Te HagBOpI MOPO3 NPoBKpa e NOCAMHI.
Result

1 — Xoua cHiry Hemae Npo Te HaaBopl Mopo3 Npobupae N0 CAUHI.
2 — Xoya CcHiry He Mae Npo Te HaaBopi MOpo3 NPoBKUpae NOCMNHI.
3 — Xoya cHiry He Mae Npo Te HaaBopi MOPO3 NPOBKUpaE No_CNMHI.

Figure 19. Variants of correction by different neural network models.

Input sentence

BiH 3a npodecii apxiTeKkTop.
Result Result
1 — BiH 3a npodecii apxiTekTopy.
2 — BiH 3a npodpecii apxiTektope.
3 — BiH 3a npodpecii apxiTektop.

Input sentence
Bopiit aBToByca ckasas nacaxxvpam Lob BOHW onnaTu npoiaa.

1 — Bopit aBTOByca ckasaB nacaxvpam, LWob BoHM onnatu npoiaA.
2 — Bogpiit aBTobycH ckazaB nacaxupam, Wob BoHW onnaTtu npoisa.

3 — Bogiit aBTobycy ckasaB nacaxupam, Lo BoHM onnaTtu npoisa.

Input sentence
Xouy noasKyBarTy yyacHUKIB.
Result Result

1 — Xo4y noaAKyBaTH y4acHWKIB.
2 — Xoua noasiKyBaTh yYacHMKIB.

3 — Xouy njafKyBaTU yYacHWUKIB.

Input sentence
KoHuepT TpvBaB maliixe nisTopa roguHu.

1 — KoHuepT TpuBaB Maiixe niBTopa roavHW.
2 — KoHrpec TpuBaB Maike MiB POKy.

3 — KoHuepT TpuBaB Maiixke niBTOpU roavHA.

Figure 20. Work of the M2M100 neural network.

5. Discussion

There are currently no standard metrics for evaluating the quality of functioning of
GEC systems, so the c [43] and METEOR [44] metrics are usually used.
In order to estimate these systems in general, metrics of machine translation quality

are used, but there are some disadvantages.

A disadvantage of BLEU can be considered comparing strings, resulting in the possi-
bility of several methods ignoring the correction of some grammatical errors. Additionally,
GEC quality methods cannot be compared to some other translation systems since, in the
first case, the major number of N-gram in the sentences coincided (or entirely coincided if
grammatical errors were absent and the sentence was not changed).

The following results were obtained for three artificial neural networks (Figure 21):

e  ‘Ukrainian Roberta’ Encoder-Decoder—0.697;

o  Google’s mT5—0.908;
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Facebook’s M2M100—0.847.

1.2

1.0

EBLEU W METEOR

0.8

0.6

04

0.2

0

“Ukrainian Roberta” Encoder-Decoder  Google’smT5 Facebook’'s M2M100

Figure 21. The results of applying the neural network.

Similarly, as in BLUE-metrics, the main unit to estimate in METEOR-metrics is a

sentence. As a result of metrics processing on the phase level, the correlation with the
human decision, according to [44], is 0.964, while the correlation with BLUE is 0.817 for
the same input data. The maximum correlation with experts” estimation is 0.403 on the
sentence level. The algorithm first realizes text leveling between two sentences, a string of
standard translations, and a string of input estimating text. This metric uses several steps to
establish correspondence between words of machine translation and standard translation
to compare two strings:

1.

2.

The exact establishment of correspondence means to determine strings that are identi-
cal in standard and machine translation;

The establishment of stem correspondence is called ‘steaming’, which is determined
by words with the same stem in standard and machine translation;

The establishment of synonyms correspondence means determining words being
synonyms corresponding to WordNet.

There are obtained the following results for three artificial neural networks (Figure 21):
‘Ukrainian Roberta’ Encoder-Decoder—0.876;

Google’s mT5—0.956;
Facebook’s M2M100—0.925.

6. Conclusions

Building a good machine learning model for GEC in morphologically complex texts
requires a large amount of parallel or manually labeled data. Manual data annotation
requires much effort by professional linguists, which makes the creation of text corpora
a time- and resource-consuming process.

Solving the task of automatic detection and correction of errors in Ukrainian texts
requires further research due to the small number of works focusing on the study of the
Ukrainian language. In addition, according to the results of the study of S.D. Pohorily
and Kramova A.A. [27], the methods used to study the English language cannot be
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References

used for Ukrainian since the latter is a much more complex and morphologically
richer language.

The appearance of the new transformer deep learning architecture in 2017 [3], which
includes an attention mechanism, allowed for significant simplification of the devel-
opment of language models. A disadvantage of this approach for developing models
for different languages is the need for large corpora of annotated or parallel data. The
only (at the time of writing) Ukrainian-language data set [15] contains only tens of
thousands of sentences, and such a number of training samples is not enough to create
an automatic intelligent system for identifying and correcting grammatical errors for
Ukrainian texts.

The development of a quality system for checking the grammatical correctness of sen-
tences in Ukrainian texts requires a combination of machine learning algorithms with
several different types of methods, in particular, the application of expert knowledge
in computer linguistics.

The best value for both BLEU and METEOR is obtained for the mT5 model. The
results are consistent with the analysis of our own examples, in which the most
accurate error corrections without changing the initial sentence were obtained for this
neural network. The results of applying the neural network at the phrase level are the
following: the correlation with the human decision was 0.964, while the correlation
with BLUE was 0.817 on the same set of input data. At the sentence level, the maximum
correlation with the experts” assessment was 0.403. Calculated metrics allow only
partial comparison of the models since most of the words and phrases in the original
and corrected sentences match. The best value of both BLEU (0.908) and METEOR
(0.956) was obtained for mT5. Mt5 has a higher BLEU score than the ‘Ukrainian
Roberta” encoder-decoder (0.697); however, subjectively evaluating the results of
correcting examples, Mt5 performs much worse. Mt5 also has a higher METEOR score
than the “Ukrainian Roberta’” encoder—-decoder (0.876). A cross-validation procedure
can be the forthcoming step of our research.
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