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Abstract: Long non-coding RNAs (lncRNA) are a class of RNA transcripts with more than 200 nu-
cleotide residues. LncRNAs play versatile roles in cellular processes and are thus becoming a hot
topic in the field of biomedicine. The function of lncRNAs was discovered to be closely associated
with subcellular localization. Although many methods have been developed to identify the sub-
cellular localization of lncRNAs, there still is much room for improvement. Herein, we present a
lightGBM-based computational predictor for recognizing lncRNA subcellular localization, which is
called LightGBM-LncLoc. LightGBM-LncLoc uses reverse complement k-mer and position-specific
trinucleotide propensity based on the single strand for multi-class sequences to encode LncRNAs and
employs LightGBM as the learning algorithm. LightGBM-LncLoc reaches state-of-the-art performance
by five-fold cross-validation and independent test over the datasets of five categories of lncRNA
subcellular localization. We also implemented LightGBM-LncLoc as a user-friendly web server.
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1. Introduction

Long non-coding RNAs (lncRNAs) generally refer to a type of RNA transcripts with
more than 200 nucleotides which are transcribed from DNA but never code for proteins [1,2].
A large body of evidence indicates that lncRNAs act as key regulators by binding RNA,
DNA, or proteins in numerous cellular processes, including the cell cycle [3], differenti-
ation [4,5], and metabolism [6,7]. For example, some lncRNAs control gene expression;
some affect replication or the response to DNA damage and repair; some are involved in
splicing, turnover, translation, and signal pathways [8]; and some lncRNAs target miR-
NAs and mRNAs, so their localization is very important [9]. Xing et al. discovered the
involvement of lung cancer-related transcript 1 (LUCAT1) in the regulation of multiple
tumors, including lung cancer, breast cancer, ovarian cancer, thyroid cancer, and renal cell
carcinoma; thus, LUCAT1 was viewed as a potential prognostic biological marker and
therapeutic target for cancer [10]. The roles of lncRNAs in cellular processes are closely
associated with their subcellular localization [11], which determines which partners they
interact with, as well as what post- or co-transcriptional regulatory modifications occur,
and influence the external stimuli directly impacting lncRNA function [12]. For example,
nuclear lncRNAs are, overall, more abundant and less stable than cytoplasm lncRNAs, so
the nuclear lncRNAs function differently from cytoplasm lncRNAs. The former modulate
transcriptional programs through chromatin interactions and remodeling [13–15], while
the latter mediate signal transduction pathways, translational programs, and posttranscrip-
tional control of gene expression [12]. Therefore, knowledge about lncRNA subcellular
localization is helpful to infer or understand its functions.
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Benefiting from advances in artificial intelligence, no less than ten computational
methods have been developed in the past two decades for predicting the subcellular
localization of protein [16–20]. For instance, Hua et al. [21] proposed a support vector
machine (SVM)-based tool for recognizing the subcellular localization of proteins both
in prokaryotic organisms and in eukaryotic organisms in the early year of 2001, and
Almagro Armenteros et al. [22] developed a recurrent neural network and attention-based
deep learning method for predicting protein subcellular localization. Shen et al. [23]
comprehensively compared and evaluated these developed web-based tools for predicting
human protein subcellular localization across various benchmark datasets. However, the
prediction of lncRNA subcellular localization lags seriously behind the prediction of protein
subcellular localization. Until the last 5 years, only a few computational methods had been
proposed to address lncRNA subcellular localization prediction. Cao et al. [24] developed
an ensemble-learning-based method (lncLocator) to predict five types of lncRNA cellular
localization. Cao et al. [24] extracted k-mer features and high-level features from primary
sequences and used them to train two SVM classifiers and two random forest classifiers,
respectively. The four classifiers were stacked to determine lncRNA subcellular localization.
Su et al. [25] used the general pseudo-k-tuple nucleotide composition (PseKNC) to represent
lncRNA sequences and built an SVM-based method (called iLoc-lncRNA) for lncRNA
subcellular localization prediction. Because the numbers of lncRNAs located in different
organelles are imbalanced, models built on the imbalanced datasets would be in favor
of categories with dominating lncRNAs in terms of number. Feng et al. [26] extracted
multi-source representations from multiple perspectives and employed heterogeneous
fusion and feature selection to overcome the impact of data imbalance. Gudenas et al. [27]
used multiple informative features including k-mers to represent lncRNAs and developed
a deep neural-network-based method for the prediction of lncRNA subcellular localization.
Zeng et al. [28] suggested that k-mers are the frequencies of different continuous nucleotide
combinations that are sufficient to extract simple sequence motifs. In fact, k-mers lose
information about their order and position and thus fail to extract semantic relationships
between nucleotides or nucleotide combinations in the context. Zeng et al. [28] used
sequence semantics captured by word2vec [29,30] in addition to k-mers to improve the
representation of lncRNAs. For lncRNA sequences of variable length, it is very inconvenient
to extract features from the whole sequence. Inspired by the idea of spatial pyramid
pooling [31], Zeng et al. [28] divided lncRNA sequences into m consecutive subsequences,
each represented by semantics, as well as k-mers. The average pooling of m representations
was the representation of a lncRNA. However, average pooling is not an optimal strategy:
it averaged representations over m subsequences, which lost remarkable representations.
Here, we used the reverse complement k-mer (RCKmer), as well as the position-specific
trinucleotide propensity based on a single strand for multi-class sequences (PSTNPSSMC),
to represent lncRNA, and we propose a Light Gradient Boosting Machine (LightGBM)-
based method for classifying five types of lncRNA subcellular localizations.

2. Methods
2.1. Dataset

The training dataset was downloaded directly from DeepLncLoc [28] (http://bioinformatics.
csu.edu.cn/DeepLncLoc/ accessed on 16 December 2021), which is a newly developed
method for predicting lncRNA subcellular localization. The original data were retrieved
from the RNALocate database [32], which contains 42,190 manually curated and experimen-
tally validated RNA-associated subcellular localization entries. Zeng et al. [28] preprocessed
these data by the following steps: (a) lncRNAs with multiple entities were merged into a
unique entity according to the identical gene name, (b) lncRNAs with multiple localizations
were removed, and (c) categories with fewer than 10 lncRNAs were excluded. Five subcel-
lular localization entities (nucleus, cytosol, cytoplasm, ribosome, and exosome) were finally
preserved, containing 857 lncRNAs. The numbers of lncRNAs with subcellular localization
in the nucleus, cytosol, cytoplasm, ribosome, and exosome were 325, 88, 328, 88, and 28,

http://bioinformatics.csu.edu.cn/DeepLncLoc/
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respectively. The maximum length of the lncRNA sequences was 55,120, the minimum was
166, and the average was 8216.

The independent test dataset was also downloaded from DeepLncLoc [28]. LncR-
NAs of three types of subcellular localization (nucleus, cytoplasm, and ribosome) were
obtained from the lncSLdb database [33], and lncRNA of the two other types of subcellular
localization (cytosol and exosome) were retrieved by Zeng et al. [28] from the medical
literature database PubMed (https://pubmed.ncbi.nlm.nih.gov/ accessed on 25 December
2021) with the combined keywords lncRNA and cytosol or lncRNA and exosome. All the
lncRNA sequences were retrieved from the NCBI database, and sequence redundancies
were decreased to 0.9 using CD-Hit [34,35], a commonly used sequence clustering program.
The independent test data finally consisted of 67 lncRNAs, of which 20 belonged to the
cytoplasm, 20 to the nucleus, 10 to the ribosome, 10 to the cytosol, and 7 to the exosome.

2.2. Methodology

As shown in Figure 1, the proposed method was composed of sequence division, rep-
resentation of sequences, training the classifier, and predicting the subcellular localization
of lncRNAs. The lncRNAs differ greatly in sequence length. It is impossible for machine
learning algorithms to deal with these lncRNAs of variable length. Therefore, the first step
is to process lncRNA sequences to a fixed length. We cut the first 166 nucleotide residues
from each lncRNA sequence. Then, we computed the PSTNPSSMC and RCKmer [36,37] of
lncRNA subsequences and employed LightGBM [38,39] to learn a classifier. The trained
LightGBM finally predicted the subcellular localization of the unknown lncRNAs that had
been preprocessed and then represented by the PSNTPSSMC and RCKmer.
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Figure 1. The overview of the proposed LightGBM-LncLoc.

2.3. Feature Selection
2.3.1. PSTNPSSMC

The position-specific trinucleotide propensity based on the single strand (PSTNPSS)
was initially designed to extract features from binary-class sequences [40]. Here, we
extended it to deal with multi-class sequences. Assume that the lncRNA sequence S
is s1s2 · · · sL, where L is the uniform length of S. The lncRNA sequence S is then di-
vided into 3-mers in one stride, namely, s1s2s3, s2s3s4, · · · , sisi+1si+2, · · · , sL−2sL−1sL.

https://pubmed.ncbi.nlm.nih.gov/
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Moreover, sisi+1si+2 is one of 64 types of 3-mer nucleotides, where i denotes the posi-
tion in the sequence. The position-specific trinucleotide propensity matrix is denoted by

Zk =


zk

1,1 zk
1,2 . . . zk

1, L−2
zk

2,1
...

zk
2,2
...

. . .
...

zk
2,L−2

...
zk

64,1 zk
64,2 · · · zk

64,L−2

 (1)

where zk
i,j denotes the occurrence probability of the i-th type of 3-mer at the j-th position

in the sequence, and k ∈ {nucleus, cytosol, cytoplasm, ribosome, exosome}. zk
i,j can be

estimated from the corresponding occurrence frequency in all the samples of the training
dataset. For each sisi+1si+2, we consult the position-specific trinucleotide propensity matrix
Zk to obtain its frequency fk

i . fk
i is sorted from large to small at the given position i. We

use a label array C of the same size as fk
i to record the type of the subcellular localization.

We count the occurrence numbers of five types of subcellular localization in the array. The
position-specific trinucleotide propensity matrix with the maximum occurrence number
among the five types is used to characterize the lncRNA sequence. For example, if the
cytosol occurs the most times in the label array, the lncRNA sequence S is represented by

S =
(

fcytosol
1 , fcytosol

2 , . . . , fcytosol
L−2

)
(2)

where fcytosol
i belongs to the set of elements in the i-th column of Zcytosol. Let us take

a simple sequence, AACGCCT, as an example. The types of 3-mers AAC, ACG, CGC,
GCC, and CCT were assumed to correspond to 2, 7, 26, 38, and 24, respectively. Then,
we compare all zk

2,1 k ∈ {nucleus, cytosol, cytoplasm, ribosome, exosome} and choose
the max number and record its localization type k in label array C. Next, we com-
pare zk

7,2, zk
26,3, zk

38,4, and zk
24,5 in order. Assuming that the label array of sequence

AACGCCT is C[cytosol, cytoplasm, ribosome, exosome, cytosol], it is not hard to see
that the maximum localization type is cytosol. Then, we use all values from Zcytosol, that
is, (zcytosol

2,1 , zcytosol
7,2 , zcytosol

,26,3 , zcytosol
38,4 , zcytosol

24,5 ), as the feature encoding.

2.3.2. RCKmer

The RCKmer [36,37] is a variant of k-mer representation. The reverse complement of a
DNA sequence is organized by exchanging T and A and exchanging G and C in the original
sequences, i.e., A and T are paired, and G and C are paired [41]. The RCKmer views two
complemented k-mer nucleotides as identical k-mers. For example, in the RCKmer, ‘TT’ is
identical to ‘AA’ and ‘GG’ is identical to ‘CC’. For k = 2, there are 16 types of traditional
k-mer, but there are only 10 types of RCKmer, i.e., ‘AA’, ‘AC’, ‘AG’, ‘AT’, ‘CA’, ‘CC’, ‘CG’,
‘GA’, ‘GC’, and ‘TA’. The number of RCKmer types is calculated by{

22k−1 k = 1, 3, 5, · · ·
22k−1 + 2k−1 k = 2, 4, 6, · · · (3)

2.4. LightGBM

LightGBM [38] is a highly efficient implementation of the gradient boosting decision
tree (GBDT) [42], which is a popular machine learning algorithm. The GBDT is an additional
model. At each iteration, it learns a new decision tree that is intended to fit residues between
the target and sum over outputs of the previous decision. In the process of implementing
the GBDT, there are a few schemes to solve the objective, including the exact greedy strategy
and approximate algorithms. Even for the same scheme, there are still different physical
implementations. The well-known XGBoost [43], pGBRT [44], scikit-learn [45], and gbm in
R [46] are representatives of these implementations. The lightGBM uses Gradient-based
One-Side Sampling [38] (GOSS) to reduce the number of training samples and Exclusive
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Feature Bundling [47] (EFB) to bundle features. GOSS assumes that the samples with larger
gradients contribute more to the information gain than do the ones with smaller gradients.
GOSS first sorts all the samples by the absolute value of their gradients in descending
order and then chooses a certain proportion of top samples. GOSS also samples a certain
proportion of samples from the remaining data. EFB models the bundling of features as the
graph coloring where it views the features as vertices and the conflict between features as
weighted edges. Both GOSS and EFB greatly reduce the computing complexity, but not at
the expense of the predictive accuracy.

2.5. Validation and Metrics

We utilized two ways to check the performance of the proposed method. One is
fivefold cross-validation, and the other is the independent test. Five-fold cross-validation
divides the training dataset into five parts, of which four parts are used to train the model
and one is used to test the method. The process is repeated five times. The independent
test uses data completely different from the training dataset to test the trained method.
The accuracy (ACC), Macro F-measure, and area under the receiver operator characteristic
curve (AUC) were adopted to evaluate the predictive results. The ACC is calculated by

ACC =
∑N

i=1 I(predi == labeli)
N

, (4)

where N is the total number of all the samples and I is an indicator function.
The Macro F-measure is computed by

Macro F−measure =
1
n ∑n

i=1
2∗precision(i)∗recall(i)

precision(i) + recall(i)
(5)

where

Precision(i) =
TP(i)

TP(i) + FP(i)
(6)

Recall(i) =
TP(i)

TP(i) + FN(i)
(7)

Macro Precision =
1
n ∑n

i=1
TP(i)

TP(i) + FP(i)
(8)

Macro Recall =
1
n ∑n

i=1
TP(i)

TP(i) + FN(i)
(9)

Although this is a multi-class question, it is feasible to calculate the Precision and
Recall as for a binary problem. When calculating the Precision and Recall of the i-th
category, all the samples of this category were viewed as positive, and others were viewed
as negative. Therefore, TP(i), FN(i), and FP(i) denote the numbers of true positive samples,
false negative samples, and false positive samples, respectively, for the i-th category.

3. Results and Discussion
3.1. Feature Combination Optimization

In the field of machine learning, representations of samples play equivalent roles in
predictive accuracy with learning algorithms. Therefore, developing informative represen-
tations is also what is firstly emphasized in recognizing long non-coding RNA subcellular
localization. More than ten representations have been developed to represent RNA se-
quences over the past decades, such as the frequently used composition of k-spaced nucleic
acid pairs (CKSNAP) [48], nucleotide chemical properties (NCP) [49], accumulated nu-
cleotide frequency (ANF) [36], enhanced nucleic acid composition (ENAC) [36], and nucleic
acid composition (NAC) [36]. We conducted five-fold cross-validation over the training
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dataset to compare these representations. The performance evaluation is presented in
Table 1. The PSTNPSSMC performed best, reaching an average ACC of 0.673, an average
AUC of 0.895, and a Macro-F-measure of 0.290. The RCKmer was second only to the
PSTNPSSMC, and the ANF performed worst.

Table 1. Performance using LightGBM on a single representation under 5-fold cross-validation.

Feature Type ACC AUC Macro F-Measure

PSTNPSSMC 0.673 0.895 0.776

RCKmer 0.512 0.616 0.290

CKSNAP 0.467 0.592 0.267

NAC 0.466 0.590 0.240

ENAC 0.463 0.612 0.261

NCP 0.454 0.591 0.246

ANF 0.429 0.531 0.233

We used the forward-searching strategy to look for an optimal combination of rep-
resentations. The forward-searching strategy first sorted all the representations by the
predictive ACC in descending order and then chose the best single representation as the
initial expanding set. As shown in Table 1, the best single representation was PSTNPSSMC,
followed successively by RCKmer, CKSNAP, NAC, ENAC, NCP, and ANF. Next, the
expanding set was combined with other single representations, i.e., PSTNPSSMC was
combined respectively with RCKmer, CKSNAP, NAC, ENAC, NCP, and ANF. The combi-
nations better than the best single representation were reserved to update the expanding
set. We continued to combine the expanding set with other single representations, and
the better combinations were preserved to update the expanding set. The process was
repeated until the combinations did not bring better prediction accuracy than using only
PSTNPSSMC. Table 2 lists all combinations of features for which the accuracy was greater
than that of PSTNPSSMC alone. The combination of PSTNPSSMC and RCKmer reached
the best ACC, so we chose PSTNPSSMC and RCKmer as the lncRNA representation.

Table 2. Performance using LightGBM on combinations of different representations under 5-fold
cross-validation.

Feature Type ACC AUC Macro F-Measure

PSTNPSSMC 0.673 0.895 0.776

PSTNPSSMC + RCKmer 0.696 0.904 0.772

PSTNPSSMC + CKSNAP 0.687 0.899 0.758

PSTNPSSMC + RCKmer + CKSNAP 0.695 0.906 0.775

PSTNPSSMC + RCKmer + NAC 0.686 0.901 0.769

PSTNPSSMC + CKSNAP + NAC 0.678 0.905 0.780

3.2. Selection of Learning Algorithms

The predictive performance also depends on the learning algorithms. We tested
six popular machine learning algorithms for classifying the subcellular localization of
lncRNA, i.e., LightGBM [38], XGBoost [50], support vector machine [51], random forest [52],
logistic regression [53], and multilayer perceptron [54]. We used these six machine learning
algorithms with the seven common feature encodings described above under five-fold
cross-validation. The performance results are provided in Supplementary Tables S1–S5.
Except for the logistic regression algorithm, the algorithms had the best results on the
feature PSTNPSSMC. The predictive accuracy of the six algorithms under five-fold cross-
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validation with feature PSTNPSSMC is presented in Table 3. LightGBM performed best,
reaching an accuracy of 0.673, which was more 0.028 than the second-best. Therefore, we
chose LightGBM as the learning algorithm for classification of the subcellular localization
of lncRNA.

Table 3. Performance of different machine learning algorithms with feature PSTNPSSMC under
5-fold cross-validation.

Methods ACC AUC Macro F-Measure

LightGBM 0.673 0.895 0.776

XGBoost 0.645 0.895 0.735

SVM 0.602 0.882 0.700

Random Forest 0.632 0.890 0.752

Logical regression 0.395 0.839 0.242

Multilayer perceptron 0.557 0.854 0.664

3.3. Parameter Optimization

In both LightGBM and RCKmer, there exist some parameters which would influence
the predictive accuracy. In order to improve the predictive performance, we further
optimized these parameters. In the feature PSTNPSSMC combined with RCKmer, the
parameter k of the RCKmer denotes the number of continuous nucleotide resides. We
investigated the effect of different k values on performance. Table 4 presents the predictive
accuracies under five-fold cross-validation for k = 2, 3, 4, 5, and 6. With the increment in k,
the accuracy increased slowly. When k was 5, the accuracy reached the best value of 0.700,
and then it decreased dramatically. Therefore, we set k to 5 in the subsequent experiments.

Table 4. Performance of feature PSTNPSSMC combined with various values of parameter k in
the RCKmer.

k ACC AUC Macro F-Measure

2 0.692 0.906 0.785

3 0.696 0.904 0.772

4 0.698 0.903 0.793

5 0.700 0.905 0.779

6 0.672 0.897 0.759

The lightGBM has many parameters to set, such as the minimal data in one leaf
node (min_data_leaf), feature fraction (feature_fraction), maximum depth in one tree
(max_depth), and maximum number of leaves in one tree (num_leaves). These parameters
affect its performance. As shown in Figure 2, the predictive performance varied greatly with
the parameter values. The accuracy curve fluctuated as the minimal data in one leaf node
ranged from 10 to 30. The accuracy reached the highest performance at 17 (Figure 2a). The
accuracy first decreased dramatically as the feature fraction increased and then ascended
dramatically to the best at feature fraction 1 (Figure 2b). The accuracy fluctuated with the
maximum depth in one tree, reaching the best when it was 5 (Figure 2c). The accuracy
fluctuated dramatically with the maximum number of leaves in one tree and then tended
to be stable when the maximum number of leaves was 24 (Figure 2d). Therefore, we set the
minimal data in one leaf node, the feature fraction, the maximum depth in one tree, and
the maximum number of leaves in one tree to 17, 1, 5, and 24, respectively.
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LncRNAs are of variable length. It is a challenging task for machine learning algo-
rithms to deal with variable-length sequences. We simply cut the first 166 nucleotide
residues of sequences to represent lncRNAs; 166 was the minimum length of all the training
lncRNA sequences. We compared this choice with the last 166 nucleotide residues and
continuous 166 nucleotide residues at any position. Table 5 lists their performance after
five-fold cross-validation. The first 166 nucleotide residues more informatively reflected
the type of subcellular localization than did the last 166 nucleotide residues, followed by
166 continuous nucleotide residues at any position.

Table 5. Comparison of lncRNA subsequences at various positions.

Location ACC AUC Macro F-Measure

The first 166 of lncRNAs 0.703 0.904 0.792
The last 166 of lncRNAs 0.607 0.887 0.704
Random 166 of lncRNAs 0.583 0.862 0.671

3.4. Comparison with State-of-the-Art Methods

Over the past ten years, no less than ten computational methods have been devel-
oped for distinguishing or recognizing the subcellular localization of lncRNAs. Some
methods have not been developed into tools. Some provided stand-alone software or
web servers, but they did not work or are not available at present. Based on these con-
siderations, we compared our proposed method with only two state-of-the-art methods:
iLoc-lncRNA [25] and DeepLncLoc [28]. iLoc-lncRNA can predict four types of subcel-
lular localizations (nucleus, cytoplasm, ribosome, and exosome). DeepLncLoc can pre-
dict five types of subcellular localizations (nucleus, cytoplasm, ribosome, cytosol, and
exosome). We used their web servers to compare the predictions (iLoc-lncRNA is avail-
able at http://www.csbio.sjtu.edu.cn/bioinf/lncLocator/ (accessed on 13 April 2022) and

http://www.csbio.sjtu.edu.cn/bioinf/lncLocator/
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DeepLncloc is available at http://bioinformatics.csu.edu.cn/DeepLncLoc/ accessed on
13 April 2022). To the best of our knowledge, DeepLncLoc is the latest method to classify
the multi-type subcellular localization of lncRNAs. Tables 6 and 7 present the performance
of five-fold cross-validation and the independent test, respectively. Obviously, both on
the cross-validation and on the independent test, LightGBM-LncLoc completely outper-
formed DeepLncLoc. For example, LightGBM-LncLoc increased the ACC by 0.158 over
DeepLncLoc on cross-validation, and it increased the ACC by 0.03 over DeepLncLoc and
by 0.06 over iLoc-lncRNA on the independent test. We conducted five-fold cross-validation
10 times. A box plot is shown in Figure 3. The average ACC is still 0.698, far exceeding
that of DeepLncLoc. Table S8 shows the details of these ten experiments. Figure 4 shows
the ROC curves of five categories of lncRNA subcellular localization over the five-fold
cross-validation. It was observed that the performance of each class was different. The
performance was better for the cytosol, exosome, and ribosome than for the other two cate-
gories. Table 8 presents the performance of each category of lncRNA subcellular localization
over the independent test. iLoc-LncRNA cannot predict the cytosol subcellular localization
type. In order to compare the performance objectively and fairly, all cytosol sequences in
the test set were removed when testing iLoc-LncRNA. There was a difference between the
predictive accuracies of the lncRNA categories. For example, LightGBM-LncLoc reached
the best Recall (0.900) on the nucleus and reached the worst Recall (0.400) on the cytoplasm
and ribosome. The best Precision was 1 on the cytosol and exosome, while the worst was
0.429 on the nucleus. As shown in Table 8, except for exosome, LightGBM-LncLoc outper-
formed DeepLncLoc in terms of F-measure, indicating the superiority of LightGBM-LncLoc.
Figures S1 and S2 show the confusion matrices in the independent test with DeepLncLoc
and iLoc-lncRNA.
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Table 6. Performance on 5-fold cross-validation.

Predictor ACC Macro F-Measure AUC

DeepLncLoc 0.548 0.420 0.820
LightGBM-LncLoc 0.706 0.786 0.904

Table 7. Performance on the independent test.

Predictor Macro Precision Macro Recall Macro F-Measure ACC

iLoc-lncRNA 0.488 0.445 0.458 0.507

DeepLncLoc 0.702 0.524 0.563 0.537

LightGBM-LncLoc 0.779 0.525 0.576 0.567
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Table 8. Performance for each class on the independent test.

Predictor LightGBM-LncLoc DeepLncLoc iLoc-lncRNA

Precision Recall F1 Precision Recall F1 Precision Recall F1

Cytoplasm 0.667 0.400 0.500 0.778 0.350 0.483 0.553 0.700 0.618
Nucleus 0.429 0.900 0.581 0.400 0.800 0.533 0.467 0.350 0.400

Ribosome 0.800 0.400 0.533 0.500 0.400 0.444 0.333 0.500 0.316
Cytosol 1.000 0.500 0.667 0.833 0.500 0.625 null null null

Exosome 1.000 0.429 0.600 1.000 0.571 0.727 0.600 0.429 0.500

Note: F1 represents F-measure.

3.5. WebServer

We deployed LightGBM-LncLoc at the website http://www.biolscience.cn/LightGBM_
LncLoc/ for the purpose of conveniently recognizing the subcellular localization of lncRNA.
The only thing users need to do is submit the lncRNA sequences in FASTA format to the
textbox or upload a fasta file, and then click the button “submit”. It will take a certain
time to return the predicted results. The consumed time will depend on the number of
lncRNA sequences. In general, computing a sequence takes less than 5 s. The predictive

http://www.biolscience.cn/LightGBM_LncLoc/
http://www.biolscience.cn/LightGBM_LncLoc/
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result is exhibited as a table that shows the probabilities of classifying the input into each
subcellular localization type.

4. Conclusions

Identifying the subcellular localization of lncRNAs is critical to exploring their roles
in cellular processes. Due to the limitations of current techniques and knowledge, it is
a challenging task to precisely recognize the subcellular localization of lncRNAs. We
developed a lightGBM-based computational predictor for recognizing lncRNA subcellular
localization (LightGBM-LncLoc) and implemented it as a user-friendly webserver. The
LightGBM-LncLoc obtained an average accuracy of 0.706 with five-fold cross-validation
and an average of 0.567 with the independent test, outperforming two state-of-the-art
methods: iLoc-lncRNA and DeepLncLoc. LightGBM-LncLoc is able to identify up to five
categories of lncRNA subcellular localization.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/math11030602/s1, Figure S1: Confusion matrix of LightGBM-
Lncloc with DeepLncLoc on the test set. (a) LightGBM-Lncloc, (b) DeepLncLoc. In the confusion
matrix, the horizontal coordinates represent the predicted labels and the vertical coordinates represent
the true labels. The diagonal line represents the number of correctly predicted samples. Figure S2:
Confusion matrix of LightGBM-Lncloc with iLoc-lncRNA on the test set. (a) LightGBM-Lncloc,
(b) iLoc-lncRNA. In the confusion matrix, the horizontal coordinates represent the predicted labels
and the vertical coordinates represent the true labels. The diagonal line represents the number of
correctly predicted samples. Table S1. The performance evaluation results of 7 feature encoding using
XGBoost; Table S2. The performance evaluation results of 7 feature encoding using SVM. Table S3. The
performance evaluation results of 7 feature encoding using Random Forest. Table S4. The performance
evaluation results of 7 feature encoding using Logical regression. Table S5. The performance
evaluation results of 7 feature encoding using Multilayer perceptron. Table S6. The performance
evaluation results of 5 optimal candidate base classifiers with their best feature combination. Table S7.
Hyper-parameter values of the optimal candidate base classifiers. Table S8. The performance of 5 fold
cross-validation under 10 different random seeds.
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