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Abstract: The Voronoi summation formula is known to be equivalent to the functional equation
for the square of the Riemann zeta function in case the function in question is the Mellin tranform
of a suitable function. There are some other famous summation formulas which are treated as
independent of the modular relation. In this paper, we shall establish a far-reaching principle which
furnishes the following. Given a zeta function Z(s) satisfying a suitable functional equation, one
can generalize it to Z¢(s) in the form of an integral involving the Mellin transform F(s) of a certain
suitable function f(x) and process it further as Z(s). Under the condition that F(s) is expressed as
an integral, and the order of two integrals is interchangeable, one can obtain a closed form for Z £(8).
Ample examples are given: the Lipschitz summation formula, Koshlyakov’s generalized Dedekind
zeta function and the Plana summation formula. In the final section, we shall elucidate Hamburger’s
results in light of RHBM correspondence (i.e., through Fourier-Whittaker expansion).

Keywords: summation formulas; modular relation; Mellin tranform; Riemann zeta function;
functional equation

MSC: 11F32; 11F20; 11A25

1. The Principle and Statement of Results

We shall provide a new principle in the theory of modular relations—equivalent
assertions to the functional equation—which enables us to establish a closed form for
processed sums (Equation (5)) of Y 5" ; 2, f (A,) in Equation (4), where f admits the Mellin
or some integral transform F, for example. We shall refer to (the use of) Theorem 1 and its
special cases in Corollary 1 and Example 1 as the Principle. This could be perceived by the
argument of [1].

Let

1 . o d¢
X)) = — x°F(s)ds, Rex >0,c>0, Fs:/ s —= 1
F0) = 5 [, ¥ FO) ©=[r@aF o
be the Mellin transform pair which satisfies the conditions of convergence necessitated in
our discussion. (f, F) will always be used as the Mellin transform pair.
Let {1, } be a strictly increasing sequence of real numbers with A1 > 0. Let

Z(s) =y o= e)
n=1

=

be absolutely convergent for Res = ¢ > 1. The abscissa of absolute convergence can be ¢,
but we assume it to be one for the sake of simplicity. Suppose it satisfies the functional
equation of the following form (where we understand the right-hand side member may be
a different Dirichlet series):

Z(s) =G(s)Z(1—5s), ©)]
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where G(s) is a certain gamma factor to be specified in each occasion and the line of
reflection is chosen to be % instead of a more general 5 € R (cf. Convention below).
For ¢ > 1, we have
= 1
Zs(s) = Y anf(An) = 5 /@ F(2)Z(2) dz )

n=1

in the first instance. Here and in what follows, we use this type of suggestive notation to
mean that the processing factors—f and F in this case—may also depend on the extraneous
parameter s. This is similar for Equations (5), (7), etc. The following theorem gives the
principle for obtaining a closed form for Z(s):

Theorem 1. We write Z (s) for a modified form of Z¢(s) by a certain process, and we assume that

2(s) = Zf(s) = ﬁ /@ Fr(2)®(2)Z(2) dz 5)

for some ¢ > 1 and Rex > 0 in Equation (1), where F¢(z) is the processed Mellin inversion F(s)
in Equation (1). Here and throughout, & £ (z), §p(w), etc. denote certain gamma factors, and
&r(w, z) may depend only on z and may work as &¢(z). F¢(w) may be a function constructed
from f. Suppose the integration path (c) of Equation (5) may be shifted to (—d), 0 < d < 1, such
as with the resulting residual function P(s) (sum of the residues in the vertical strip —d < o < c):

Zs(s) = zim /(_d) Fr(2)® () Z(2) dz + P(s) = J(s) + P(s), ©)

Say that
Ff(z) = /Qﬁp(w,z)%’p(w)é(w) dw, (7)

where the integral for Fy(z) may be the infinite integral over (0, 00), the contour integral or may
indicate the integrand itself, v(z) = v(z,s),6(w) = 6(w, z,s) are simple functions specified at
each occasion and that the order of integration is interchangeable:

1 1
z—mdz/(_d)/dw—/dwz—m/(_d).dz ®)

We write
1) 1= 5 [, O AMEZ0 - 2r()d = Y ak@mn,  ©)
o Kw,m) = 5 [ Or(@AMEA17(2)d2 (10
e M(z) = G(2)8 4(2). (11)
Then, if both K (w, n) and
) = [ 1@)e(w)o(w) dw (12)

admit a closed form, then Equation (12) gives a closed form for Z £(8)

For convenience of application, we extract an unprocessed case (Equation (4)) (i.e., the
integral operator in Equation (7) for Fy is the identity operator as a corollary):
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Corollary 1. Consider the processed zeta function Z¢(z) in Equation (4). Suppose the integration

path (c) may be shifted to (—d), ¥ < d < 1, with the resulting residual function P(s) (sum of the
residues in the vertical strip —d < o < ¢):

Zy(s) = ﬁ /H) F(z)Z(z) dz + P(s) = J(s) + P(s), (13)
where
6 =169 = 51z [ FEGEZ0 - (e de = T akism, (14

1

K(s,n) = 50 /(701) F(2)G(2)Av* y(z,5) dz.

Then, if Equation (14) is expressed in a closed form, it gives a closed form for Z¢(z).

We note the specification

Ff(z) = &p(w,z), Fp(z)8f(z) = Bp(w,z)8(z) = F(z), F(z)M(z) = G(z),
Gr(z) =1, Fr(w)o(w)=1.

We state the consequences of Theorem 1 in terms of the Dedekind zeta function {q (s)
of an algebraic number field () of degree of two at most, which we let represent the case of
the Riemann zeta function {(s), the zeta function ®(s) associated with a modular form and
Z?(s), which is a generating function of the divisor function according to Q = Q, where Q
is an imaginary quadratic field or () is a real quadratic field. The authors of [2,3] generalized
the divisor problem to the case of the mth power of the Dedekind zeta function and obtained
the closed form for the partial sum for arbitrary degree. The authors of [4] established the
identities of Hardy and Voronoi and those of the imaginary and real quadratic fields, while
the authors of [5] contained the case of the Epstein zeta function with a positive definite
binary quadratic form. These are unified as shown in Table 1 by viewing the zeta functions
as represented by the Dedekind zeta function.

Table 1. Gamma factors in respective cases.

Section Fr(w) Gr(w, z) Sr(z) K(-,n),v(zs) a(+)
Section 2 F(—a}s))l"(w * I'(w+2z) cos 5z (73) (—2maw) ™"
Section 3 1 I'(w—z) I'(z) cos 5z (102) v(z)
Section 4 W &(z) @ (130) 1

Let ) be an algebraic number field of a discriminant A and degree x < 2:
X ="1r1+2r, (15)
where 11 resp. 2rp indicates the real resp. imaginary conjugates, and let

a
R4 an = Z 1/ (16)

Na=n

3‘3

lals) = il

be the Dedekind zeta function, which is absolutely convergent for ¢ = Res > 1 on the
grounds that
a, = O(n'), (17)

for every y > 0.
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The functional equation reads

AT (3Tl = 4 I () -9t s, a9)
where our A is the inverse of Koshlyakov’'s:

2273
A= (19)

N

The Dedekind zeta function has a simple pole at s = 1 with residue

21+l Ry
P=—7— (20)

WAl

where ¥ = r; 4+ rp — 1is the rank of the unit group, / is the class number, R is the regulator
of () and W is the number of roots of unity in (2. This may be expressed in the case where

x <2as
2r+1 nrzgg) (O)
p=- (21)
Al
By implementing
I (12;5)rrz(1 —s)
G(S) = ’ (22)
I (§)Tr2(s)
then we can express Equation (18) as
¢als) = A¥71G(s)¢a (1 —s). (23)

Necessary information on algebraic numbers is available in many books, (see, for
example, [6]). In applying Equation (23) to other cases, care must be taken regarding the
constants. For example, in the case of the zeta function ®(s) associated with a modular
form of weight of 2k, then A = 271, the line of reflection is 2k, and G(s) is the same value as
that of the imaginary quadratic case such that Equation (23) takes the following form (cf.
Lemma 4 below):

d(s) = (—1)*G(s)@(2k — 5).

In such a case, we understand (—1)kCI>(2k — 5) is another Dirichlet series ¢(2k — s) in
the setting of Definition 1:

Definition 1. Under the notation in Definition 2, we consider the functional equation

A= (%)Frz(s)qo(s) = A-(=9)n (12_5>r’2(1 —8)p(1—s). (24)

We call the cases (r1,72) = (1,0), (r1,r2) = (0,1) and (r1,12) = (2,0) for Equation (24)
the Riemann, Hecke and Voronof type functional equations, respectively. For the Hecke type, we
understand Equation (24) to mean Equation (145) in Definition 2, with the line of reflection being
o = 150 as to include the weight aspect.

Convention. Throughout what follows, we form a convention where we let Equation (18)
represent the general functional equation (Equation (24)), and for the Hecke type where
(r1,m2) = (0,1), it is to be understood in Definition 2 with all the basic results in Theorem 6.
We state the results with r = 1 elsewhere. The transition to the general r is simple while
treating different Dirichlet series ¢(s), and 1(s) is more involved. In most applications, we
proceed as in Example 1 below such that a, represents the ideal function in Equation (16)
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or the coefficients of other allied zeta-functions. We denote the residual function with P(s),
which may be different for different zeta functions (Tables 2 and 3).

Table 2. Dedekind zeta function and allied functional equation.

Field Zeta Covering Gamma Factor
rational Riemann fundamental r'(3)
imaginary quadr. Dedekind modular form, Hecke I'(s)
real quadr. Dedekind divisor function, Voronoi I2(%)

Table 3. Values of constants corrected and modified from the table in [1] (I, p. 122).

Constant A Ta(0) p (Residue)
Rational VT -1 1
Imaginary quadr. 2n _ I _ 2160 (0)
ginary q 75 L o
. 425 (0)
Real quadr. il 0 - \7Z

The Hurwitz-Lerch L-function ®(z, s, «; x) is defined by

00 M

D(z,5,0;x) = Z

which is absolutely and uniformly convergent on any compact subset of
{lz| <1} x {o > 1} x {a > -1} (25)

According to [7] (p. 30), the special case where x is the trivial character mod 1 is the
Hurwitz-Lerch zeta-function ®(z, s, w), defined by

R
D(z,8,0) = L m (26)

which is absolutely and uniformly convergent on any compact subset of
{lz| <1} x{oe>1} x{a € C,a #0,-1,-2,--- }, (27)

where a suitable branch is chosen of (1 + a)°. Compare this with [8] (I, pp. 27-31) fora € C
not being a non-positive integer (often restricted to 0 < a < 1) and whether |z| < 1 or
|z] =1, c =Res > 1.

The Lipschitz-Lerch transcendent L(x, s, &) = ®(e>™¥, s, &) was stated in [9] (pp. 121-123)
as a special case with x € R:

o eZmnx
(x,5,a) 28
S L ey @
For intended applications, we choose
{Imz >0} x {c > 1} x {a € C,Rea > 0}, (29)

as the domain of absolute convergence. The convergence condition stated in [9] (p. 122, (11)) is
mainly as a special case, especially for the second condition x € Z, and ¢ > 1 is the convergence
condition for the Hurwitz zeta function. The first condition x € R\Z, ¢ > 0 (for uniform
convergence and not absolute convergence) may be changed to x € H. The upper half-plane
and o > 0 correspond to the condition |z| < 1 for ®(z,s,a) above. The research in [10] is
devoted to the theory of the Lipschitz—Lerch transcendent, which is referred to as the Lerch
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zeta function, and contains detailed proofs of the functional equation. Compare this with [9]
(p. 121, (1)), in which the Hurwitz-Lerch zeta function part is verbatim to [8] (I, pp. 27-31).
Let 45(x) be the boundary Lerch zeta function defined by

ls(x) =) Ny =S o >1 or o>0,x¢7, (30)
n=1

which has its counterpart in the Hurwitz zeta function:

oo 1
g(s,x):n;(n+x)s, o> 1. (31)

This is continued meromorphically over the whole plane with a simple pole at s = 1.
Both of them reduce to the Riemann zeta function

§(s,1) = £5(1) = {(s).

The distribution property of ®(z,s, w) was studied in [11], and the Lipschitz sum-
mation formula was studied in [12] (pp. 128-132) and recently [13] interpreted as the
functional equation for L(x,s, wa). In other words, Theorem 2 is the same as the functional
equation for Corollary 2.

We define the Lipschitz—Lerch transcendent associated with the field () by

0 p2minx

Lo(x,s,a) = a ,
ars8) = )t

(32)

where 7 is a constant, which is determined so that Equation (32) reduces to Equation (31)
for Q) = Q. Hence, we implement a4y = —2{(0) = 1. The authors of [1] (p. 241) introduced
the Hurwitz-type Dedekind zeta function

_2§Q(0) + i an

Cals,w) = La(0,s,w) = —2= ¢ )
=1

c>1, O<w<l, (33)

which will be studied in Section 3:

Example 1. We assume the conditions in Theorem 4. We proceed almost verbatim to [12], and
Equation (4) reads for Z(s) = {q(s) as follows:

gQ,f(S) = i anf(n) = % /F(s)ég(s)ds.

" ©

which is processed as Z¢(s) = én,f(s) in Equation (5).
Then, in light of the estimate

Za(s) = O(I1™), ¢ <0 (34)

in the strip oq < 0 < 09 and the Stirling formula (Equation (42)), we may uniformly shift the line
of integration to ¢ = —d, 0 < d < 1, passing through the poles in the strip —d < o < c. Hence,
we have Equation (13) with Z(s) = {q/(s).

Then, by applying Equation (7), changing the order of integration and applying the functional
in Equation (23), we arrive at Equation (12) with I(w) in Equation (9).
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Then, since 1 — d > 1, we may use the Dirichlet series for {q(1 — (), and Equation (9) reads
as follows:

I(w) = ianK(w,n), K(w,n) = ﬁ / &r(w,z)M(z)n* 1y (z) dz. (35)

(—d)

The most essential part is justification of the change in order of integration. In Theorems 2 and 4,
the exponential reduction is lost, and integration path(s) are to be taken such that the exponent of |t| is
< -1

In the setting of Corollary 1, Equation (35) reads as follows:

J(s) =1(s) = i a,K(s,n), K(s,n) 1 / F(z)M(z)n* 1q(z,s) dz (36)
n=1

- 2711

while 7y(z,s) involves the factor A%~ 1,

Example 2. Many transforms may be viewed as prototype applications of the Principle with-
out processing, namely the Hecke gamma transform in Equation (39) (and the X-transform in
Equation (165)) leading to the Bochner modular relation (Equation (173)), the beta transform
(Equation (51)) leading to the Fourier—Bessel expansion (Equation (151)), the Hardy transform
(and K-transform (Equation (165))) leading to the partial fraction expansion in Equation (174),
the confluent hypergeometric transform in Equation (56) leading to Lerch’s transformation formula,
Theorem 2, etc.

Notation and Terminologies

The gamma function is defined as the Mellin transform of e~ ¢ as in Equation (38).
The extension of its validity plays an important role in our discussion. The extended right
half-plane may be stated as follows:

= i6 << =
x = x|, x#0, > 6 > (37)
which is denoted by Re x > 0:
Lemma 1. The Mellin transform pair
© . _=d¢ _ 1 _
_ 5,—GC X _ z
I'(s) —/0 &e X et =5 i/x I'(z)dz (38)

()

which is valid for Rex > 0 and 0 < c extends to the domain in Equation (37): Rex > 0 for
O<o<lresp. 0<c<l.

Compare this with Lemma 3.
Most of the known Mellin transform pairs may be found in [14]. Compare this with [15] for
its theory. The Mellin transform in Equation (38) is often applied as the Hecke gamma transform

x°T(s) = / Femx¢ dé (39)
0 ¢

which holds for x > 0,0 > 0 or Rex > 0,0 > 0. This is also true for Rex = 0,x # 0,0 <

o < 1. Compare this with [16] (Lemma 4.20, p. 169) for a very enlightening remark on

prehomogeneous vector spaces.
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We often make use of the following formulas, and we will not state the details at each
occurrence. First, there is the duplication formula:

r(2s) =221/ 'T(s)T <s + ;) (40)

Then, we have the reciprocity relation:

s

T —s) = —. (41)
The Stirling formula [8] (p. 47, (6)) is
T(s) = vV2re 2772, |t — oo, (42)

We shall often use the Meijer G function, especially in Section 2 (partially because we
would like to show the hierarchy of special functions) which is defined by

r ar —_— 7’
GZZ{Z(Z b, ) = G%”(z

_ ymn
= Hp,q (z

al,...,an,an+1,...,ap
b1, b, by, -, by

(a1,1),...,(an, 1), (ap41,1), ..., (ap, 1) )
(b1,1),..., (b, 1), (byuy1,1),..., (bg, 1)

(1—a;—s)

(43)

m

H F(b]-—i—s)

n

T
1 / j=1 j=1
Y P q

2T T(aj+s) TT T by —s)
j=n+1 m+1

z%ds.

Compare this with, for example, [8] (I, p. 207), which contains most of the information
needed in our argument. The integrals are absolutely convergent if m +n > %( p+4q),a
condition which is satisfied in almost all the cases appearing below. Some delicate cases can
be dealt with by other convergence conditions. We often state the G function expression for
the special functions used such that it will yield a hierarchy.

The following special functions will often be used. We refer to Abramowitz and Stegun
(1965), among others [8,17,18] for the ] Bessel function [8] (II, p. 83, (36)), which reads as follows:

Lo Pz xyvrEg 1on(x
]V(x)_Zni./(c)l"(l—i—v—o—z)(Z) dz =550 2

The Bessel function of the third kind or Basset’s function, which we refer to as the K
Bessel function, is introduced in many ways. The function considered by Voronoi [19] (p. 211)

1,1+v )

(44)

) 6—2\/§t
2 / dt, x> 0.
1 V2 -1 v

is a special case (s = 0) from [8] (II, p. 18, (15)), where

r(-s)k) = va( 2z B 'wisldt, Vx> 0. (45)
2 2 /1 (12 —1)°"2

According to [1], this is the theory of K Bessel functions, and it is often used as the
inverse Heaviside integral

b s a5tV S—V\ _g
Kv(x)—zm,'/LZ r( ; )r( _ )x ds, (46)
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which is the inversion of

(¢S] d —
/0 CKy(x) = 25—2F<S'J2”’>r(s 2”). 47)

Equation (46) is often expressed as

2K, (2z) = % /Lr(s+ S)0(s—5)z > ds =33 (z2

L) @
27 2

or
L -2 20( 2
2K, (2z) = 5 /L T(s)T(s —v)z""* ds = 2" Gy, (z

O,:v )’ (49)

where L is a suitable Bromwich path, which we often abbreviate as (¢). In the real quadratic
case, the following particular case appears:

2Ko(2z) = ﬁ/LF(s)zz”*25 ds (50)

The main ingredient in Koshlyakov’s argument is the beta transform

s 1— 1 .
I(s)(14+x)" = GH <x‘ 0 ° ) =5 /(C) I'(z)[(s —z)x *dz, (51)

where —Rez < c <0andRex > 0, or

11, -1 1y _ 1 / _ w
Gy (x . ) =2 J I'(—w)I'(w+ s)x” dw.
This is a special case of
Gi’} <z Z ) =T(1—a+b)zt(142)""1, (52)

which is not stated in [8].
The case in [8] (p. 256, (4)) reads as follows:

F(C) , 1—a
“ oo (] o1 )

where 1Fj(a,¢;x) and U(a,c : x) in Equation (56) form the fundamental system of the
confluent hypergeometric DE.
By lettingc =1,a =w+1and z+ 1 = s, we have

L 1 1 I'(1—s)I(w+s) a1
F(w+1,1x) = mﬁfwm @ (—x)* 'ds (53)

Lemma 2. We have the Mellin transform pair e=*Gpy' (ax|) G™" L (a|) [8] (1, (16), p. 338):

p+1,4
® 1
z—1,—x ~mmn
/0 Xe Gp,q<ax

In addition, according to [8] (I, (9), p. 309), we have

, —1| ar _ : ].—bs
Gzi,qn<z bs >_G;/;”(z’ Y ) (55)

al,"‘,ﬂp _ ~mn+1 1—S,a1,“‘,ﬂp
by b, >dep+l,q<a by b, > (54)
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2. General Lipschitz Summation Formula

Since in this section we shall be concerned with the confluent hypergeometric function,
we state the basic knowledge of its theory. The confluent hypergeometric function U(a, ¢; z),
also denoted by ¥ (4, ¢; z), was defined, for example, by [8] (I, p. 256, (5)):

@) (1+a—c)z"U(a,cz) = 211/( )F(—w)l"(w+a)l"(w+1+a—c)z*wdw (56)

21 1
G12<Z a,l14+a—c )

which is valid for |arg| < 2%, where (7) signifies a vertical path w = ¢ +iv, —c0 < v < o0
suitably indented to separate the poles of I'(—a) from those of I'(w + a)T'(w+1+a —¢).

The confluent hypergeometric function U(a;b;z) is single-valued and analytic for
—7t < argz < 7 and is one of two independent solutions to the confluent hypergeometric
differential equation satisfying the boundary condition that w(z) — 0 as z — oo (compare
with, for example, [8] (p. 278)). This verifies the formula in [8] (I, p. 255, (2), p. 260, (4)) and,
most relevant to us, [20] (p. 505, 13.2.5):

T(a)U(a,c;¢) = /000 te ¢t (1 + t)“”*l? = M[f(-,—-logz,c—a—1,1)](a)  (57)

for Rea > 0.
The Mellin transform F(s) of

=f(x,z,5,w) = —, > 1. 58
F0) = flrzsw) = e o 58)
is
F(z) =w* °T(z2)U(z,z+1—s, —logz"). (59)
The following [13] (Corollary 3) was deduced from the Ewald expansion [13] (Corollary 2),
which in turn was a consequence of [13] (Theorem 4), where [13] (Theorem 4) is the modular
relation corresponding to the ramified functional equation proven in [13] (Lemma 1). We
shall treat the more general case (Equation (68)) in the proof, but only the rational case is
tractable. We state the quadratic case as Proposition 1 at the end of the section:

Theorem 2. (Lerch’s transformation formula) For the Lipschitz—Kerch transcendent (Equa-
tion (28)), we have the transformation formula

L(x,1—s,a) (60)

_ (e%is—27rxaiL(_al s, x) + e—%is+27r(l—x)aiL(a, s,1— x))[

where 0 < a, x < 1.

Proof. Equation (60) reads as follows

L(iw,1—s,a) ov
_ r(S) (e%isfzm’wzxi i i‘mns _|_e*%i372m'wai i m),
n+iw —o 1 Tl
2y < +iw) i (n+1—iw)
. _2rtian 00 27mtian
27TWwa F(S)s (e%s 2 7%5 Z — s)
enp\ & n+iw) i (n —iw)
I'(s) -
2
- (27)s (ezsL( a,5,iw) + e FL(as, —iw) s)’
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when x = iw. Hence, by recalling Equation (32) for L (x, s, «), we are to consider

U U By Lowe g 11 [
5¢? fr(x) = 75,0 /(C)x Fi(z)dz, ¢ 2 fo(x) = 55,0 /(C)x F_(z)dz  (62)

where F, (z) is the Mellin transform of f, (x), defined by

e~ 2minx p2minx
fe(x) = f(x,—a,5,w) = m/ f-(x) = f(x,a,5, —~w) = m (63)
By writing
1 mis w™s e—2m'4xx
*eTf+(x) = ’
2 z (1)
we then see that
Fi(z) = (£i)*w* T (2)U(z,z + 1 — 5, —27aw). (64)
Hence, Equation (56) gives
wsr(s)(—ZHaejF%i)zFi(z) =T(s)I(z)(—2maw)*U(z,z + 1 — s; —27maw) (65)
_ b _ _ —w
=5 /(7) I'(—w)T(w+z)T(w+s)(—2naw) ™" dw,

such that

Fi(z) = %(F+(z) +F-(2) = g (~2m) T cos L (66)

Hence Equation (65) implies

@ et = o [ xR @) 4 F ) e ©7)

S SR
= oT(3) 2l /(C)x (—27w) coszzdz

X (21711 /(7) I[(—w)T(w+z)T(w+s)(—2maw) ™ dw)

By letting x = n and summing over n = 1,2, - - - after multiplying by a,, we have

(61 e L (oL (s o) 4 e oL s, —ito) - 2) = L
Z4(s) = 2(62 Lo(—a,s,iw) + e 35La(a,s, —iw) wS) - — /(C) Fy(2){n(z) dz 68)

for ¢ > 1. We work with Equation (68) up to Equation (75).
We may shift the integration path to Rez = —d at this stage or simply substitute
Equation (65) to deduce that

- 1 1 7
Zs(s) = wsT(s) 27t J(c

X (1 /(7) I(—w)[(w+s)(—2maw)”* dw)

J(s) = )ég(z)(—ZMc)_ZF(erz)cos gz dz (69)

2711
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where ¢ < 0 is chosen to be so small that ¢ = <y not only separates the poles of gamma
factors but also satisfies v + ¢ < —1. Then, by the Stirling formula, we may change the
order of integration so that

I(s) = ﬁ /m I(@)T(—w)T(w + 8) (—2maw) " dw (70)

where S
I(w) = %H /(C) Ca(z)(=2ma) *T'(w + z) cos %z dz. (71)

In the above process, we use Equation (33) and Z £(s) K(s), and in Equation (68),

: 2 20 (0) . .
the correction term  is to be replaced by =2:= in the general case. By moving the

integration path to Rez = —d < 0 and applying Equation (23), we obtain

I(w) = ;J(Szzlm /(—d) I'(w+ z)G(z) cos gzgg(l —2) A% (—2ma) P dz (72)
= ﬁ Ca T'(w+z)MY (2)a(1 - 2)y(z) dz = rg anK(w,n),
where
Kw,m) = 5 [ T+ MO @92 73
7(2) = Sy (247
and
MU (z) = MB)(2) = G(z) cos 5z = 1_(1Z>M(2) (2), 74)

where M(?)(z) is defined by Equation (101) below. Hence, we have

(1) _nz—1 1

My (2) =27 Wrie~ L (75)
(1) _I'(1-2z2) T T

MQ(\/W) (z) = o cos 5z = G(z) cos 7% A<O

MY (z) = 222*1@ sin gz, A>0

QWB) I'(z)
For Q) = Q, it follows that
S w1 Tw+z), _4,-2
I(w)_n;nZAF(s)Zm'/(d) Ty ) (76)
v w4
- LSty )

where a, = 1, but we keep them for other uses. According to [18] (p. 26) ([17] (p. 631, 8.4.2.
(3))), we have

G}:g (x Zl ) _ 91—((1[1__|'Z|>) (1 - x)a—b—lxb, (77)
and thus
Cwelof | w Y X 1 L
=al (5 0 ) = i = e ) 78)
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By substituting Equation (78) into Equation (76), we conclude that

d n
)= L35

sw) (1+ %)_1 (-1-5)" (79)

By substituting Equation (79) into Equation (70), we have

o ad w™*s -1 1 —w
J(x) = nglanzr(s) (n+a) 5703 /(“r) I'(w+s)2nw(n+a)) " dw (80)
= i a w (n+a) 'GP 2nw(n+a)|
n=1 nzr(s) 01 s ’
Since
Gé:?(x B )—xeGé:i’ (x 0 )—xSe—x, (81)
then Equation (80) leads to
J6) = L gy (n+) ot +a) e 2t )
n=
87 0 . 1 9 6727rwa )
_ Z (n + ) —2mwn _ 2T () Lo(iw,1—s,a),

In other words, we have (61). O

Corollary 2. (Lipschitz summation formula) For the complex variables z = x + iy, x > 0,
s = o +it, 0 > 1and the real parameter 0 < w < 1, we have the Lipschitz summation formula

o ,
eZmnw

Z(n_i_w)sfleonz(ner) _ Z m (83)

n=0 n=—oo

Under the condition 0 < w < 1, this formula holds in the wider half-plane o > 0.

Indeed, changing s or x in Equation (60) by 1 — s or wi, respectively, leads to Equation (83)
and vice versa.
The special case of Equation (83) leads to

I'(s)
(27)°

which is inverse to the Hurwitz formula:

b1 s(x) =

(e*%isg(s,x) + e%isg(s, 1-— x)) (84)

{(1—sx) = (I;(;)) (e*%ls(x) TS (1 - x)). (85)

Equation (83) has sometimes been referred to as the Lipschitz summation formula
for good reason ([21-23], etc.). Knopp and Robbins [24] in Remark 1 stated their view
on the Lipschitz summation formula to the effect that it is conceptually simpler than
Riemann’s original method of using the theta series. However, at least the special case of
the Lipschitz summation formula (Corollary 2) can be readily deduced from the partial
fraction expansion for the cotangent function, which is known to be equivalent to the
functional equation for the Riemann zeta function, so we may say these are all equivalent.

In the case where () is a quadratic field, the argument is similar, depending on
Equation (53). In light of the form of Equation (75), it suffices to incorporate e*3%. We
rewrite n*~1y(z) as
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i ly(2) = o (=X), X =X(n) = 5 Alni,
where
_ Aw™® 1 F(w+z)r(1_z) 1 z—1 F\z—1
K(w,m) = mtal'(s) 27‘[1/( d) I'(z) Z<(_X) (=X) )dz, (86)
_ Aw T(w+1) 1

aal(s) 2@ FLLX) =R (w11, X))

We state the intermediate results for want of a better treatment:

Proposition 1.

Zf(s) = %Eanzlm /(ﬂi) I'(—w)T'(w+1)I'(w+s) (87)

X %(11:1 (w+1,1,X) —1F(w+1,1,X))d(w) dw

for A < 0and

- 2Aw™8 & 1
Z4(s) = m;"(s)Elanzm/(_d)r(—w>r<w+1)r(w+s> (88)

%(1F1(w+1 1,4X) +1F (w + 1,1,4%))6(w) dw

for A > 0, where X = 51 A%ni and 6(w) = (—2maw) ™"

3. Koshlyakov’s Generalized Dedekind Zeta Function

The authors of [1] (pp. 243-247) established the general Lipschitz summation for-
mula for the perturbed Dedekind zeta function (Theorem 3) as a modular relation for
Koshlyakov’s slightly processed ((s) ([1] (23.10)):

Zf(s) D= e;SCQ(s, iw) e775 (s, —iw) —I—sz(SO) (89)
075 & an o5 @
) ngl(n—i-zw) Z; (n—iw)

The authors of [25] (pp. 121-134) expounded upon Koshlyakov’s results as applica-
tions of the Fourier-Bessel expansion (compare with Equation (151)).

It is shown that in the imaginary quadratic case, each sum may be expressed as the
Fourier-Bessel expansion, which leads to Koshlyakov’s results by addition.

Here, we prove Theorem 3 as an immediate consequence of Corollary 1 and Example 1.
It is an analogue of the general Lipschitz summation formula in Section 2 as well as the
Fourier-Bessel expansion in Equation (151): GH & Ggg . In [1] (p. 244), there are two
succeeding formulas for | which are incorrect. We state the corrected form (Equation (90))
for the second, which is a unified one:
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Theorem 3.

ez’ ) e_*s Cals,—iw) +2Cw(0) _ Zf(s)

= 000 4 5o) 90)

= ) /( Y 2nEDHT (s — 2) I (1 — 2) sin’ gz cos'? gz(Aza)n)Z dz.

L In the case where Q) = Q, this amounts to the inverse Hurwitz formula (Equation (84)).
IL. In the case where Q) = Q(\/E), A < 0, each summand has the closed form

JE T
91
n; (n —i—zw O
1s o
— wi-spi+ 00 +A5w ety g (2eAVan),
2w s) =7
where ‘
e=eil. (92)
Together with its counterpart in Equation (111), this leads to the corrected version of [1]
(23.15):
a(0) ez e
Z(s) =2 1 A ( 1Y K (2eAVwn) (93)
w? n=1H1 7
+&511 Z Ks_1(2eAvw )).
=1n 2
I1L. In the case where Q) = Q(\/K), A > 0, we have
egls 775
- Gals,iw) + 5 Gals, ~iw) 94)
w7z Ss+1 ®© g —s+1 00
— A ( " K, 1(deAvwn 2 1K1 (42A/wn ))
T(s)\ i =% =

Proof. With the beta transform in Equation (51), we have

1 i 1 ws 1 w1 I(z)T(s—2z) niz ,dz

—e 2 — e _ A NE—y” R -

2 Gty 2 1+rZ) 2 2w /() s ¢ Y
Hence, we have
1 s 1 1 Ttis 1 w1 7T dz
—e2 ——+ —e 2 = — I'(z)['(s—z —zw* —, 96
20 (x+iw) *2 (x —iw)®  T(s)2rmi /(C) ()T ) cos 2 xZ 6)

so that for ¢ > 1, we have

Zs(s) = L /(C) Fp(2)®¢(2)Z(z)dz = () Zim /C) I'(s —z)I'(z) cos gzgg(z) dz. (97)

2711
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where
Fr(w) = 2T(s = w)T (@) cos T = ®p(w, 2)Fe(w)3(w,)
F(w) = ) s—w (w)cosiw = = 6r(w,2)§r(w)é(w,s),
&r(w,z) =1,§r(w) =T (s —w)I'(w) cos gw,é(w,s) = ;)(s; ﬁ
In other words, without integration, the case of Corollary 1 is
5 o) _ {a(0)
Zg(s) = P(s) +](s), Pls) = =",
where
()= 165) = 5 [ T(s=2)MP (2)Za(1-2)(z,5) dz
27 J(~a) o ’
w1 2 dz
= AT(s) ot /(70[)1"(5 —2)M? (2)7n(1 _Z)i(Azw)_Z'

In addition, 0 < d < 1, and
M@ (z) = Mg) (z) =T(z)G(z) cos gz.
Hence, Equation (36) reads as follows:

J(s) = i a,K(s,n), K(s,n) = 2;/( ) I'(s —2)M® (2)n* 1y(z,5) dz
n=1 1 -

—S

1(z,5) = A“;@

(A%w)".

and
MY (z) =227 Wm,
Mg) (z) =T(1—2z)cos R, A<O

(v/18]) 2
M? _(z2)=2%"T(1 —z)sin Sz, A >0
Q(VA) 2% '

I. The case where Q) = Q.

Since

. 1 (ZAZ)S 3 6727rwn
7 _ s
£ = =39 T oGy A
or ) )
e%s . e—%s ' 1 e (27_[)5 0 ,—2mwn
L) + i) — et = S Y T

which amounts to the inverse Hurwitz formula (Equation (84)).

(98)

(99)

(100)

(101)

(102)

(103)

(104)

(105)
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I1. The case where Q) = Q(+/A), A < 0.

In this case, as can be seen from Equation (103), there is no effect of processing Z¢(s) to
form Z £(s) in Equation (89), and each term admits the Fourier-Bessel expansion. However,
as noticed in deriving Equation (99), the cosine function cancels the pole of {(z) atz = 1.
Thus, in treating each term, we must compute the residue at z = 1. In place of Equation (97),
we consider

et & w= 1 _ 7:00(2)
; n+zw = T(s) 2ni /(C)F(s z)[(z)e? = dz. (106)
The residue of the integrand at z = 1is
ﬂ _ ngﬂ( )
() E{flsl"(s z)T'(z)e2 = dz = w!'™5pi, (107)
Hence, we have
e & a4 0(0) 1&
5 n;(nﬂw)s =w' Cpi+ o +2n;1anl< (s,1), (108)
where
KO (sm) = 1 / T(s — 2)T(1 - 2)&% dz. (109)
2nAT(s) 27ti J(—a)

with ¢ = e%'Ay/wn = eA\/wn, for example. By implementing s — z = w, the integral be-
comes

1 g —1-2w S 5—
§S+1E/(S+d)l“(w)l"(w—(s—l))§5 120 g = ps+lg 1G§:3( ?

0oy ) OO
= 201K 1(20)
under Equation (49). When substituting Equation (110) into Equation (108), we deduce

Equation (91).
The counterpart of Equation (91) (with & in place of € in Equation (109)) reads as follows:

e2 5 & an
111
2 ngl (n —iw)? (11D
— _tspi 4 E00) g0 7 e Y K, (28AVwn)

2ws I'(s) = n'z

Hence, by addition, Equation (93) follows. Clearly, this also follows from Equation (102)
under Euler’s formula.

III. The case where Q) = Q(\/Z), A > 0.

Equation (90) reads as follows:

+ (s 2 ayKy (s, n) (112)

h
o Ki(s,n) = L/ I'(s—z)I'(1—2z)sin EZ(4A2wn)Z dz (113)
P = o () s ‘
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Under Euler’s identity, we have
1 & g
=) an< ) — kP (s,n)) (114)
n=1
where 1
K (sm) = o /(d) T(s—2)[(1—2)&7dz, & = 2eAvan. (115)

Hence, similar to Equations (93) and (94) follows. [

The character analogue of the Lipschitz summation formula is known [26] (pp. 59-62),
and thus in the case where the characters are Kronecker characters associated with a
quadratic field, we can expect coincidence of the results. Treatment of a more general case
will be conducted elsewhere.

4. Plana’s Summation Formula a la Koshlyakov

In this section, we prove the general Plana summation formula in Theorem 4 (see
also [27] (Section 3) [9] (p. 90) for the classical case). For a proof, we appeal to:

Lemma 3. We extend the domain {Rex > 0} of f(x) to Equation (37).
Then, f(x) is analytic in the domain of Equation (37), and we may speak of f(%ix), x > 0.
We have

f lx ) sfl
- / dx. (116)

The double integral in Equation (127) is absolutely convergent, and the order of the integrals
may be changed.

Proof. The first assertion was proven in [1] (I, pp. 215-216). By rotating the positive real
axis by 7, we obtain

s) :/ f(ix)(ix)sflidx:e%is/ fix)x*~tdx
0 0
and similarly
F(s) = e_%s/ f(—ix)x*dx.
0

Hence, we have

L
sin 2 sF(s) = er et / Fx) = F(Z00) gy (117)

which is Equation (116).

The second assertion was proven in [1] (I, p. 216) based on the estimate ¢(z) =
0(|z|"5) for every 6 > 0. In our case, we estimate the integral in Equation (117) by the
left-hand side using the Stirling formula (Equation (118)). Since the integral is absolutely
convergent and is estimated to be O(|t|~*), A > 1, the outer integral || (—a) 18 absolutely
convergent. [J

Theorem 4. (Plana’s summation formula [1] (p. 217))
Suppose that the Mellin transform F(s) of the function f(x) (x > 0)

(s) = /Ooof(x)xsfldx, oc=Res>0 (118)

satisfies the growth condition
F(s) = O(e‘%“\ |t|m‘77”>, (119)
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uniformly in —d < o < ¢, where —1 < —d < 0, 1 < c and where m > 0, n > 0 are subject to
the condition "
5 +n>1, (120)

while F(s) is regular in the strip —d < o < c, except for a simple pole at s = 0 with residue f(0).
Then, we have

Zi(s) = Y anf(n) = J(s) + P(s), (121)
n=1
where
P = a0 +p [ fdx, T = [T ET 4 az)

and where $1(x) = o(s) is Koshlyakov's function (Equation (135)), while p is defined as in
Equation (20). Equation (121) entails Plana’s summation formula [9] (p. 90, (9))

Y. fn) =~ 1F(0) + [ fwax-2 [ f(ix) = (=ix) Sdr (23)

under the conditions in Lemma 3 and the infinite series and the integral in Equation (123) are (abso-
lutely) convergent.

For the quadratic fields QO = Q(+/|Al), we have

5) = /°° f(ix) —f(—ix)l(x) dr

i (Ko(2Av/3) — Ko(2eA/3)), A <0 (124)

n=1

3 (Ko (64 V) + Ko(deA V), 6> 0

_24
7Tl
i‘

Proof. We shift the integration path to ¢ = —d. In the strip, there are two simple poles
at s = 0 and 1 with residue R; = ResF(s){n(s), j = 0, 1, which were found in [1] (I,
s=j

pp- 214-1215) as follows:

Ro = Za(0)£(0) (125)
and
phmF p/ fx
Hence, P(s) is as in Equation (122) and
1) = 5 [ FG)alz)dz, (126)

where % <d< 1
By substituting Equations (23) and (116) into Equation (126), we deduce that

1
27'(1

I fzx SRR /O°°1<x>sp<x>5<x>dx

upon changing the order of integration. Here, we have

Sr(x) = W 5(x) =1, (128)

J(s) = / A*16(2)i0(1-2) —= / f00) =S a1y a2
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and
_ L 2z—1,s5—1 L . . L L B
1) =5 [ A%l G) g bl -2 ds = 5 / G g b1~ 2712 &z (129)
(—d) (—d)
[e9) 1 B [00)
=) s / MO (2)n* 1y (z)dz = Y aqK(x,n),
n=1 n=1
(—d)
where
s 1 _ 2A
v(z) = AZ 1571 K(x,n) = 7ori / M® (2)nF 1y (z) dz = ?KVI/VZ(AZ'X”)/ (130)
(—d)
and where , 5
MO (z) = G(z) =11 -2)M?(2) (131)

. 7T -
Sin 72 7T

while K, ,, is Koshlyakov’s function, defined by Equation (136). Hence, under (103), we have

@)y _ 2

MQ (z) = ﬁl”(l —z), (132)
3) 2 Y T

MQ( \A\)(z> = —7_[1"(1 z)“ cos 5 z, A<O
(3) 222 N2 7T

MQ(\/Z)(Z) = r1-z) sin >z, A>0

Hence, in the rational case, we have

K(x,n)zzim, / T(1—z)(2A%n)" " dz (133)
(~d)
=5 / ['(z)(2mxn) “dz
(1+d)

and thus I(x) amounts to the left-hand side of Equation (178) (which, together with
Equation (174), implies Equation (178)). Hence, when summing the geometric series,
Equation (127) leads to

J(s) = -2 /Ooo f(ix) _zlﬂ_ix) LI (134)

e27‘[x -1

which proves Equation (123).
Equation (124) follows by substituting Equation (137) into Equation (130). O

Koshlyakov makes a change of variables in the last integral on the right side of
Equation (126):

_ 1 _ [ flix) — f(=ix)
() = 5 / F(1—s)Z(1 —s)ds _/O = o(x)dx,
(14d)
which leads to the argument in the above proof. We collect data necessary for the proof.
o(x) is defined as in [1] (I, (2.9),(2.13)) by (c > 1):

> 1

_ 2 7L 1-2s _ -5
o(x) nZ:lanKr],z(A xn)—zm,/) ABG(1—s)a(s)xSds,  (135)

T 2cos 7%
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where [1] (I, (2.8)) such that
= L T — s = L T3 (1 — —s
Ky (x) = Zm'(/) 2COS%G(l s)x~°ds = 2711'(/) 2M (1—s)x°ds. (136)
c Cc

Asin [1] (I, p. 114, (2.5), (2.6)), or as can be readily checked by Equation (50), we have
the closed form for the K function

Kip(x) = Vme ™, (137)
Ko (x) = —2 kei0<4\/§ ) = 1 (Kl2evE) — Ko22v5)),
Kao(x) = 4kerg(4y/x ) = 2(Ko(4ev/x ) + Ko(4ev/x)),

where keiy and kery are modified Kelvin functions ([8] (p. 6), [17]) and ¢ is defined by
Equation (92).

Theorem 5. For
f(x) = f(x;z,5,a) =z (x+a)"° (138)

Theorem 4 reduces to the generalized Hermite formula

1 _ 00 zX
Pa(z,s,w) = 20+ Ry /0 G (139)

— 2./0c>o (x2 + wz)ig sin(x logz — s arctan %)0’(1‘) dt

which is valid for Rew > 0 and is a consequence of the functional Equation (18) for the Dedekind
zeta function.

Proof. We note that

%(f(zx) —f(—ix)) _ (gz +xz)7%Imei(xlogz—sarctan§) (140)

w

= (a2 + xz) o sin(x logz — sarctan g)

for z > 0 in the first instance and then for Rez > 0 by analytic continuation.
By substituting Equation (140) into Equation (123), we arrive at Equation (139). O

We assemble corollaries to the above theorem which were proven in [28] directly:

Corollary 3. For Rea > 0, we have

1 _ © ¥
D(z,5,a) = >4 s +/0 GraF dx (141)
X, 2 -3 . X dx
_2/0 (x +a ) sm(xlogz—sarctan;)eznx_l.

Corollary 4. (Hermite’s formula [9], p. 91, (12)). For Rea > 0, we have

_ 1 —S alis 0 2 2 7% . X dx
g(s,a)—ia —i—s 1+2/0 (a +x> sm(s arctan;)m. (142)
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Corollary 5. (Binet’s second expression [9], p. 17, (30)).
For Rea > 0, we have

<] t Ea
log I\;(zll% = (a - ) loga+2/ arctan ; dx (143)

5. Voronoi-Type Summation Formulas

Here, we shall elucidate the genesis of some identities (especially summation formulas)
equivalent to the functional equations given in [29] (Corollary 7) and [30-32], with emphasis
on Hamburger’s results. The latter three papers of Soni et al. will be discussed elsewhere
in light of [1] and the Principle (Theorem 8).

The research of [29] precedes [1] in the use of the partial fraction expansion (Equation (178))
for the cotangent function. The authors of [33] mentioned Hamburger’s partial fraction
expansion as a special case of Hardy’s formula, and the authors of [30] only quoted this
and the other two results as (10-12): the Fourier expansion (Equation (179)) for the second
periodic Bernoulli polynomial B;(y) and the Poisson summation formula (Equation (180)).
The latter is valid for a function of bounded variation having an integral expression which
is analytic in a vertical strip. We shall elucidate the meaning of Hamburger’s results in the
light of the Riemann—Hecke—Bochner-Maass (RHBM) correspondence [34], whose main body is
the equivalence of the ramified functional equation and the Fourier—-Whittaker expansion
(covering the case where there is no g expansion). For the unramified functional equation in
question, the expansion reduces to the Fourier—Bessel expansion (Equation (151)), perceived
as the Chowla—Selberg integral formula in the theory of the Epstein zeta function of positive
definite quadratic forms. A variant of the Fourier—Bessel expansion is the partial fraction
expansion in Equation (174) as well as Hardy’s formula (Equation (155)). Most of the
subsequent results up to Theorem 7 are for elucidating Equation (178) in the framework of
the RHBM correspondence. The research in [30] is an extract from [31] and centers around
the extension of Koshlyakov’s results [35-37], overlooking the more far-reaching research
in [1]. The main results of [15,17,23,30-32,38] are summation formulas of Sierpiriski (a
special case of Hecke tyoe) and Voronoi in the case where the functions are a Mellin trans-
form pair, which are essentially consequences of the theory of Koshlyakov’s X functions
(Equation (165)) and L functions (Equation (168)). (The X function aspect was explained
by [25] (pp. 97-100). Here, the Principle applies without processing in the simple change
in the Mellin transform and the interchange of integration (compare with Theorem 8).
The novelty of [15,17,23,30,31,38] lies in the study of the functional equation of Hecke and
Vononoi in analogy to Riemann’s and establishing identities corresponding to the ones
for the Riemann zeta function in the same sprit as Koshlyakov’s study of Dedekind zeta
functions, where the line of reflection is r = 1. The only difference occurs in the Vononoi
case, and the difference is in the residual function. The authors of [32] gave proof of two
more identities in [31] (p. 63) equivalent to the functional equation, which may be clarified
through Equation (173) [1] (I, p. 119, (4.7)).

We state the case of the Hecke functional equation in its full generality:

Definition 2. Let
<M <A< s =200, 0<y << -+ =00

be increasing sequences of real numbers. For complex sequences {a, }, {by} form the Dirichlet series

i and  P(s) =) —Z (144)

ﬁ\:
S

Il

I,

=

<
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which we assume are absolutely convergent for o > o, and o > oy, respectively. Then, ¢(s) and
Y (s) are said to satisfy Hecke’s functional equation

ATT(s)g(s) = A~ SIT(r—s)p(r —s), (145)
where A > 0 is a constant if there exists a reqular function x(s) outside of a compact set S such that
X(s) = A7T(s)g(s), 0> a(=0y)

and
X(s) = AU (r—s)p(r —s), o < p(<7—0p)
such that x(s) is convex in the sense that

e~y (o +it) = 0(1), 0<e< g (146)

uniformly ino, oy < o < 0y, |t| — 0.
Following Bochner [39], the residual function is defined as

1
P(x) = — ~°ds, 147
() = 5. [xle)xds (147)
where C encircles all the singularities of x (s) in S. In the applications above, this is to be understood
to mean the sum of the residues in the strip r — o, < 0 < 0 (corresponding to —d < o < c).
We introduce the modular-type functions corresponding to the Dirichlet series in Equation (144):

f(r) = Z a,e"T and g(1) = Z byt T eH (148)

n=o

which are absolutely convergent and satisfy the (theta) transformation formula

F(r) = C(T.)_rg(—1>. (149)

1 T

Lemma 4. (Hecke) The Dirichlet series in Equation (144) satisfying the condition that
AT (s)g(s) + 2 + €% s bounded in every vertical strip (BEV) and satisfying the functional

r—s

Equation (145) with (r — s) replaced by Cy(r — s) = Y=, S is equivalent to Equation (149).

n=1 s

Lemma 4 is a slight modification of [38] (Theorem 1, p. I-5), which is a handy statement
of Hecke’s epoch-making discovery [40]. Ogg [38] (p. I-7) stated that “Theorem 1 was a
great step forward 75 years after the functional equation for the zeta-function, for it reduces
a question about Dirichlet series to one about modular forms, which are easier to work
with.” This is in contrast to Weil’s interpretation that this is a revival of the theory of
automorphic forms [41].

The following theorem constitutes the basis of the results related to Hecke’s functional
equation (compare with [22,42], [25] ([p.10])).

Theorem 6. The functional Equation (145), the theta transformation formula (Equation (149)),
the Bochner modular relation (Equation (150)), the Fourier—Bessel expansion (Equation (151)),
the Riesz sum (Equation (153)), and the Ewald expansion (Equation (154)) below are all equivalent:

[e9) A r oo 2
Y apenr = <x> n; bue " +P () (150)

n=1



Mathematics 2023, 11, 535

24 of 32

with Re x > 0, and we have
AT (s)g(s, ) 207 Z bny,;% _r(2A/apiy) (151)
+A / —au S 1P )du
witha > 0,0 > max{r — 5, —1},s # 0, where
0 an
= R E——— 152
n; (Ap + a)s (152)

denotes the (Hurwitz-type) perturbed Dirichlet series associated with ¢.
The Riesz sum is

1
1 o L 3 (et7)
Tt 1) Y an(x—An)* =AY (:) buloerr(2A\/nX) + Po(x),  (153)
An<x n=1 n
s+%
P,.(x) ds,

27'(1 Fs+%+1

where C is as depicted in Equation (147).
The Ewald expansion is

ATT(s)g(s) = A ), 35T (s, Awdy) (154)
n=1""n
+ A9 Y. ?isl"(é —s, Aw ) + /Z P(x)x ldx
n=1 Hn

with Rew > 0.

In [42] (Lemma 6), the first three are equivalent assertions, and the Fourier-Bessel
expansion (Equation (151)) is replaced by Hardy’s formula:

1d\*& 1 .
(3&) Bose™
;& by
—23’+”r(r+z+ ) . 72 T
=1 52+167T2V )r+%+7

1 / F(Z)qo(z)r(zz + 2% + 1)27% L, P, P |
— S dz.
27 Je T(z4+x+1)

(155)

This is first derived by the Hardy transform in [43] without differentiation. It is
remarked in [44] (Theorem 8.1, p.342) and [34] that the Hardy transform and the beta
transform are almost reverse processes leading to the partial fraction expansion and the
Fourier—Bessel expansion, respectively.

The Riesz sum of the order s is defined by

1 ’ xSt
A* s — 1
3 () F(%+1)A;xan(x An) Zm Fs+%+1 ds, (156)
where ¢(s) = Y571 1¢ and the prime on the summation means that the term corresponding
to x = [x] is to be halved [25] (p. 171, (G-8-1)).
The following lemma reveals the situation surrounding equating the Riemann-type
(Hecke-type) as the Hecke-type (Riemann-type) functional equation:
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Lemma 5. ([25] (p. 119, Corollary 4.1)) Under similar assumptions to those in Definition 2,
the functional equation

[(A1s)p(s) = T(Ax(r —5))p(r —s) (157)
is equivalent to
1 > o
A—ll”(Als) Y — k1 Yo (158)
S (3 k)
Cop-Lia—s) vy Pr -
=2A1 "z2 E T(_KAl(r—s) 2(pxz)* ™ | +P(s),
k=1 2 0=9)

where P(s) = Yr_, Res (F(Al(s —w))T(A15)p(s) 2%, w = sk) and where sy represents all
the poles of T (A1 (s — w))T(A1s)@(s)z¥*in S.

The next corollary is a consequence of Lemma 5 with A; = % and Theorem 6, and it
elucidates Hamburger’s Equation (178) (compare with Theorem 7):

Corollary 6. The Riemann functional Equation (176), viewed as the Hecke type

1-2
ST(5)(25) = n—(%—5>r< . S)g(1 —25) (159)
is equivalent to
— 2 e w2 1o
Yoo =yt Y e 4o (x72 - 1), Rex>0, (160)
n=1 n=1 2
and Watson's formula
ad 1 1 ad 1
T °T(s —— =202 % nl* 2K 2rtalnl), 161
© X oty VN LI SRR (161)

where the term corresponding to n = 0 on the right-hand side is to be understood to mean

(2mau) = \/ZEa;SF(s - l). (162)

. _1
lim u® 2K, 5

u—0

1
2

Hamburger’s Results

Although the authors of [42] (p. 2) stated that the equivalence “established constitutes
an analogue, for Hecke’s functional equation, of a result of Hamburger [29] on Riemann’s
equation,” the analogous part is limited to the Bochner modular relation and Hardy’s
formula (Equation (155)) as a counterpart of the partial fraction expansion (Equation (178))
(compare with Theorem 6 and Remark 1). The third equivalence is for the Riesz sum in
Equation (153), but it does not reduce to Equation (179).

In restoring Hamburger’s results in a wider framework of modular relations for the
Riemann, Hecke and Voronoi functional equation, we interpret Equation (179) as a Riesz
sum (Equation (153)) in addition to elucidating Equation (178) as (a variant of) the Fourier—
Bessel expansion. In the proof of equivalence of Equations (179) and (176), we encounter
completing the integral from [1, oo] to [0, o0], which is the genesis of the Ewald expansion
(Equation (154)): I'(s,a) + y(s,a)0I(s).
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In its original form, the Fourier expansion (Equation (179)) looks rather foreign com-
pared with others. Note that the left-hand side of Equation (179) is equal to

%Bz(x)+11—2 5 (Ba(x) — Ba(x)),

—_
|

%x(x -1)—
where By(x) = By(x — [x]), with [x] denoting the integer part of x, is the second periodic
Bernoulli polynomial. Hence, as remarked in [25] (p. 170), the left-hand side is the Riesz
sum of the first order

1 _

3 (Ba) = Ba()) = L x-m) = L L - 2 ds (163)

for ¢ > 1. Hence, Equation (179) amounts to the familiar absolutely convergent Fourier series

2ninx

Ba(x) = Balx — [x) = 5 Y, 0

164
L2 (164)

Around the same time, the authors of [2,3] remarked that the Fourier series for the
first periodic Bernoulli polynomials is a consequence of the functional equation.
Following Koshlyakov, we define the X function as

X(x) = Xy, 1, (x), tobe HY| x

(OHY {12, |, )

In other words, we have

27ti

Xy ry (¥) = L /(C)F”(%)F’Z (s)x°ds, ¢>0, (165)
for x > 0 (Re(x) > 0). It can be easily verified that
Xi(x) =267, Xop(x) =™, Xpo(x) = 4Ko(2x). (166)
The Koshlyakov L function is a relative of the K functions and is related through

Lflrrz (x) = % (Kflrfz(_ix) + Kﬁlz(ix)) (167)

(11 (7.11)).
It is defined by [1] (8.9)

1 T s
Lyopy (x) = ﬁ/(c)EG(l—s)x ds

T2 (s (168)
:i./z m(s) x°ds, ¢>0,x>0
2mti J(e) 2 T (132 )1 1—s)
We have
1 sin(x .
L) = ey (22), Loa() = 320 — i) (169)

Lap() = 2Kalav) - Yoav) )

where si(x) is the sinus cardinalis function. Proof is given in [25] (p. 105, Example 3.8).
We use the data on the Dedekind zeta function (Equation (16)). We let P(x) = Rg + Ry
be the residual function, where

Rj =Res(xa(s)z",s=j), j=0,1, (170)
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T _
xa(s) = mG(l —s)x° for R=K ., (171)
xals) = rrl(f)rh( )~ for R=X
2 1,12
T2\
Xsa(s) = z ()2 () x7° for R=1L,,,
2 rﬁ(lz;S)rrz(l —s)
For & = X;, r, we have
__nn"n (7‘) __ 0 (r) -1
P(x) =2"174(0) =25 (0)x for a(s) (172)

P(x) = 411(7 - log% - %(7 - log47rx)> for {(s)?

Theorem 7. (Koshlyakov) The functional Equation (18) (which we apply in the form of Equa-
tion (23)) is equivalent to each of the following
The Bochner modular relation, which is

Y anXr, r, (Axn) = P(x) + x~ ! Y anXpyr, (Ax"n), Rex > 0. (173)
n=1 n=1

and the partial fraction expansion, expressed as

ad 1 Za(0)1
Z 4Ky, r,(A%xn) = o(x) = —Ep—ig 721124— 5/ (174)

where this gives Soni’s result [32] ((5)) if the residual function is replaced by — ﬁ — 1logx — 1

Deduction of Equation (18) from Equation (173) was performed in [1] (I, p. 120, (3.4)).
For Equation (174) compare with the results in [1] (I, p. 117, (3.4)) as modified in [25] (p. 129,
Theorem 4.7). Deduction of Equation (18) from Equation (174) was performed in [1] (II,
pp- 225-226) based on a version of the Plana summation formula [1] (IL, p. 223, IV). The
main ingredient is from [1] (II, p. 225, (16.1)) in its limit case as « — 0, which should read
(supplementing the missing second integral on the right) as follows:

a+ico a—ico
Cals) = —|—/ o(—iz)z™%dz +/ o(iz)z7°dz, 0<a <l (175)
14 14

Ps—1

Formulas similar to this appeared in [29] (p. 137) and [32] (p. 547), used by Ham-
burger and Soni to deduce Equation (180) from Equation (178) and Equation (174) from
Equation (173), respectively. It would turn out that Equation (175) is a version of the Plana
summation formula. More details on this aspect and Theorem 8 below will be given in a
forthcoming paper:

Corollary 7. ([29])
The functional equation for the Riemann zeta function

n*%l”(%)g(s) = nlzsr<1gs)g(1—s) (176)

is equivalent to the following equalities: the theta transformation formula (the Bochner modular
relation), expressed as

[e9)

Ze—rmx:x %ie

n=1 n=1

( —%—1), Rex > 0. (177)

I\)\)—‘
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the partial fraction expansion for the cotangent function i cot rtiz, which is

Y o2 Y
142) e = nz o2 4n? (178)
n=

n=1
the Fourier expansion, expressed as
2 x(x—1) 1 &

-2
— =5 )_n *(cos2mnx —1) (179)
2 22 =

and the Poisson summation formula (T > 0), where

T 2 @(Tn) 2 <1>( ) (180)

Nn—=—oo n—=-—o0o

is valid for a function ¢(u) which is of bounded variation in any finite interval satisfying the
convergence conditions at infinity (p. 136) and such that

[e9)

D(z) ::/ ¢(u)e du (181)

—00
is analytic in a certain (vertical) strip.
Proof. The first two are contained in Theorem 7. We give an independent proof of equiva-

lence of Equations (179) and (176). We first assume Equation (179) and recall the special
case in [45] ((3.50), p. 72):

I T T R R I
(s) = =+ gyt ggs— o [ B (182)

which is valid for ¢ > —1. Noting that

s(s+1)
)

1
/ Ba(t) Rdt = —— 4 o+ . (183)
0
we may then complete the integral in Equation (182) with Equation (183) to obtain

Z(s) = —S(S; D) /Ooo By(H)F52dt. (184)

By substituting Equation (164) into Equation (184) and changing the order of integra-
tion and summation (by the absolute convergence of both), we arrive at

{(s) = s +1) Z n2/ cos27mt% (185)

272

(S 1) s+1/ —s5—1 du
- Y. —(@n s =
2 L nz( n) A u cosu —

after transformation. We appeal to a generalized Euler’s formula valid for |a| < Z, 0 > 0
« s ,—tcosa : dt
I'(s)cosas = / e cos(tsinw) " (186)
0
with o = % In other words, we substitute

i dt
I'(s) cos s = / t° cost — (187)
2 0 t
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into Equation (185) to deduce that
7(s) =251 Lsin gl"(l —s){(1—5) (188)
after simplification, which is equivalent to Equation (176).

Now, we deduce Equation (179) from Equation (176). We generalize Equation (163) as
the Riesz sum of the first order of a,:

Zp(x):= Y (x—n)a, y (x —n anf( ) ! /() = ! ——Ca(s)x*Tlds,  (189)

! = 27ti s+1)

where £(y) = fi(y) and

r(;41+1) 1=y~ (yl<1)
3 (y=1)

f/f(y): 2
0, (lyl >1).

The Mellin inversion of f(y) is

1 [(s) —sq._ al
flx) = 30 /me ds = G}ff(x

Hence, we have

2
0 > . (190)

I'(s) 1
T(s+2) s(s+1)

F(z) = Ff(z) = 6F(s,2) =

Now, we apply Corollary 1. Equation (36) reads as follows:

_ 1 22-1,2-1,2+1 1 1
K(x,n) = 7o /(7d)F(z)G( z)A dz = Zm/( Y Z(Z+1)G(z)'y(z,x) dz, (191)
where y(z,x) = A(jn)z(Azxn)Z“.

For the rational case, P(x) = By(x), A = /7 and

1 1 , . T 1 z( Zz —-Zz
_— = — — —Z — = — 24 — 2 —_—7 —
z(z—l—l)G(Z) \/EZ sin 2zF( z—1) Ziﬁz (e e )F( z—1)
Hence, we have
K(x,n) = —#i/ (e%z —e_%Z)F(—z —1)(2mxn)* 1t dz (192)
’ 4ir?n2 27 J(—a)

_ 1 1 Zw —Zw w
= DR o /(17,1)(62 +e 2 )F( w)(2rtxn)” dw

by the change in variable. Hence, by Lemma 1, we have

J(x) =1(x) = iK(x, ZL i iz( 2mixn 4 fzm‘xn)’

which leads to the Fourier series in Equation (164).
In the quadratic case, we state the results on the Riesz sum of a zero order in Remark 1,
and the corresponding results are the integrals thereof. [
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Remark 1. (1) We remark that the partial fraction expansion for the cotangent function in
Equation (174) is the special case of Watson’s formula (Equation (161)) (i.e., by viewing the
Riemann-type functional equation as being of the Hecke type). On the other hand, as elucidated
in [25] (pp. 241-243), Equation (155) is a special case of Equation (151) and follows from Lemma 5
with A1 = % (i.e., by viewing the Hecke-type functional equation as being of the Riemann type).
Since the partial fraction expansion in Equation (174) is essential in Hamburger’s determination of
the Riemann zeta function, we see a plausible hint to Hecke’s theory.

(2) The above deduction of Equation (176) from Equation (179) is a simplified version of the
first proof given in [46] (pp. 13-17). The proof is given for By (x), and term-by-term integration is
checked as in [46] (p. 13) by integration by parts. It is seen that this corresponds with the integration
of By(x) to arrive at By(x).

In the case of an imaginary quadratic field, we have

K(x,n) = \/fh (24/xn)

through Equation (44) such that

Zs(x) = px +4a(0) + fil “h <4n m)

according to [4] (p. 19), which reduces to the form in [4] (p. 14) in the case of A = —4.
In the case of a real quadratic field, we have

K(x,n) = —\/f (n (443/xm) + 72TK1(4AM))

according to [2], modified so that J,o(w) = —Y1(w) — 2Ky (w) in the notation of Watson. Hence,
we have

according to [4] (p. 18), which reduces to the series in [4] (p. 16) in the case of A = 1. The residual
function is the well-known xlog x + (2 — 1)x + % coming from the double pole at s = 1, and the
coefficients are d(n).

As mentioned above, the author of [2] (p. 175) stated that his main theorem leads to the Fourier
expansion

Bi(x) = x—[x] -

1 & sin2
R D=Ly A (193)
nn:l

1
2 n

In Corollary 7, the Fourier expansion (Equation (179)) may be replaced with

2/1:B1(s)+%zsmzﬂ, x¢ 7. (194)
n=1

n<x n
Some more analysis revealed the following:

Theorem 8. Hamburger’s equation (Equation (180)) is manifestation of the Principle with the

Fourier transform pair. The Soni—Oberhettinger formula of the form

Y anf() =)+ Y baf(u), F) = [ f@KGy)dx 195)
n=1

n=1

is a consequence of Corollary 1, with F(z) replaced by the Mellin transform in Equation (1).
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