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Abstract: In this paper, we present the development of a quantum computing method for calculating
the value at risk (VaR) for a portfolio of assets managed by a finance institution. We extend the con-
ventional Monte Carlo algorithm to calculate the VaR of an arbitrary number of assets by employing
random variable algebra and Taylor series approximation. The resulting algorithm is suitable to
be executed in real quantum computers. However, the noise affecting current quantum computers
renders them almost useless for the task. We present a methodology to mitigate the noise impact by
using neural networks to compensate for the noise effects. The system combines the output from a
real quantum computer with the neural network processing. The feedback is used to fine tune the
quantum circuits. The results show that this approach is useful for estimating the VaR in finance
institutions, particularly when dealing with a large number of assets. We demonstrate the validity of
the proposed method with up to 139 assets. The accuracy of the method is also proven. We achieved
an error of less than 1% in the empirical measurements with respect to the parametric model.

Keywords: neural network; qubit; quantum computing; Monte Carlo; value at risk (VaR)

MSC: 81P68

1. Introduction

International regulations compel financial institutions to allocate loss provisions for
the investments they made. The criterion for determining the budget allocated to loss
provisions is to estimate the investment risk so that the probability of loss remains below
a certain threshold. This threshold is usually determined by regulatory authorities, and
typically ranges from 1% to 5% [1–3]. For this purpose, value at risk (VaR) [4] is a widely
used metric for risk management, as it calculates the maximum potential loss within a
given probability range, typically set at 99%. For example, if an investment portfolio has a
1-day 99% VaR of USD one million, it means that there is a 1% probability that losses after
one day will be USD one million or more.

Monte Carlo simulation is one of the available algorithms and methods used in finance
to estimate investment risk metrics, particularly the VaR. A random number generator is
used to create several samples according to a given distribution. These samples are used
to calculate a possible result (gain/loss) scenario for a certain asset. Then, the process is
repeated with a new set of samples to calculate another result scenario. If these calculations
are repeated enough times, we can accurately estimate the distribution function of the
random variable that corresponds to the results of the investment.

Traditionally, log-normal, Pareto and other distributions have been used to model
financial markets. The log-normal distribution is also relatively easy to use, so it has been
extensively applied in recent years to VaR estimations [5]. Moreover, it has the advantage
of modeling long tails in the distributions. Once the distribution function for the result of a
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certain asset has been approximated, the random variable corresponding to the result of
the whole investment portfolio can be modeled by accumulating the distributions of all
assets. The more samples generated for obtaining the distribution functions of the assets,
the more accurate the model of the investment result. However, this approach experiences
two challenges.

The first challenge is the growing number of samples needed when the number of
assets in the portfolio increases. The computation time limits the use of the Monte Carlo
method when the portfolio is large. Several solutions have been used to address this issue,
such as the use of high-performance computers, which is a common solution but expensive.
Another approach is to combine the asset distributions from the recorded results and
calculate the VaR by using the resulting theoretical distribution. This approach is called
parametric estimation, and it is explained in the following section. The problem is that
the complexity of financial markets makes this approach very rigid. Investors feel that the
resulting VaR is sometimes excessively conservative. This leads to the next challenge.

The second challenge, as mentioned, is the need for “real” random numbers to cap-
ture the somehow chaotic environment in which investments are conducted. Quantum
computing (QC) can help in this task, given its intrinsic randomness property. As it is
based on physical measurements of quantum states, there are no algorithms behind. It
is expected that a physical system can model the investment market much better than a
pseudo-random number generation algorithm. However, the use of quantum computing
to estimate risk, although promising, is affected by the noise inherent to current quantum
computers.

In fact, quantum computing is still at an early development stage. Preskill coined the
term noisy intermediate scale quantum (NISQ) [6] to describe the quantum computing
technology that is nowadays becoming available. That is, quantum computers featuring a
limited number of qubits (in the order of tens) and, more importantly, suffering severe noise
problems. Noise may jeopardize the usefulness of NISQ technology to solve real-world
problems. However, noise-mitigation techniques based on complex neural networks and,
more specifically, deep learning methods, have gained interest in recent years.

Addressing these challenges, the contributions of this paper are manifold:

1. We present a method to summarize market behavior with a single Gaussian distribu-
tion. This addresses the problem of many assets in a portfolio.

2. A comparison with present parametric and Monte Carlo estimations is discussed.
Therefore, the risk of a portfolio with an arbitrary number of assets can be afforded.

3. We show that, using the above-mentioned Gaussian and a Taylor series expansion,
VaR can be calculated using quantum computing.

4. We present a method to mitigate the noise effect in actual NISQ quantum computers
by using neural networks.

The rest of the paper is organized as follows. First, we present the current approach
to VaR estimation and Monte Carlo methods. Next, we develop the single Gaussian
estimation method, and we apply it to actual assets. Then, we propose to use quantum
computing to improve the randomness of the solution. After this, we use neural networks
to mitigate the noise in the quantum circuit, and discuss the obtained results. Later, we
provide a comparison of our approach with other works. Finally, we conclude the paper,
highlighting the main results and future works. Different values of VaR are used in the
examples along the paper to facilitate the visualization of each case.

2. Monte Carlo VaR Estimation

The Monte Carlo method for estimating the VaR is based on the generation of Gaus-
sian samples with zero median and unitary variance, which are then combined to generate
predictions of market values. This method has been extensively used in finance for estimat-
ing risks in investments [7]. The objective is to predict the risk for the following investment
cycle, usually one day, using historical data. For instance, you have the current values of the
assets and the history of previous values for the past months, and you want to predict the
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values for tomorrow. Assets can include any type of investments (stock exchange, foreign
currencies, etc.). Regulatory authorities mandate financial institutions to estimate the risk
of investments and make corresponding provisions to minimize the risk that an unexpected
event causing severe investment loss compromises the stability of the financial system.
Better risk estimations allow financial institutions to minimize the money dedicated for
provisions, which can be used instead for other investments. In this paper, we assume that
the risk level is 1%. This means that the amount of money allocated for provisions is what
the finance institution may lose with a 1% probability. This amount of money is referred to
as the value at risk (VaR). Although all the developments in this paper have been made
for a 1% loss probability, any other (small) probability value can be used. For the sake of
simplicity, we will subsequently refer to the historical asset values as “the samples”.

2.1. Monte Carlo Method

The conventional approach is to consider that samples are not independent but rather
correlated [8]. To include such dependencies in the method, we calculate the day-to-day
variation of samples. Using these variations, the covariance matrix can be calculated.
Dependencies are actually included by using the Cholesky matrix [9] associated with the
covariance The so-called Cholesky decomposition consists of decomposing a Hermitian
positive-definite matrix into the product of a lower triangular matrix and its conjugate
transpose. It is a method frequently used because of its efficiency [10]. Once the Cholesky
matrix is calculated, random Gaussian (independent) samples are generated, one vector of
the samples at a time. By just multiplying the Cholesky matrix by the vector of indepen-
dent samples, a new vector of dependent random Gaussian variables is obtained. These
samples are then transformed into log-normal samples using the exponential function.
In summary, we generated Gaussian random samples, introduced historical dependence,
and transformed it into log-normal samples. This process is repeated to obtain numerous
samples. The components of every vector are added to obtain an estimation for the cumu-
lative win/loss, which is the key parameter. The probability distribution of these results
constitutes the estimated distribution of the win/loss for the assets in the next investment
cycle (in our case, the next day).

In this paper, we consider the gain/loss distribution. Negative numbers indicate loss,
so the 1% is calculated from the left of Figure 1. Other authors consider distributions where
the losses are in the positive axis, and therefore they consider the percentage from the right
(i.e., 99%). The detailed procedure is as follows:

1. Calculate the covariance matrix COV from the assets’ series increments.
2. Calculate the Cholesky matrix CHO from the COV matrix.
3. Repeat:

(a) Generate several N(0, 1) samples (Gaussian zero media µ = 0 and unitary
standard deviation σ = 1), one for each asset, to obtain the sample vector ~v.

(b) Calculate the scenario~e = CHO ·~vᵀ.
(c) Using the vector of market values ~m, calculate the log-normal result sample:

~r = exp(~e− 1) · ~m.
(d) Calculate total win/loss value by adding all n~r components:

s = ∑n
i=1 ri.

4. Estimate VaR by calculating 1% percentile in s (log-normal distribution).

To generate the distribution, the previous process is repeated numerous times (typi-
cally in the order of tens of millions), and the VaR percentile is estimated (in our case, 1%,
as mentioned above) from the resulting histogram.

As an example, we used a historical series of 80 days for the values of the three assets.
The covariance and Cholesky matrices, both of size 3× 3, are listed below for clarification:

COV =

 0.0001406 5.19894 · 10−5 7.75869 · 10−5

5.19894 · 10−5 0.0001299 0.0001114
7.75869 · 10−5 0.0001114 0.0002762

,
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CHO =

0.011861013 0 0
0.004383214 0.010525491 0
0.006541336 0.007868523 0.01309934

.

An example of the market values ~m in USD is

~m =
[
18440 17520 13850

]
.

The results for the estimation of the VaR corresponding to the three assets, after one
thousand iterations, are shown in Figure 1.
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Figure 1. Monte Carlo VaR estimation histogram (blue), Gaussian fit (green) and CDF (red). The left
y-axis stands for PDF and the right y-axis for CDF.

The green line represents the PDF fit using a log-normal distribution. The red line
represents the CDF for the win/loss sample. The horizontal black line is the 1% threshold.
The intersection of both red and black lines indicates the estimated VaR = USD −1219.

2.2. Parametric Estimation

As the number of assets in an investment portfolio increases, it gets surprisingly
difficult to use the Monte Carlo method to calculate the VaR. Even for an apparently small
number of assets (in the order of tens), it is extremely difficult for the method to converge
to a reasonable estimation since the sample space grows exponentially with the number of
assets [7,11]. The alternative approach is to use a parametric estimation, which does not
leverage randomness.

To estimate the VaR using the parametric method, an approximation is assumed
between the input asset values and a normal distribution [12]. With this assumption,
the calculus process becomes relatively straightforward, as it only requires obtaining the
standard deviation of the historical series of samples.

The equation to obtain the parametric VaR for a single asset i is

VaR(raw)i = Vi · (exp(σi)− 1) · CDF−1(p), (1)

where V is the asset value for today, σ is the standard deviation of the historical series
of samples, CDF−1 is the inverse of the cumulative distribution for a N(0, 1) Gaussian
distribution, and p is the level of confidence (in our case p = 1− 1% = 99%). To include
the samples’ correlation, the VaR(raw)i values are arranged into a row vector. By using
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the Cholesky matrix, calculated as in the Monte Carlo method, we can estimate the VaR by
calculating the vector ~w as follows:

~w = ~v · CORR ·~vᵀ, (2)

where CORR is the correlation matrix of the samples, and ~v is the row vector of the
VaR(raw)i components described in Equation (1). The VaR can be obtained as the square
root of the accumulating ~w components:

VaR =

√
n

∑
i=0

w2
i , (3)

where n is the number of assets. Using the previous example with n = 3, we estimate
VaR = USD −1213, quite similar to the one obtained with the Monte Carlo approach:
VaR = USD −1219 (see Section 2.1). However, as this is a “mechanical” approach, it might
overlook market fluctuations that are relevant for the investors (“black swans”, extremely
improbable but highly dangerous events). This is why it is crucial to find a method that
includes randomness to calculate the VaR for a huge number of assets.

Nevertheless, the parametric method is still interesting because it can be used to obtain
the VaR estimation even when the number of assets increases significantly. However, the
estimation is usually worse, which means allocating more money for provisions regarding
the Monte Carlo method. Other approaches have been proposed [13], some as the evolution
of traditional Monte Carlo methods [14–16], or better approaches to random number
generation [4,17].

3. Linear Approach to Monte Carlo Estimation

To address the computational challenge of generating numerous Gaussian random
numbers, we present an approach that reduces the number of samples needed to estimate
the VaR.

3.1. Taylor Series Approximation

Since fluctuations in asset values are typically small, one possible solution for adding
randomness to the VaR estimation is to “linearize” the calculation scenario described above
as shown in Equation (4), which is similar to a first-order Taylor series approximation [18]:

~r = exp(CHO ·~vᵀ − 1) · ~m ≈ (CHO ·~vᵀ) · ~mᵀ. (4)

Given that CHO and ~m are known data, we can write Equation (4) as a linear combi-
nation of the components of ~v, which are random variables with a N(0, 1) distribution as
shown in Equation (5):

s =
n

∑
i=0

ri =
n

∑
i=0

ai · vi. (5)

Actually, this is a sum of random variables with a N(0, 1) distribution. In statistical
theory, it is a well known [12] that the sum of a linear combination of these types of
random variables results in another Gaussian random variable N(0, σ), whose standard
deviation [11] is given by Equation (6):

σ =

√
n

∑
i=0

a2
i , (6)

where ai is obtained from Equation (5).
Therefore, the Monte Carlo method to estimate VaR can be modified to use this linear

approximation as follows:

1. Calculate the covariance matrix COV from the assets’ series.
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2. Calculate Cholesky matrix CHO from the COV matrix.
3. Calculate~a using the market values vector ~m

~a = ~m · CHO.
4. Calculate the standard deviation for the N(0, σ):

σ =
√

∑n
i=0 a2

i .

5. Repeat:
Generate one N(0, σ) as a sample of the loss random variable s.

6. Estimate VaR by calculating 1% percentile in s (log-normal distribution).

Figure 2 shows the quasi-perfect fit of this approach for calculating loss samples. The
blue line represents the parametric estimation, while the red line represents the linear
approximation for five assets. Ten million samples were generated for the linear approach.
The distance between both simulations can be calculated as

Error =

∫ ∞
−∞ |PDFMonteCarlo − PDFlinearapproximation|∫ ∞

−∞ PDFMonteCarlo
. (7)

In our example, Error has a value of 1.5%, which we consider acceptable. We also
investigated the use of a second-order Taylor approximation, reducing the error to 0.22%.
However, the added complexity in calculations when using a second-order approximation
inclined us to consider only the first-order approximation.
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Figure 2. Gain/Loss value PDF. Comparison between the classical Monte Carlo approach (red line)
and linear approximation (blue line).

While this excellent result suggests the viability of using the linear method to estimate
the VaR for a higher number of assets, there is unfortunately a major challenge when
applying this approach to hundreds of assets: Cholesky matrix calculations.
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3.2. Cholesky Matrix Calculation

Both the Monte Carlo method and the linear approximation method begin with
the calculation of the Cholesky matrix from the covariance matrix. The algorithm for
computing the matrix components is based on an iterative process, where the covariance
matrix components are used to normalize partial results [19]. This process includes a
normalization step, where matrix components are used as a denominator in divisions. As
it can be seen in the covariance matrix sample shown above, in Section 2.1, some matrix
components can be very close to zero. If the covariance matrix is large, then division errors
accumulate rapidly, causing inaccuracies in the Cholesky partial calculations and therefore
turning the algorithm useless. Fortunately, this problem has already been addressed in
the literature. One proposed solution is to calculate the Cholesky matrix using the LDL
factorization [20], which effectively mitigates the arithmetic errors. In this paper, we used
for our calculations the modifications proposed by S. H. Cheng and N. J. Higham [21].

By combining the linear approximation method and the Cheng algorithm, we were able
to estimate the VaR for an investment portfolio consisting of 138 assets. Data were provided
by a financial institution, and correspond to investments in the financial market of Peru,
spanning six months. We tested the classic Monte Carlo, the parametric approximation,
and the linear approximation algorithms to estimate the VaR of the portfolio. Tests were
performed incrementally, choosing first a reduced number of assets and then incrementing
the number, one by one, until reaching the full set of assets. Figure 3 represents the VaR
calculations versus the number of assets included in the estimation. It can be seen that the
parametric calculations and our linear approximation method provide similar results.
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Figure 3. VaR evolution with number of assets.

4. Quantum Computing

As previously stated, finance institutions have concerns that random-based algorithms,
like Monte Carlo, might not be able to discover less obvious scenarios when estimating
the future of their investments, what they call “black swans”. Consequently, they are then
pushing quantum computer scientists to design and implement increasingly powerful
quantum systems, with the confidence that such devices can provide better risk estimations
for their business. The inherent randomness of quantum mechanics is a good argument
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in favor of this approach. Based on this idea, in this section, we show how quantum
computing could be used to calculate the VaR.

Quantum computers can be defined as systems designed to manipulate single particles
(i.e., electrons) [22]. It is possible to program the system so that particles interact with each
other in a given way, specified by the programmer. The so-called quantum state of the
particles can be considered a random variable, which is measured at the end of the program
(which executes in about 200 µs). The program is executed multiple times (typically 1024),
and the measurements are accumulated in a histogram that is afterward sent back to the
user. The discipline of quantum computing consists of designing the interactions so that
the result (histogram) is relevant for a given problem. In the programming language of
quantum computers, the particles are represented as so-called qubits and the manipulations
and interactions as the so-called quantum gates. The representation of the program is called
a quantum circuit since it resembles the aspect of classic digital circuits, although the lines
do not represent wires but time.

We used the IBM Qiskit environment to develop and execute a program designed to
generate the samples of assets values. Qiskit provides libraries to facilitate the development
of quantum circuits.

4.1. Distribution Window Approach

For implementing the VaR calculations on a quantum computer, we used the IBM
quantum experience (QE) platform and the Qiskit framework [23] to design a circuit that
prepares the quantum state as described in Equation (8):∣∣0〉n 7→ ∣∣ψ〉 = ∑

i=0

√
pi
∣∣i〉n. (8)

In the literature, there are already methods to generate random samples of a distri-
bution using Qiskit libraries. One of the proposed methods approximates the distribution
function by straight segments. The number of such segments is related to the number of
qubits of the computer. The more qubits, the better the approximation. However, since the
number of qubits is very limited in current NISQ computers, we tried to “concentrate” the
calculations within the interval of the CDF, where the VaR value is most probably located.
Again, we are assuming that asset values do not have massive changes from one investment
cycle to the next. Therefore, to increase the precision, we restricted the calculation of the
probabilities to the window between low = −3σ and high = −2σ. As mentioned, samples
are focused on the part of the distribution where the VaR is most probably located. To
further restrict the span of calculations, we used the transformation shown in Equation (9):

{0, . . . , 2n − 1} 3 i 7→ high− low
2n − 1

· i + low ∈ [low, high]. (9)

Recall that the VaR with a given probability α is shown in Equation (10):

VaRα = in f {x : P[X ≤ x] ≥ α}. (10)

As we are only using a window of the Cumulative Distribution Function (CDF), we
need to scale the parameter α. The new parameter β, which we will use within the window,
is related to α as in Equation (11):

β = α− 1− CDF(0, 1, 3)
CDF(0, 1, 2)− CDF(0, 1, 3)

, (11)

where CDF(0, 1, x) is the N(0,1) CDF evaluated in x = n · σ.
Using Equation (6) for the Peru portfolio of 138 assets, we obtain a value of σ = 4165.26.

Given the probability of α = 1%, we can use Equation (11) to calculate β = 47.66%. This
transformation can be schematically seen in Figure 4.
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1%47.66%
Figure 4. Window in the Gaussian distribution to focus calculations in the tail. Red line indicates the
same PDF.

4.2. Statevector Simulation

The circuit for calculating the VaR estimation can be generated using Qiskit libraries
(version 0.17.0). Qiskit uses the state preparation approach [24]. It is possible to generate
a quantum circuit from a given probability distribution so that output samples are ap-
proximations to such probability distribution [25]. Qiskit libraries also allow clipping the
distribution to a certain window [26]. For example, in the Peru assets, the VaR is estimated
to be within the interval [−3 · σ,−2 · σ]. The circuit for 4 qubits is shown in Figure 5, and it
includes a set of rotation and CNOT gates.

q0 : RY (1.911) RY (0.008719) RY (−5.374 · 10−5) RY (0.01744) RY (−0.0002154) RY (−4.644 · 10−6) RY (−0.0001076) RY (0.03489)

q1 : RY (2.211) RY (0.02951) RY (−0.001297) RY (0.05904) • • • •
q2 : RY (2.635) RY (0.07031) • • • •
q3 : RY (2.992) • • • • • •

meas : /
4

0

��
1

��
2

��
3

��

q0 : RY (1.911) RY (0.008719) RY (−5.374 · 10−5) RY (0.01744) RY (−0.0002154) RY (−4.644 · 10−6) RY (−0.0001076) RY (0.03489)

q1 : RY (2.211) RY (0.02951) RY (−0.001297) RY (0.05904) • • • •
q2 : RY (2.635) RY (0.07031) • • • •
q3 : RY (2.992) • • • • • •

meas : /
4

0

��
1

��
2

��
3

��

q0 : RY (1.911) RY (0.008719) RY (−5.374 · 10−5) RY (0.01744) RY (−0.0002154) RY (−4.644 · 10−6) RY (−0.0001076) RY (0.03489)

q1 : RY (2.211) RY (0.02951) RY (−0.001297) RY (0.05904) • • • •
q2 : RY (2.635) RY (0.07031) • • • •
q3 : RY (2.992) • • • • • •

meas : /
4

0

��
1

��
2

��
3

��

Figure 5. Sample generation circuit with 4 qubits.

By using the StatevectorSimulator (version 0.1.547), it is possible to generate samples
of the risk distribution, and then the VaR estimation can be made by processing the results.
In Figure 6, the output of the simulator is shown. As we have four qubits, the resolution
is limited. The result of the “1101” state should be scaled to obtain the estimation of the
VaR = −9111.50 USD. This value compares to the final estimation in Figure 3. With the
parametric estimation used in that figure, the value at risk is VaR = USD −9514.18.
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Figure 6. Output of the quantum circuit executed in the simulator. Red line indicates the VaR
estimation.

The circuit can also be executed in a real quantum computer. The result obtained from
the IBM Lagos computer is shown in Figure 7. The effect of the noise in the quantum circuit
execution is clear. The histogram shape is very different from the desired Gaussian CDF
tail. Actually, the VaR, indicated as a red line, is displaced regarding the VaR estimated
with the simulation. This discrepancy highlights the challenges posed by the noise inherent
to current NISQ computers.

Figure 7. Output of the quantum circuit executed in the IBM Lagos quantum computer. Red line
indicates the VaR estimation.
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5. Neural Networks

Neural networks are a promising tool to mitigate the noise problem that jeopardizes the
VaR estimation. As it is widely known, neural networks provide the perfect mechanisms
for solving tasks in an alternative way [27]. Neural networks can learn from the training
data to perform a specific task, and then, they can be tested with the validation data to check
whether they are performing properly or not. In our case, we have the VaR historical series,
represented in Figure 3. Therefore, we can compare the quantum computer estimation with
the “real data”.

In the circuit in Figure 5, the parameters that can be adjusted are the rotations. We
assume that the quantum gates and the topology are essentially correct. In this scenario,
fine-tuning the rotations could be enough to estimate VaR more precisely. Neural networks
can play a pivotal role in this optimization process by helping us find the optimal rotations
for a more precise VaR estimation in the presence of noise.

5.1. Cost Function

Neural networks learn by reducing the absolute value of the obtained cost at each
epoch. Usually, this task is solved by using a default loss function provided by the machine
learning library (in our case, Keras). However, in this special case, one of the main chal-
lenges is that we need to create our own cost function to establish the link between the
neural network and the quantum computer output.

As previously mentioned, the neural network was designed to learn how to calculate
the optimal qubit rotations to achieve the desired output. This modified design will be
later executed on the quantum computer, and the estimated VaR will be obtained from the
probability state histogram. At this point, we can return the VaR to the cost function to
calculate the cost for that epoch.

Obtaining the desired cost is not always an easy task because having an error value of
0 does not necessarily mean that the training has been perfect or that the neural network has
solved the task perfectly. The optimal scenario where the cost reaches 0 will only happen
when we have seen all possible inputs and outputs for the desired task. If that is the case,
training until cost is 0 would be the best decision because there will not be inputs that our
neural network has not seen before. Obviously, taking all possible inputs and outputs is
not the case for our task, so it would be a mistake trying to reduce the cost to exactly 0.

Anyway, even when the cost is not 0, the neural network could suffer major losses if
we push the training with an excessive number of epochs. This special case is well known
and referred to as overfitting, as it goes from being beneficial to a loss factor. Overfitting
occurs when we train the model more than we should, and starts “memorizing” the cases
instead of learning the task. Conversely, if we do not train the neural network model
for enough epochs, we will be limiting its learning capacities. Therefore, the number of
epochs during the training process must be a well-thought number, considering our task
and design.

5.2. Layer Activation

Layer activation specifies the possible values that a neural network neuron can take.
Thus, the process of choosing an appropriate layer activation plays a crucial part in the
design of the neural network model. In our specific case, the range should be restricted
because we are obtaining rotations for the qubits [24]. One suitable approach is to use
the “ReLU” layer activation from Keras, and configuring it to saturate at the π value.
Consequently, the range is precisely that of the rotation range, from −π to π. Additionally,
having a sigmoid activation layer at the output could be another approach, with the
minimum mapped to −π and the maximum mapped to π. Having a custom cost function
gives us the chance to create a customizable design.

If the layer activation is wrongly chosen, the entire design may fail because the value
range will not be correctly delimited, making it impossible for the neural network to learn
from its executions. Furthermore, if the “ReLU” layer activation is not bounded within the
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desired range, it can confuse the neural network because of the redundant rotation values
occurring every 2π.

5.3. Architecture

The architecture of the implemented system was carefully designed to ensure that
experiments could be efficiently carried out for different values of key parameters, such as
the following:

• Qubits: The ability to change the number of qubits in the quantum circuit is an
important parameter. Changes in the number qubits can be caused by the specific
requirements of the assets or the preferences of the designer. While increasing the
number of qubits can improve the precision of the system, at the same time, it also
increases the computing cost. It is therefore needed to find a balance between cost
and precision, which is possible through testing and result analysis. For practical
reasons (mainly, quantum computer availability and calculation time), we limited the
number of qubits to 5 qubits, but the method presented in this paper is applicable to
any number.

• Backend: The flexibility of choosing a real quantum backend or a simulator without
needing to change the design of the program makes development much easier. Usually,
simulators are used for development, whereas the tests are typically performed in
real quantum computers. Consequently, the ability to seamlessly change the backend
makes the process much faster.

• Number of assets: When testing the developed design, we need to change the number of
assets to check if the model correctly works with different scenarios. If these changes
are made manually, human errors could happen, which can be avoided if we can
automatically change the number of assets depending on the provided data. For
training purposes, our dataset had five assets with a VaR of USD 1380, which was
calculated with parametric estimation for a 1% percentile.

• Grouped assets: The number of grouped assets can easily be changed according to
the preferences of the developer. While any arbitrary number can be used for this
parameter, the entire design may fail if the chosen value is not appropriate. For
example, if we have 100 values for each asset, it does not make sense to group them in
50 groups of 2 values because there is almost nothing to learn from each group. On
the other hand, if groups contain many assets, then the number of groups is reduced,
which is also not convenient for the training process. Therefore, it is important that this
parameter can be freely changed if we want to find the optimal number of grouped
assets for each dataset.

• Number of layers: The number of layers composing the model can be changed without
any difficulty since the entire model is designed as an independent function that can
be replaced at any moment. In this paper, we conducted different tests with two and
three dense layers to conclude that the configuration with three layers provides better
results.

• Number of neurons: Similar to the number of layers, the number of neurons in each
layer can also be easily changed according to the characteristics and volume of the
asset data. The number of neurons in each layer can be independently changed. In
our case, we used 500 neurons at each layer, which is an amount of neurons that is
high enough for learning but not too high, avoiding overfitting.

As stated above, our experiments show that using a neural network with three dense
hidden layers is a suitable approach for obtaining qubit rotations in a quantum computer
due to its ability to capture complex relationships and patterns in the data. Here are the
main reasons for this choice:

• Expressiveness and non-linearity: A neural network with three dense hidden layers
provides the flexibility to model complex, non-linear relationships between the input
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data and the desired output (qubit rotations). This is crucial in capturing the intricate
quantum mechanics involved in qubit rotations.

• Hierarchy of features: Three hidden layers allow for the hierarchical extraction of fea-
tures from the input data. Each layer can learn increasingly abstract and higher-level
representations of the qubit states, aiding in better understanding and approximating
the necessary rotations.

• Generalization and prediction: A well-designed neural network with three dense hidden
layers can generalize well to unseen data, enabling accurate predictions of the rotations
needed for various output qubit configurations. This is crucial for the adaptability
and performance of the quantum computer.

In summary, a 3-layer dense neural network, such as that described in Table 1 and
shown in Figure 8, provides the right balance between expressiveness, parameter tuning,
generalization capabilities, and computational efficiency for effectively modeling and
predicting qubit rotations in a quantum computer. In the table, nAssets stands for the
number of assets, mGroup for the number of grouped assets, and kGates the number of
rotation quantum gates to adjust.

Table 1. Neural network layer architecture.

Layer Type Input Dense Dense Dense Output

Neurons nAssets ·mGroup 500 500 500 kGates

Figure 8. Neural network structure.

With these parameters in place, we developed a system that adapts to different sets of
assets, number of qubits or even to real executions on quantum computers. This flexibility
allows us to adjust parameter values and keep testing until we find the best possible
combination for our task. The methodology used for the neural network training is shown
in Figure 9.

At the top of the figure, it can be seen the first iteration of the initial epoch of the
design. The first step is to calculate the historical VaR of each of the grouped assets. Once
those groups are linked, we extract the VaR from the 1% percentile, which gives us the
historical VaR of each of the asset sets.

Once we have those values, we pass the provided data to the designed program. The
next step is to split the groups into training and validation. From the sets of training,
we calculate the minimum VaR and maximum VaR that will be used for the distribution
window range [minVaR, maxVaR]. The minVaR and maxVaR values correspond to the low
and high parameters of Equation (9). That range is applied to Equation (11), which gives a
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value of β = 47.66%. During our tests, the decision of what percentage to use for training
or validation was clear, as we had a few values for each asset. We decided to use cross
validation with all values except one and try validation with the one left, as many neural
network learning systems do. After splitting the input data, we passed the first group to
the neural network. At that moment, the neural network had random values as it was the
first time it obtained the qubit rotations, so random values for the different qubit rotations
were obtained.

ASSETS PARAMETRIC VaR
ESTIMATION VaR

DATA SPLIT 
TRAINING / VALIDATION NEURAL NETWORK

LIBRARES QUANTUM 
CIRCUIT

QUANTUM 
COMPUTER

VaR 
ESTIMATION

(R1, R2, …)

<>

Figure 9. Execution flow of the implemented design.

With these random rotations, we edited the qubit rotations of a quantum circuit
obtained with Qiskit libraries. Once we had the edited quantum circuit, it executed at the
selected backend, which gave us the output histogram. With that obtained histogram, we
found the β percentile (as mentioned above, in Equation (11)). With that value, we find out,
on the axis that is built with the minVaR and maxVaR, the exact VaR.

After finding the estimated VaR of the quantum circuit and the historical VaR of each
group, the neural network starts the comparison between them, finding the associated cost.
This cost will be used to tell the neural network whether it is learning or not. Even more, if
there is a possibility to continue learning or not.

When the first group is finished the execution, it is the turn of the next group. The
system performs the same steps repeatedly until it finishes the first epoch. An epoch is
defined as an execution of all the different groups of inputs and outputs (x and y) provided
for the neural network. After an epoch finishes, the neural network learns and tries to
change the values of the different neurons to make an even better approach to the desired
task. This is achieved by trying to reduce the value of the cost; if the cost is decreasing, it
usually means that the system is learning correctly.

After all the epochs are completed, we can go and validate the system to check
whether the task is actually an accurate solver or not and adapt the different parameters to
improve it.

5.4. Execution in Real Quantum Computers

To execute the process in a real quantum computer, it is firstly needed to edit the
quantum circuit obtained from the Qiskit library (in this case, a 5-qubit circuit). Once the
qubit rotations are set, the circuit is sent to execution by the custom cost function (later
on, it will also collect the results from the job run). As quantum computers work at the
statistical level, with the possible states of the qubits, the circuit should be executed a high
number of times to have a valid result, for example, 1000 to 2000 times.

It is important to have in mind that the more qubits that are used, the more complexity
the circuit will have, and so the neural network would be harder to train with a low quantity
of data. Furthermore, a high number of qubits increases noise effects and slows down the
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training process. It is true that more qubits should increase precision, but we found that the
benefits we obtained from using a limited number of qubits surpassed the disadvantages
of it.

The implementation of the proposed method in a real quantum computer proves its
utility to mitigate quantum noise. Figure 10 shows the obtained results. Due to the time
and resource limitations, we used 5 qubits and a series of 5 assets for the estimations, but
the results can be extrapolated to larger figures.
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Figure 10. Real VaR estimation (5 qubits).

Several points may be highlighted:

1. As we used 5 qubits, we should obtain samples out of 32 values. However, in Figure 10,
we only see 20. This is because Qiskit removes from the graphics the values with
lower occurrences.

2. The VaR value is USD 1376, very close to the actual value of USD 1380 used as the
target for the neural network, so the overall system seems to be well functioning.

3. The effect of the noise and the counter-effect of the rotations found by the neural
network can be seen in Figure 10. In the ideal case with no noise, the distribution
should be similar to the distribution tail shown in Figure 6. Although it resembles the
shape, the neural network clearly modifies it. The important point is that this strange
shape compensates for the noise effect.

5.5. Discussion

The results of the experiments indicate that the neural network can actually mitigate
the quantum noise in the NISQ computer. The VaR estimated is close enough to the
parametric estimation to consider it accurate enough. However, it is not exactly the desired
output because quantum calculations should include (hopefully) the financial market
random fluctuations. The objections to this statement are twofold. On the one hand,
extensive field tests have to be performed to really make sure the quantum fluctuations
somehow resemble the market complexity. The advantage of using neural networks is the
flexibility to adapt the quantum circuits to perform in this way.

On the other hand, the objective of regulatory authorities is to approve the provisions
made by investors. The current methodology is that the investing institution (banks) make
the calculations and send them to the authorities (Central Banks). Before approving, the
calculations are repeated (audited) and compared to reference calculations (for example,
parametric estimations). Quantum computing is, by its own random nature, impossible to
reproduce [22]. This means that, in case this approach is approved to calculate VaR, new
protocols should be developed. Anyway, this is not only the case for this approach but a
general issue with the applications of quantum computing to finance.
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6. Related Work

Having presented our results, we can compare them with other works in the literature.
For instance, in [28], they provide a comprehensive review of the state of the art of quantum
computing for financial applications. They show that quantum algorithms are applicable
for financial problems, such as VaR computation. They conclude that quantum Monte
Carlo can speed up classical methods, but more work is required to reduce the amount of
quantum resources. In our solution, we follow a different approach and obtain a reasonable
result, using the resources currently available in quantum computers.

In [29], the authors present a quantum algorithm to compute risk more effectively than
the Monte Carlo simulations traditionally used in classical computers. They use quantum
amplitude estimation to evaluate risk measures, such as value at risk and conditional value
at risk on a gate-based quantum computer. Moreover, they show how to implement this
algorithm and the trade-off of the convergence rate of the algorithm and the circuit depth.
The shortest possible circuit depth leads to a convergence rate of O(M−2/3), where M is
the number of samples, based on the results of [30].

However, in another work [31], they calculate the number of required qubits for these
circuits, and find that they scale linearly with the number of assets, making it hard to
implement this algorithm in current quantum computers when the number of assets is
large. In contrast with these works, we keep using Monte Carlo simulations, focusing on
the part of the distribution that is needed to calculate the VaR and considering how actual
quantum computers behave when they use many qubits for this task. Thus, we use neural
networks to mitigate the noise in the quantum circuit and obtain results comparable to
those of parametric models but keeping the randomness provided by the Monte Carlo
simulation.

Regarding the VaR computing, in [32] quantum mechanics is applied for extreme
value prediction in a stock exchange. Although they do not apply quantum computing
for the calculations, this work can be useful to readers not familiar with the types of
distributions used to model risk prediction.

The mitigation of quantum noise is also studied in other works. In [33], they propose
a protocol to estimate the average output of a noisy quantum device and demonstrate
it in a 5-qubit quantum computer. In that work, they use matrix algebra to decompose
the average noise of a quantum circuit. In our case, we use neural networks to adjust the
rotation of the qubits and compensate for the quantum noise.

Regarding the use of neural networks, in [34], a deep quantum neural network is used
to enhance the fidelity of quantum convolutional codes. As in our work, they deal with the
quantum noise, although using a different approach for a different application (to enhance
the fidelity of quantum states). In our case, we use traditional neural networks that take
the noise data from a quantum computing, instead of the quantum neural networks they
apply. In this way, we obtain a feasible solution that can be applied in current quantum
computing infrastructures.

A closer work to ours is [35], where they also propose a classical artificial neural
network to infer the amount of probability adjustment to mitigate quantum error. Our
work differs in that we use the neural network to estimate the rotations that best compensate
for the quantum noise.

7. Conclusions and Future Work

We presented a novel approach to the problem of VaR estimation when the number
of assets is high. Monte Carlo methods are extremely difficult to apply in such cases, so
parametric estimation is used instead. Using a linear approximation to the distribution of
losses, we can reduce the problem to a single (or a few) random variable, which can be
generated using quantum computers to consider “black swans”. We presented a simulation
where all the data are “compressed” in just one distribution, but it need not be the case.
A VaR estimation problem could be divided into parts and simulated partially by real
quantum computers. The results could be combined afterward to obtain the estimation.
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Neural networks can be used to mitigate the noise effect in real quantum computers. Actual
data were used to show that the method is feasible, and the results are close to those
currently used in finance.

The validity of the fixed rotations is an open question. We proved that the neural
network compensated for the noise effect in a real quantum computer, but further investiga-
tion is needed to understand the timeframe of that correction. Anyway, VaR predictions are
made usually on a daily basis, so it is feasible to calculate the rotations every day. Another
point is the comparison between different computers and topologies. Finally, it can be
interesting to apply explainable artificial intelligence (XAI) [36] to understand how the
neural network is calculating the qubit rotations to mitigate the noise, to find a simpler
algorithm to compute them. The increasing size of current quantum computers makes it
easier to use more and more qubits in the calculations. Nevertheless, more qubits mean
more noise and further corrections. There will probably be a balance that achieves an
optimum in the estimations.

Finally, as mentioned in the discussion, extensive testing with data from the field has
to be performed to make sure that the application of quantum computers makes sense
to predict VaR accurately. Our results suggest the accuracy of the proposed method, but
much more real data are needed. The dependence of local finance markets may also be
relevant for the adjustment. This topic should be addressed in future work.
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