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#### Abstract

One-stage stochastic linear complementarity problem (SLCP) is a special case of a multistage stochastic linear complementarity problem, which has important applications in economic engineering and operations management. In this paper, we establish asymptotic analysis results of a sample-average approximation (SAA) estimator for the SLCP. The asymptotic normality analysis results for the stochastic-constrained optimization problem are extended to the SLCP model and then the conditions, which ensure the convergence in distribution of the sample-average approximation estimator for the SLCP to multivariate normal with zero mean vector and a covariance matrix, are obtained. The results obtained are finally applied for estimating the confidence region of a solution for the SLCP.
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## 1. Introduction

The finite-dimensional complementarity problems form a relatively perfect and fruitful topic in mathematical programming. In order to reflect the uncertain factors in practice, stochastic complementarity problems have attracted extensive attention in the recent literature [1-4]. We investigate the following one-stage stochastic linear complementarity problem (SLCP): find $x \in \Re^{n}$, such that

$$
\begin{gather*}
\mathbb{E}[M(\xi(w))] x+\mathbb{E}[q(\xi(w))] \geqslant 0, x \geqslant 0, \\
(\mathbb{E}[M(\xi(w))] x+\mathbb{E}[q(\xi(w))])^{T} x=0, \tag{1}
\end{gather*}
$$

where $\mathbb{E}$ denotes the mathematical expectation, $\xi: \Omega \rightarrow \Xi \subset \Re^{k}$ is a random vector defined on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$, and $M: \Re^{k} \rightarrow \Re^{n \times n}$ and $q: \Re^{k} \rightarrow \Re^{n}$ are functions. Throughout the paper, $M(\xi(\omega))$ and $q(\xi(\omega))$ are measurable functions of $\omega$, and the condition

$$
\mathbb{E}\left[\|M(\xi(\omega))\|^{2}+\|q(\xi(\omega))\|^{2}\right]<\infty
$$

holds. To ease the notation, $\xi(\omega)$ will be written as $\xi$.
Problem (1) can be seen as a special case of the stochastic nonlinear complementarity problem (SNCP) in Gürkan et al. [5]. Some examples of stochastic complementarity problems in operational research, finance, economics, and engineering, can be found in [6,7].

Accurately calculating the expected value in (1) is either impossible or costly. The sample-average approximation (SAA) method [8-10] is considered to be an effective method for estimating the expected value. By generating an independent identically distributed (iid) sample $\xi^{1}, \cdots, \xi^{N}$ of $\xi$ and approximating the expected value with sample average,
the SAA method can effectively estimate the expectations. Throughout the paper, the SLCP (1) will be approximated by

$$
\begin{gather*}
\widehat{M}_{N} x+\widehat{q}_{N} \geqslant 0, x \geqslant 0 \\
\left(\widehat{M}_{N} x+\widehat{q}_{N}\right)^{T} x=0 \tag{2}
\end{gather*}
$$

where

$$
\begin{equation*}
\widehat{M}_{N} x+\widehat{q}_{N}=\frac{1}{N} \sum_{j=1}^{N}\left[M\left(\xi^{j}\right) x+q\left(\xi^{j}\right)\right] \tag{3}
\end{equation*}
$$

is the sample-average mapping of $\mathbb{E}[M(\xi(w))] x+\mathbb{E}[q(\xi(w))]$. Equation (1) is called the true problem, and Equation (2) is the SAA problem to Equation (1).

In this paper, for an SAA solution $x_{N}$ and its almost sure cluster point $x^{*}$, we are interested in the asymptotic behavior of the SAA estimator $\sqrt{N}\left(x_{N}-x^{*}\right)$, that is, establishing conditions on $\mathbb{E}[M(\xi(w))]$ such that for $N \rightarrow \infty$,

$$
\sqrt{N}\left(x_{N}-x^{*}\right) \quad \xrightarrow{\mathcal{D}} \quad \mathrm{Z},
$$

where Z in $\Re^{n}$ is a normal random variable, and the symbol $\mathcal{D}$ above the arrow denotes a convergence in the distribution.

The asymptotic behavior of the SAA estimator has been deeply discussed in plenty of the literature $[6,8,11,12]$ and other references. Most of those results are related to convergence in the distribution of the SAA estimators for stochastic-constrained optimizations or normal map formulations of stochastic variational inequalities. In this paper, we first study the asymptotic behavior of the SAA solutions of stochastic quadratic programming, and then obtain the conditions ensuring the asymptotical normality of the SAA estimators of the SLCP. Finally, methods for estimating confidence regions of true solutions to the SLCP are provided.

The paper proceeds as follows: in Section 2, the asymptotic results are obtained under the nonsingularity condition or positive definiteness condition of $\mathbb{E}[M(\xi(w))]$. We then applied the results in Section 3 to obtain the confidence intervals of an SLCP solution.

## 2. Main Results

Notice that if the solution of an SLCP (1) exists, then the SLCP (1) is equivalent to the following quadratic programming:

$$
\begin{array}{cl}
\min _{x \in \Re^{n}} & x^{T} \mathbb{E}[M(\xi)] x+\mathbb{E}[q(\xi)]^{T} x  \tag{4}\\
\text { s.t. } & \mathbb{E}[M(\xi)] x+\mathbb{E}[q(\xi)] \geq 0, x \geq 0
\end{array}
$$

In order to provide the asymptotic behavior of the SAA SLCP, we first consider the following stochastic-constrained optimization (SCO) problem:

$$
\begin{array}{cl}
\min _{x} & \mathbb{E}[f(x, \xi(w)] \\
\text { s.t. } & \mathbb{E}\left[g_{i}(x, \xi(w))\right] \leqslant 0, i=1,2, \cdots, p,  \tag{5}\\
& \mathbb{E}\left[h_{j}(x, \xi(w))\right]=0, j=1,2, \cdots, q,
\end{array}
$$

where $\xi$ is defined as in Equation (1), $f: \Re^{n} \times \Re^{k} \rightarrow \Re, g_{i}: \Re^{n} \times \Re^{k} \rightarrow \Re i=1,2, \cdots, p, h_{j}:$ $\Re^{n} \times \Re^{k} \rightarrow \Re, j=1,2, \cdots, q$ are random functions.

The definition of the Karash-Kuhn-Tucker (KKT) point of the problem (5) is as follows:

Definition 1. Suppose the expectation value functions $\mathbb{E}[f(\cdot, \xi(w))], \mathbb{E}[g(\cdot, \xi(w))], \mathbb{E}[h(\cdot, \xi(w))]$ are continuously differentiable. Then $\left(x^{*}, \lambda^{*}, \mu^{*}\right) \in \Re^{n} \times \Re^{p} \times \Re^{q}$ is called the Karash-Kuhn-Tucker (KKT) point of the problem (5) if $\left(x^{*}, \lambda^{*}, \mu^{*}\right)$ satisfies

$$
\begin{gathered}
0 \in \nabla_{x} \mathbb{E}\left[f\left(x^{*}, \xi(w)\right)\right]+\mathcal{J}_{x} \mathbb{E}\left[g\left(x^{*}, \xi(w)\right)\right]^{T} \lambda^{*}+\mathcal{J}_{x} \mathbb{E}\left[h\left(x^{*}, \xi(w)\right)\right]^{T} \mu^{*}, \\
\lambda_{i}^{*} \geq 0, \lambda_{i}^{*} \mathbb{E}\left[\xi_{i}\left(x^{*}, \xi(w)\right)\right]=0, i=1,2, \cdots, p \\
\mathbb{E}\left[g_{i}\left(x^{*}, \xi(w)\right)\right] \leq 0, i=1,2, \cdots, p \\
\mathbb{E}\left[h_{j}\left(x^{*}, \xi(w)\right)\right]=0, j=1,2, \cdots, q,
\end{gathered}
$$

where

$$
g(x, \xi(w))=\left(g_{1}(x, \xi(w)), \cdots, g_{p}(x, \xi(w))\right)^{T}
$$

and

$$
h(x, \xi(w))=\left(h_{1}(x, \xi(w)), \cdots, h_{q}(x, \xi(w))\right)^{T}
$$

Let $\xi^{1}, \xi^{2}, \cdots \xi^{N}$ be an iid sample of $\xi$, then the SAA problem of SCO is

$$
\begin{array}{cl}
\min _{x} & \widehat{f}_{N}(x) \\
\text { s.t. } & \widehat{g}_{i}^{N}(x) \leqslant 0, i=1,2, \cdots, p,  \tag{6}\\
& \widehat{h}_{j}^{N}(x)=0, j=1,2, \cdots, q .
\end{array}
$$

where

$$
\begin{gathered}
\widehat{f}_{N}(x)=\frac{1}{N} \sum_{k=1}^{N} f\left(x, \xi^{k}\right), \quad \widehat{g}_{i}^{N}(x)=\frac{1}{N} \sum_{k=1}^{N} g_{i}\left(x, \xi^{k}\right), i=1,2, \cdots, p \\
\widehat{h}_{j}^{N}(x)=\frac{1}{N} \sum_{k=1}^{N} h_{j}\left(x, \xi^{k}\right), j=1,2, \cdots, q
\end{gathered}
$$

We make the following assumptions for the future asymptotic analysis. Let $X$ be a nonempty compact subset of $\Re^{n}$, and let $\sigma(x, \xi(w))$ be one of the elements in the following:

$$
\begin{gathered}
\left\{f(\cdot, \xi(w)), \nabla f(\cdot, \xi(w)), \nabla^{2} f(\cdot, \xi(w)), \nabla g_{i}(\cdot, \xi(w)), \nabla^{2} g_{i}(\cdot, \xi(w)), i=1,2, \cdots, p,\right. \\
\left.\nabla h_{j}(\cdot, \xi(w)), \nabla^{2} h_{j}(\cdot, \xi(w)), j=1,2, \cdots, q\right\} .
\end{gathered}
$$

Consider the following conditions.
(A1) For each $x \in X, \mathbb{E}[\| \sigma(x, \xi(w) \|]$ is finite valued, and $\mathbb{E}[\sigma(x, \xi(w))]$ is well-defined.
(A2) There exists a positive valued random variable $C(w)$ such that

$$
\mathbb{E}[C(w)]<+\infty
$$

and for all $x_{1}, x_{2} \in X$, and almost every $w \in \Omega$, the following inequality holds:

$$
\left\|\sigma\left(x_{1}, \xi(w)\right)-\sigma\left(x_{2}, \xi(w)\right)\right\| \leq C(w)\left\|x_{1}-x_{2}\right\|
$$

(A3) For any fixed $x \in X$,

$$
\begin{gathered}
f(\cdot, \xi(w)), g_{i}(\cdot, \xi(w)), i=1,2, \cdots, p, \\
h_{j}(\cdot, \xi(w)), j=1,2, \cdots, q
\end{gathered}
$$

is twice continuously differentiable at $x$ for almost every $w \in \Omega$.
The above assumptions are commonly used in stochastic optimization. Using Theorem 6.3.2 and Theorem 6.3.6 in [8],

$$
\mathbb{E}[f(\cdot, \xi(w))], \mathbb{E}\left[g_{i}(\cdot, \xi(w))\right], \mathbb{E}\left[h_{j}(\cdot, \xi(w))\right], i=1,2, \cdots, p, j=1,2, \cdots, q
$$

is twice continuously differentiable on $X$, and

$$
\limsup _{N \rightarrow \infty, x \in X}\left\|\frac{1}{N} \sum_{k=1}^{N} \sigma\left(x, \xi_{k}\right)-\mathbb{E}[\sigma(\cdot, \xi(w))]\right\|=0 \quad \text { w.p.1. }
$$

Let $\left(x_{0}, \lambda_{0}, \mu_{0}\right) \in \Re^{n} \times \Re^{p} \times \Re^{q}$. We need the following conditions:
(A4) The second order sufficient condition (SOSC) holds at $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$, i.e.,

$$
d^{T} \nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi(w)\right)\right] d>0,
$$

for every nonzero vector $d$ satisfying

$$
\nabla_{x} \mathbb{E}\left[g_{i}\left(x_{0}, \xi(w)\right)\right]^{T} d \leq 0, i \in I\left(x_{0}\right), \nabla_{x} \mathbb{E}\left[h_{j}\left(x_{0}, \xi(w)\right)\right]^{T} d=0, j=1,2, \cdots, q,
$$

where

$$
\begin{gathered}
I\left(x_{0}\right)=\left\{i=1,2, \cdots, p: \mathbb{E}\left[g_{i}\left(x_{0}, \xi\right)\right]=0\right\} \\
L(x, \lambda, \mu, \xi(w))=f(x, \xi)+g(x, \xi)^{T} \lambda+h(x, \xi)^{T} \mu .
\end{gathered}
$$

(A5) The Mangasarian-Fromovitz constrant qualification (MFCQ) holds at $x_{0}$, i.e.,

$$
\nabla_{x} \mathbb{E}\left[h_{j}\left(x_{0}, \xi(w)\right)\right], j=1,2, \cdots, q
$$

is linear independent and there exists $d$ satisfying

$$
\nabla_{x} \mathbb{E}\left[g_{i}\left(x_{0}, \xi(w)\right)\right]^{T} d \leq 0, i \in I\left(x_{0}\right), \nabla_{x} \mathbb{E}\left[h_{j}\left(x_{0}, \xi(w)\right)\right]^{T} d=0, j=1,2, \cdots, q
$$

(A6) The linear independent constraint qualification (LICQ) holds at $x_{0}$, i.e.,

$$
\nabla_{x} \mathbb{E}\left[g_{i}\left(x_{0}, \xi(w)\right)\right]^{T} d, i \in I\left(x_{0}\right), \nabla_{x} \mathbb{E}\left[h_{j}\left(x_{0}, \xi(w)\right)\right]^{T} d, j=1,2, \cdots, q
$$

are linearly independent.
(A7) The strict complementarity condition (SCC) holds, i.e.,

$$
\left(\lambda_{0}\right)_{i}>0, i \in I\left(x_{0}\right):=J .
$$

Suppose that $\widehat{L}_{N}(x, \lambda, \mu)$ is the SAA function of $L(x, \lambda, \mu, \xi)$. Then, the following propositions are directly from Theorems 3.1 and 3.2 in [6].

Proposition 1. Let $\left(x_{0}, \lambda_{0}, \mu_{0}\right) \in \Re^{n} \times \Re^{p} \times \Re^{q}$ and there exists a compact neighborhood $X$ of $x_{0}$ such that condition (A1)-(A3) holds. If $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$ is a KKT point for (5) and condition (A4) and (A5) holds, then there exists $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ satisfying the KKT condition of (6) and $\left(x_{N}, \lambda_{N}, \mu_{N}\right) \rightarrow\left(x_{0}, \lambda_{0}, \mu_{0}\right)$ w.p. 1 as $N \rightarrow \infty$.

Proposition 2. Suppose condition (A1)-(A3) hold on $X$, where $X$ is a compact neighborhood of $x_{0}$. If a sequence of KKT points $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ for (6) converges to $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$ almost surely, and (A4), (A6) hold at $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$, then

$$
\sqrt{N}\left[\left(x_{N},\left(\lambda_{N}\right)_{J}, \mu_{N}\right)-\left(x_{0},\left(\lambda_{0}\right)_{J}, \mu_{0}\right)\right] \xrightarrow{\mathcal{D}}(u, v, w),
$$

where $(u, v, w) \in \Re^{n} \times \Re^{|J|} \times \Re^{q}$ is the KKT point for the random quadratic programming problem

$$
\begin{array}{cc}
\min _{d \in \Re^{n}} & c_{1}^{* T} d+\frac{1}{2} d^{T} \nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right] d \\
\text { s.t. } & {\left[\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right] d+c_{2}^{*}\right]_{J_{+}}=0,} \\
& {\left[\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right] d+c_{2}^{*}\right]_{J_{0}} \leq 0,} \\
& \mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right] d+c_{3}^{*}=0,
\end{array}
$$

where $J_{+}=\left\{i \in J:\left(\lambda_{0}\right)_{i}>0\right\}, J_{0}=\left\{i \in J:\left(\lambda_{0}\right)_{i}=0\right\}, c_{1}^{*}, c_{2}^{*}, c_{3}^{*}$ satisfy

$$
\begin{array}{rll}
\sqrt{N}\left[\nabla_{x} \widehat{L}_{N}\left(x_{0}, \lambda_{0}, \mu_{0}\right)-\nabla_{x} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right]\right] & \xrightarrow{\mathcal{D}} c_{1}^{*}, \\
\sqrt{N}\left[\widehat{g}_{N}\left(x_{0}\right)-\mathbb{E}\left[g\left(x_{0}, \xi\right)\right]\right] & \xrightarrow{\mathcal{D}} & c_{2}^{*}, \\
\sqrt{N}\left[\widehat{h}_{N}\left(x_{0}\right)-\mathbb{E}\left[h\left(x_{0}, \xi\right)\right]\right] & \xrightarrow{\mathcal{D}} & c_{3}^{*} .
\end{array}
$$

Theorem 1. Suppose conditions in Proposition 2 hold. If a sequence of $K K T$ points $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ for (6) converges to $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$ almost surely and (A7) hold, then

$$
\sqrt{N}\left[\left(x_{N},\left(\lambda_{N}\right)_{J}, \mu_{N}\right)-\left(x_{0},\left(\lambda_{0}\right)_{J}, \mu_{0}\right)\right]
$$

converges in distribution to a normal with mean 0 and the covariance matrix

$$
T=\left(\begin{array}{ccc}
\Psi & G^{T} & H^{T} \\
G & 0 & 0 \\
H & 0 & 0
\end{array}\right)^{-1}\left(\begin{array}{ccc}
\Sigma_{11} & \Sigma_{12} & \Sigma_{13} \\
\Sigma_{21} & \Sigma_{22} & \Sigma_{23} \\
\Sigma_{31} & \Sigma_{32} & \Sigma_{33}
\end{array}\right)\left(\begin{array}{ccc}
\Psi & G^{T} & H^{T} \\
G & 0 & 0 \\
H & 0 & 0
\end{array}\right)^{-1}
$$

where

$$
\begin{gathered}
\Psi=\nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right], G=\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J}, H=\mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right], \\
\alpha_{1}(\xi)=\nabla_{x} L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)-\nabla_{x} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right], \alpha_{2}(\xi)=\left[g\left(x_{0}, \xi\right)-\mathbb{E}\left[g\left(x_{0}, \xi\right)\right]\right]_{J}, \\
\alpha_{3}(\xi)=h\left(x_{0}, \xi\right)-\mathbb{E}\left[h\left(x_{0}, \xi\right)\right], \Sigma_{i j}=\mathbb{E}\left[\alpha_{i}(\xi) \alpha_{j}(\xi)^{T}\right], i=1,2,3 ; j=1,2,3 .
\end{gathered}
$$

Proof. By Proposition 2, under condition (A7), we know that

$$
\sqrt{N}\left[\left(x_{N},\left(\lambda_{N}\right)_{J}, \mu_{N}\right)-\left(x_{0},\left(\lambda_{0}\right)_{J}, \mu_{0}\right)\right] \xrightarrow{\mathcal{D}}(u, v, w),
$$

where $(u, v, w)$ is the KKT point for the stochastic quadratic programming

$$
\begin{array}{cc}
\min _{d \in \Re^{n}} & c_{1}^{* T} d+\frac{1}{2} d^{T} \nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right] d \\
\text { s.t. } & {\left[\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right] d+c_{2}^{*}\right]_{J}=0, \mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right] d+c_{3}^{*}=0 .}
\end{array}
$$

That is, $(u, v, w)$ satisfies

$$
\left[\begin{array}{ccc}
\nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right] & \mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J}^{T} & \mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right]^{T} \\
\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J} & 0 & 0 \\
\mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right] & 0 & 0
\end{array}\right]\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]=\left[\begin{array}{c}
-c_{1}{ }^{*} \\
-\left(c_{2}{ }^{*}\right)_{J} \\
-c_{3 *}
\end{array}\right] .
$$

Notice that under (A4),

$$
\left[\begin{array}{ccc}
\nabla_{x}^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right] & \mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J}^{T} & \mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right]^{T} \\
\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J} & 0 & 0 \\
\mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right] & 0 & 0
\end{array}\right]
$$

is nonsingular and

$$
\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]=\left[\begin{array}{ccc}
\nabla^{2} \mathbb{E}\left[L\left(x_{0}, \lambda_{0}, \mu_{0}, \xi\right)\right] & \mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J}^{T} & \mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right]^{T} \\
\mathcal{J}_{x} \mathbb{E}\left[g\left(x_{0}, \xi\right)\right]_{J} & 0 & 0 \\
\mathcal{J}_{x} \mathbb{E}\left[h\left(x_{0}, \xi\right)\right] & 0 & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
-c_{1}{ }^{*} \\
-\left(c_{2}{ }^{*}\right)_{J} \\
-c_{3}{ }^{*}
\end{array}\right] .
$$

Then the conclusion holds.
Remark 1. Notice that in [8,11] (Section 5.2.2), the asymptotic analysis of the optimal solutions of SAA stochastic-constrained optimization is established when the constraints are independent of random vectors. The conclusions of Theorem 1 extend the results in [8,11] (Section 5.2.2) to stochastic-constrained optimization in which the constraints contain random vectors.

We next apply the results above to a stochastic linear complementarity problem (1). We first provide some conditions below:
(A8) $\mathbb{E}[M(\xi)]$ is a symmetric matrix, and

$$
\forall d \in \Re^{n}, d^{T} \mathbb{E}[M(\xi)] d=0 \Rightarrow d=0
$$

(A9) Let $x_{0}$ be a solution of SLCP (1); the nondegenerate condition holds at $x_{0}$, i.e.,

$$
\left(x_{0}\right)_{i}+\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)_{i}>0, \text { for } i=1,2, \cdots, n
$$

(A10) $\mathbb{E}[M(\xi)]$ is positive definite.
Notice that if (A10) holds, then (A8) holds. (A9) is a typical condition in the study of complementarity problems.

Let the $\xi^{1}, \xi^{2}, \cdots, \xi^{N}$ be the iid samples of $\xi$. Thus, the SAA problem of (4) is as follows:

$$
\begin{array}{cc}
\min _{x \in \Re^{n}} & x^{T} \widehat{M}_{N} x+x^{T} \widehat{q}_{N}  \tag{7}\\
\text { s.t. } & \widehat{M}_{N} x+\widehat{q}_{N} \geq 0, x \geq 0
\end{array}
$$

Next, we provide our results.
Theorem 2. Suppose that $\mathbb{E}[M(\xi)]$ and $\mathbb{E}[q(\xi)]$ are well-defined and finite. Let $x_{0}$ be a solution of SLCP (1) and $\left(x_{0}, \lambda_{0}, \mu_{0}\right) \in \Re^{n} \times \Re^{n} \times \Re^{n}$ be a KKT point for (4), (A9) holds at $x_{0}$, and (A8) holds. Then
(i) for $N$ large enough, there exists $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ satisfying the KKT condition of (7), and $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ $\rightarrow\left(x_{0}, \lambda_{0}, \mu_{0}\right)$ w.p. 1 as $N \rightarrow \infty$.
(ii) for the $\left(x_{N}, \lambda_{N}, \mu_{N}\right)$ in (i),

$$
\sqrt{N}\left[\left(x_{N},\left(\lambda_{N}\right)_{J},\left(\mu_{N}\right)_{I}\right)-\left(x_{0},\left(\lambda_{0}\right)_{J},\left(\mu_{0}\right)_{I}\right)\right]
$$

converges in distribution to a normal with 0 and covariance matrix $D^{-1} Y D^{-1}$, where

$$
D=\left(\begin{array}{ccc}
2 \mathbb{E}[M(\xi)] & \mathbb{E}[M(\xi)]_{J} & E_{I} \\
\mathbb{E}[M(\xi)]_{J}^{T} & 0 & 0 \\
E_{I}^{T} & 0 & 0
\end{array}\right), \mathrm{Y}=\left(\begin{array}{ccc}
\mathrm{Y}_{11} & \mathrm{Y}_{12} & 0 \\
\mathrm{Y}_{21} & \mathrm{Y}_{22} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

with

$$
J=\left\{i \in\{1,2, \cdots, n\}:\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)_{i}=0\right\}, I=\left\{i \in\{1,2, \cdots, n\}:\left(x_{0}\right)_{i}=0\right\}
$$

$E$ the identity matrix,

$$
\begin{gathered}
\beta_{1}(\xi)=(M(\xi)-\mathbb{E}[M(\xi)]) x_{0}+q(\xi)-\mathbb{E}[q(\xi)], \\
\beta_{2}(\xi)=\left(M(\xi) x_{0}-\mathbb{E}[M(\xi)] x_{0}+q(\xi)-\mathbb{E}[q(\xi)]\right)_{J},
\end{gathered}
$$

$$
\mathrm{Y}_{i j}=\mathbb{E}\left[\beta_{i}(\xi) \beta_{j}(\xi)^{T}\right], i=1,2 ; j=1,2 .
$$

Proof. We will only need to verify conditions in Theorem 1. We advance the proof with the following three steps:

Step 1. Notice that $x_{0}$ satisfies

$$
\begin{gathered}
\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)] \geqslant 0, x_{0} \geqslant 0, \\
\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)^{T} x_{0}=0
\end{gathered}
$$

and $\left(x_{0}, \mu_{0}, \lambda_{0}\right)$ satisfies the KKT condition of (4), that is,

$$
\begin{gather*}
0=2 \mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]-\mathbb{E}[M(\xi)] \lambda_{0}-\mu_{0} \\
\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)] \geqslant 0, \lambda_{0} \geqslant 0 . \\
\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)^{T} \lambda_{0}=0 .  \tag{8}\\
x_{0} \geqslant 0, \mu_{0} \geqslant 0, x_{0}^{T} \mu_{0}=0 \tag{9}
\end{gather*}
$$

Then we have

$$
\begin{equation*}
0=x_{0}^{T}\left(2 \mathbb{E}[M(\xi)] x_{0}\right)+\mathbb{E}[q(\xi)]^{T} x_{0}-x_{0}^{T} \mathbb{E}[M(\xi)] \lambda_{0}-x_{0}^{T} \mu_{0} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
0=2 \lambda_{0}^{T} \mathbb{E}[M(\xi)] x_{0}+\lambda_{0}^{T} \mathbb{E}[q(\xi)]-\lambda_{0}^{T} \mathbb{E}[M(\xi)] \lambda_{0}-\lambda_{0}^{T} \mu_{0} \tag{11}
\end{equation*}
$$

which, by (8) and (9), means that

$$
0=x_{0}^{T} \mathbb{E}[M(\xi)] x_{0}-x_{0}^{T} \mathbb{E}[M(\xi)] \lambda_{0}
$$

and

$$
0=\lambda_{0}^{T} \mathbb{E}[M(\xi)] x_{0}-\lambda_{0}^{T} \mathbb{E}[M(\xi)] \lambda_{0}-\lambda_{0}^{T} \mu_{0} .
$$

Since

$$
\begin{gathered}
\lambda_{0} \in N_{\Re_{+}^{n}}\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right), \\
\mu_{0} \in N_{\Re_{+}^{n}}\left(x_{0}\right)
\end{gathered}
$$

and condition (A9) hold, we have

$$
\lambda_{0}^{T} \mu_{0}=0
$$

Then combining (10) and (11), we have

$$
\left(x_{0}-\lambda_{0}\right)^{T} \mathbb{E}[M(\xi)]\left(x_{0}-\lambda_{0}\right)=0
$$

which by condition (A8) means that

$$
x_{0}=\lambda_{0}
$$

Consequently, by (8), we obtain

$$
\mu_{0}=\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)] .
$$

Then the SCC in Theorem 1 holds for (4).
Step 2. Let

$$
J=\left\{i \in\{1, \cdots, n\}:\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)_{i}=0\right\}
$$

and

$$
I=\left\{i \in\{1, \cdots, n\}:\left(x_{0}\right)_{i}=0\right\} .
$$

Under condition (A8), we have

$$
J \cap I=\varnothing, \quad J \cup I=\{1, \cdots, n\} .
$$

Let

$$
\mathbb{E}[M(\xi)]=\left(\begin{array}{c}
\mathbb{E}\left[m_{1}(\xi)\right]^{T} \\
\vdots \\
\mathbb{E}\left[m_{n}(\xi)\right]^{T}
\end{array}\right)
$$

where $m_{i}(\cdot): \Re^{k} \rightarrow \Re^{n}, i=1,2, \cdots n$ are random vectors. If

$$
|J|=k
$$

without loss of generality, we assume that

$$
J=\{1, \cdots, k\}, I=\{k+1, \cdots, n\} .
$$

Next, we show

$$
\mathbb{E}\left[m_{1}(\xi)\right], \cdots, \mathbb{E}\left[m_{k}(\xi)\right], e_{k+1}, \cdots, e_{n}
$$

are linearly independent. Indeed, let

$$
\tilde{M}=\left(\begin{array}{c}
\mathbb{E}\left[m_{1}(\xi)\right]^{T} \\
\vdots \\
\mathbb{E}\left[m_{k}(\xi)\right]^{T} \\
e_{k+1}^{T} \\
\vdots \\
e_{n}^{T}
\end{array}\right)
$$

we only need to show that $\tilde{M} d=0 \Longrightarrow d=0$. If there exists $d \in \Re^{n}$ such that

$$
\tilde{M} d=0,
$$

then

$$
\tilde{M} d=\left(\begin{array}{c}
\mathbb{E}\left[m_{1}(\xi)\right]^{T} d \\
\vdots \\
\mathbb{E}\left[m_{k}(\xi)\right]^{T} d \\
e_{k+1}^{T} d \\
\vdots \\
e_{n}^{T} d
\end{array}\right)=0
$$

Therefore, we have

$$
\sum_{i=1}^{n}\left(e_{i}^{T} d\right)\left(\mathbb{E}\left[m_{i}(\xi)^{T} d\right]\right)=d^{T} \mathbb{E}[M(\xi)] d=0
$$

which by condition (A8), means that

$$
d=0
$$

So $\tilde{M}$ is nonsingular. Consequently, the LICQ for (4) holds at $x_{0}$.
Step 3. Next we show the SOSC for (4) holds at $\left(x_{0}, \lambda_{0}, \mu_{0}\right)$. Notice that under the LICQ, the SOCC is as follows:

$$
d^{T} \mathbb{E}[M(\xi)] d>0
$$

for every nonzero vector $d$ satisfying $d \in C$, where

$$
C=\left\{d \in \Re^{n}: \begin{array}{lc}
\mathbb{E}\left[m_{i}(\xi)\right]^{T} d=0, & \text { for } \lambda_{i}>0, i \in J, \\
e_{j}^{T} d=0, & \text { for } \mu_{j}>0, j \in I
\end{array}\right\}
$$

Since

$$
\begin{aligned}
& \lambda_{i}>0 \Longleftrightarrow i \in J, \\
& \mu_{j}>0 \Longleftrightarrow j \in I,
\end{aligned}
$$

then

$$
C=\left\{d \in \Re^{n}: \begin{array}{lc}
\mathbb{E}\left[m_{i}(\xi)\right]^{T} d=0, & \text { for } i \in J, \\
e_{j}^{T} d=0, & \text { for } j \in I
\end{array}\right\} .
$$

Similarly to Step 2 above, we have

$$
d^{T} \mathbb{E}[M(\xi)] d=0, \text { for } d \in C
$$

Then $d=0$ follows from condition (A8). Therefore the SOSC holds for (4). As a result, we verify the conditions in Theorem 1.

Notice that under (A10), the SLCP (1) is equivalent to the following problem.

$$
\begin{array}{cc}
\min _{x \in \Re^{n}} & \frac{1}{2} x^{T} \mathbb{E}[M(\xi)] x+q(\xi)^{T} x  \tag{12}\\
\text { s.t. } & x \geq 0
\end{array}
$$

By Theorem 2, we obtain the following results.
Corollary 1. Suppose $\mathbb{E}[M(\xi)]$ and $\mathbb{E}[q(\xi)]$ are well-defined and finite. Let $x_{0}$ be a solution of SLCP (1), $\left(x_{0}, \mu_{0}\right) \in \Re^{n} \times \Re^{n}$ be a KKT point for (12), (A9) holds at $x_{0}$, and (A10) holds. Then
(i) for $N$ large enough, there exists $\left(x_{N}, \mu_{N}\right)$ satisfying the KKT condition of the SAA problem of (12) and

$$
\left(x_{N}, \mu_{N}\right) \rightarrow\left(x_{0}, \mu_{0}\right) \text { w.p. } 1 \text { as } N \rightarrow \infty
$$

(ii) for $\left(x_{N}, \mu_{N}\right)$ in (i),

$$
\sqrt{N}\left[\left(x_{N},\left(\mu_{N}\right)_{I}\right)-\left(x_{0},\left(\mu_{0}\right)_{I}\right)\right]
$$

converges in distribution to a normal with 0 and covariance matrix

$$
\left(\begin{array}{cc}
\mathbb{E}[M(\xi)] & E_{I} \\
E_{I}^{T} & 0
\end{array}\right)^{-1}\left(\begin{array}{cc}
\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right] & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
\mathbb{E}[M(\xi)] & E_{I} \\
E_{I}^{T} & 0
\end{array}\right)^{-1}
$$

with

$$
\begin{gathered}
I=\left\{i \in\{1,2, \cdots, n\}:\left(x_{0}\right)_{i}=0\right\} \\
\gamma(\xi)=(M(\xi)-\mathbb{E}[M(\xi)]) x_{0}+q(\xi)-\mathbb{E}[q(\xi)]
\end{gathered}
$$

## 3. Applications

In this section, we apply the results above to estimate the confidence regions of the SLCP solutions (1). Inspired by Theorem 4.2 in [12], we have the following theorem:

Theorem 3. Suppose conditions in Theorem 2.2 hold. Let $\Sigma_{N}$ be a sequence converging to $\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]$ with probability one and $\Sigma:=\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]$ be nonsingular, where $\gamma(\xi)=$ $(M(\xi)-\mathbb{E}[M(\xi)]) x_{0}+q(\xi)-\mathbb{E}[q(\xi)]$. Let

$$
\widetilde{\Sigma}_{N}=\left(\begin{array}{c}
2 \widehat{M}_{N} \\
\widehat{M}_{N} \\
E
\end{array}\right) \Sigma_{N}^{-1}\left(2 \widehat{M}_{N}, \widehat{M}_{N}, E\right), \quad \widetilde{\Sigma}=\left(\begin{array}{c}
2 \mathbb{E}[M(\xi)] \\
\mathbb{E}[M(\xi)] \\
E
\end{array}\right) \Sigma^{-1}(2 \mathbb{E}[M(\xi)], \mathbb{E}[M(\xi)], E)
$$

Assume the decomposition of $\widetilde{\Sigma}_{N}$ is

$$
\widetilde{\Sigma}_{N}=U_{N}^{T} C_{N} U_{N}=\left(\left(U_{N}\right)_{1}^{T},\left(U_{N}\right)_{2}^{T}\right)\left(\begin{array}{cc}
\Lambda_{N} & 0  \tag{13}\\
0 & 0
\end{array}\right)\binom{\left(U_{N}\right)_{1}}{\left(U_{N}\right)_{2}}
$$

where $U_{N} \in \Re^{3 n \times 3 n}$ is an orthogonal matrix, $\left(U_{N}\right)_{1} \in \Re^{r_{N} \times 3 n},\left(U_{N}\right)_{2} \in \Re^{\left(3 n-r_{N}\right) \times 3 n}$, and $\Lambda_{N} \in \Re^{r_{N} \times r_{N}}$ are diagonal matrices with monotonically decreasing positive elements, and $r_{N}$ is the rank of $\widetilde{\Sigma}_{N}$. Thus, for $\alpha \in(0,1)$ and any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left\{\left(x_{0}, \lambda_{0}, \mu_{0}\right) \in \widehat{Q}_{N, \varepsilon}\right\}=1-\alpha, \tag{14}
\end{equation*}
$$

where

$$
\widehat{Q}_{N, \varepsilon}=\left\{z \in \Re^{3 n} \left\lvert\, \begin{array}{c}
N\left(z-z_{N}\right)^{T}\left(U_{N}\right)_{1}^{T} \Lambda_{N}^{-1}\left(U_{N}\right)_{1}\left(z-z_{N}\right) \leq \chi_{r_{N}}^{2}(\alpha) \\
\left\|\sqrt{N}\left(U_{N}\right)_{2}\left(z-z_{N}\right)\right\|_{\infty} \leq \varepsilon
\end{array}\right.\right\}
$$

with $z=(x, \lambda, \mu), z_{N}=\left(x_{N}, \lambda_{N}, \mu_{N}\right)$.
Proof. We know from Theorem 2.2 that

$$
\left(\begin{array}{ccc}
2 \mathbb{E}[M(\xi)] & \mathbb{E}[M(\xi)]_{J} & E_{I} \\
\mathbb{E}[M(\xi)]_{J}^{T} & 0 & 0 \\
E_{I}^{T} & 0 & 0
\end{array}\right) \sqrt{N}\left(\left(x_{N},\left(\lambda_{N}\right)_{J^{\prime}}\left(\mu_{N}\right)_{I}\right)-\left(x_{0},\left(\lambda_{0}\right)_{J},\left(\mu_{0}\right)_{I}\right)\right)
$$

converges in distribution to a normal with 0 and covariance matrix

$$
\left(\begin{array}{ccc}
\mathrm{Y}_{11} & \mathrm{Y}_{12} & 0 \\
\mathrm{Y}_{21} & \mathrm{Y}_{22} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which, by Theorem 5.1 in [13], means that

$$
\sqrt{N}\left[2 \widehat{M}_{N}\left(x_{N}-x_{0}\right)+\widehat{M}_{N}\left(\left(\lambda_{N}\right)_{J}-\left(\lambda_{0}\right)_{J}\right)+E_{I}\left(\left(\mu_{N}\right)_{I}-\left(\mu_{0}\right)_{I}\right)\right]
$$

converges in distribution to a normal with 0 and covariance matrix $\mathrm{Y}_{11}=\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]$. Notice that under condition (A9), for a large enough $N$, for $i \in\{1,2, \cdots, n\} \backslash I$ and $j \in\{1,2, \cdots, n\} \backslash J,\left(\mu_{N}\right)_{i}-\left(\mu_{0}\right)_{i}=0$, and $\left(\lambda_{N}\right)_{i}-\left(\lambda_{0}\right)_{i}=0$. We obtain the following:

$$
E\left(\mu_{N}-\mu_{0}\right)=E_{I}\left(\left(\mu_{N}\right)_{I}-\left(\mu_{0}\right)_{I}\right) \quad \text { and } \quad \widehat{M}_{N}\left(\lambda_{N}-\lambda_{0}\right)=\left(\widehat{M}_{N}\right)_{J}\left(\left(\lambda_{N}\right)_{J}-\left(\lambda_{0}\right)_{J}\right)
$$

Therefore,

$$
\sqrt{N}\left[2 \widehat{M}_{N}\left(x_{N}-x_{0}\right)+\widehat{M}_{N}\left(\lambda_{N}-\lambda_{0}\right)+\left(\mu_{N}-\mu_{0}\right)\right]
$$

converges in distribution to a normal with 0 and covariance matrix $\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]$. Since $\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]$ is nonsingular, for a large enough $N, \Sigma_{N}$ is almost surely nonsingular. Thus, we have

$$
N\left[2 \widehat{M}_{N}\left(x_{N}-x_{0}\right)+\widehat{M}_{N}\left(\lambda_{N}-\lambda_{0}\right)+\mu_{N}-\mu_{0}\right]^{T} \Sigma_{N}^{-1}\left[2 \widehat{M}_{N}\left(x_{N}-x_{0}\right)+\widehat{M}_{N}\left(\lambda_{N}-\lambda_{0}\right)+\mu_{N}-\mu_{0}\right]
$$

weakly converging to an $\chi_{n}^{2}$ random variable. Consequently, the result is directly from the proof of Theorem 4.2 in [12].

In practice, let

$$
\begin{equation*}
\Sigma_{N}=\frac{1}{N} \sum_{i=1}^{N}\left[\left(F\left(x_{N}, \xi^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} F\left(x_{N}, \xi^{i}\right)\right)\left(F\left(x_{N}, \xi^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} F\left(x_{N}, \xi^{i}\right)\right)^{T}\right] \tag{15}
\end{equation*}
$$

where $F(x, \xi)=M(\xi) x+q(\xi)$. Then, $\Sigma_{N}$ converges to $\Sigma$ almost as surely as $N$ tends to infinity.

We next illustrate three examples to show the applications of the results above.
Example 1. Consider an SLCP (1) with

$$
M(\xi)=\left(\begin{array}{cc}
2 \xi_{1} & \xi_{2} \\
\xi_{2} & \xi_{3}
\end{array}\right), \quad q(\xi)=\binom{\xi_{1}}{-\xi_{2}}
$$

where $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right), \xi_{1}, \xi_{2}, \xi_{3}$ are independent random variables and each one has a normal distribution $\mathcal{N}(1,0.1)$. Since $\mathbb{E}[M(\xi)]$ is definitely positive, that is, condition (A10) holds, the corresponding true optimization problem (12) is

$$
\begin{array}{lc}
\min _{x \in \Re^{2}} & \frac{1}{2} x^{T}\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right) x+\binom{1}{-1}^{T} x  \tag{16}\\
\text { s.t. } & x \geq 0
\end{array}
$$

Generating an iid sample $\xi^{1}, \cdots, \xi^{N}$ of $\xi$, then the $S A A$ problem is

$$
\begin{array}{cc}
\min _{x \in \Re^{2}} & \frac{1}{2} x^{T} \widehat{M}_{N} x+\widehat{q}_{N}^{T} x  \tag{17}\\
\text { s.t. } & x \geq 0,
\end{array}
$$

where $\widehat{M}_{N}$ and $\widehat{q}_{N}$ are sample-average mappings of $\mathbb{E}[M(\xi)]$ and $\mathbb{E}[q(\xi)]$, respectively.
Next, we verify the conditions in Theorem 3. By simple computing, the optimal solution to the true problem (16) is $x_{0}=(0,1)^{T}$ and the corresponding multiplier is $\mu_{0}=\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]=(2,0)^{T}$. Then we have

$$
\left(x_{0}\right)_{i}+\left(\mathbb{E}[M(\xi)] x_{0}+\mathbb{E}[q(\xi)]\right)_{i}>0, \text { for } i=1,2,
$$

which means condition (A9) holds. Condition (A8) holds due to the fact that (A10) holds. The matrix

$$
\mathbb{E}\left[\gamma(\xi) \gamma(\xi)^{T}\right]=\left(\begin{array}{cc}
0.02 & -0.01 \\
-0.01 & 0.02
\end{array}\right)
$$

is nonsingular. Then all the conditions in Theorem 3 hold. In practice, we can verify such conditions by the corresponding SAA estimators due to the robustness of those conditions.

We denote $x_{N}$ and $\mu_{N}$ the corresponding SAA optimal solution and multiplier to (17) respectively. By Theorem 3, for fixed $\varepsilon$, the $95 \%$ confidence region is

$$
\left\{(x, \mu) \in \Re^{4} \left\lvert\, \begin{array}{c}
\binom{x-x_{N}}{\mu-\mu_{N}}^{T}\left(U_{N}\right)_{1}^{T} \Lambda_{N}^{-1}\left(U_{N}\right)_{1}\binom{x-x_{N}}{\mu-\mu_{N}} \leq \chi_{r_{N}}^{2}(0.05) \\
\left\|\sqrt{N}\left(U_{N}\right)_{2}\binom{x-x_{N}}{\mu-\mu_{N}}\right\|_{\infty} \leq \varepsilon
\end{array}\right.\right\}
$$

where

$$
\widetilde{\Sigma}_{N}=\binom{2 \widehat{M}_{N}}{E} \Sigma_{N}^{-1}\left(\begin{array}{ll}
2 \widehat{M}_{N} & E
\end{array}\right)=\left(\left(U_{N}\right)_{1}^{T},\left(U_{N}\right)_{2}^{T}\right)\left(\begin{array}{cc}
\Lambda_{N} & 0 \\
0 & 0
\end{array}\right)\binom{\left(U_{N}\right)_{1}}{\left(U_{N}\right)_{2}}
$$

$\Sigma_{N}$ is defined as in (15).
We next examine the performance of the proposed method in Theorem 3 by generating 100 confidence intervals at the $95 \%$ level, with different sample sizes $N$ and parameters $\varepsilon$. We show the coverage rates for $x_{0}$. The related quadratic programming is solved through "fmincon" running on MATLAB. The results are illustrated in Table 1.

Table 1. Summary of coverage rates for $x_{0}$ with different $\varepsilon$ and $N$.

| Types | $\boldsymbol{N}=\mathbf{1 0}$ | $\boldsymbol{N}=\mathbf{3 0}$ | $\boldsymbol{N}=\mathbf{6 0}$ | $\boldsymbol{N}=\mathbf{1 0 0}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=0.1$ | $90 \%$ | $93 \%$ | $95 \%$ | $97 \%$ |
| $\varepsilon=0.3$ | $91 \%$ | $94 \%$ | $96 \%$ | $98 \%$ |
| $\varepsilon=0.5$ | $93 \%$ | $94 \%$ | $98 \%$ | $99 \%$ |

We know from Table 1 that when $N=10$ and $\varepsilon=0.1$, a reasonable coverage rate for $x_{0}$ can be obtained. Furthermore, the coverage rates for $x_{0}$ increase with the increase of sample numbers and parameters.

We next apply the results obtained to a two-stage stochastic linear complementarity problem (TSLCP), which is a modified version of Example 2.6 in [14].

Example 2. Consider a TSLCP as follows: finding $x \in \Re^{2}$ such that

$$
\begin{gather*}
0 \leq x \perp A x+\mathbb{E}[B(\xi) y(\xi)]+q_{1} \geq 0  \tag{18}\\
0 \leq y(\xi) \perp N(\xi) x+M(\xi) y(\xi)+q_{2}(\xi) \geq 0, \quad \text { for a.e. } \omega \in \Omega \tag{19}
\end{gather*}
$$

where "a.e." means "almost everywhere", " $\perp$ " denotes the perpendicularity of two vectors,

$$
\begin{aligned}
A & =\left(\begin{array}{ll}
4 & 2 \\
0 & 5
\end{array}\right), B(\xi)=\left(\begin{array}{cc}
-3+\xi & 0 \\
2 & 1-\xi
\end{array}\right), q_{1}=\binom{-2}{-4}, \\
N(\xi) & =\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), M(\xi)=\left(\begin{array}{cc}
1 & -3-\xi \\
0 & 1
\end{array}\right), q_{2}(\xi)=\binom{0}{1+\xi},
\end{aligned}
$$

$y: \Re \rightarrow \Re^{2}, \xi$ follows a uniform distribution over $\left[-\frac{1}{2}, \frac{1}{2}\right]$. For any $x \in \Re_{+}^{2}$ and a.e. $\xi \in \Xi$, the second-stage TLSCP given by (18) has a unique $y^{*}=\left(x_{1}, 0\right)^{T}$. Then (19) can be written as

$$
0 \leq\binom{ x_{1}}{x_{2}} \perp \mathbb{E}\left[\left(\begin{array}{cc}
1+\xi & 2 \\
2 & 5
\end{array}\right)\right]\binom{x_{1}}{x_{2}}+\binom{-2}{-4} \geq 0
$$

In a manner similar to Example 3.1, for $N=100$ and $\varepsilon=0.1$, we obtain the $95 \%$ confidence region of $x^{*}$ is $[-0.0012,0.0021] \times[-0.0011,0.0013]$.

The asymptotic analysis results can be applied to a problem in engineering, that is, the refinery production problem, which is illustrated in $[15,16$.

Example 3. In a refinery, there are two products: gasoline and fuel oil. Their output and demand depend on oil production and weather, respectively, in addition to other daily uncertainties. On the supply side, the problem is to minimize production costs under both technical and demand constraints. In order to balance supply and demand, we need an equilibrium condition, which can be constructed into a stochastic linear complementarity problem. For a detailed description of this
problem, see [15]. According to Section 4 in [15], the expected value formulation of the refinery production problem is as follows: finding $x \in \Re^{5}$ such that

$$
0 \leq x \perp \mathbb{E}[M(\xi) x+q(\xi)] \geq 0,
$$

where

$$
M(\xi)=\left(\begin{array}{ccccc}
0 & 0 & 1 & -2-\xi_{1} & -3 \\
0 & 0 & 1 & -6 & \xi_{2}-3.4 \\
-1 & -1 & 0 & 0 & 0 \\
2+\xi_{1} & 6 & 0 & -\xi_{3} & -\xi_{3} \\
3 & 3.4-\xi_{2} & 0 & -\xi_{4} & \xi_{4}
\end{array}\right), q_{2}(\xi)=\left(\begin{array}{c}
-2 \\
-3 \\
-100 \\
180+\xi_{3} \\
162+\xi_{4}
\end{array}\right),
$$

$2 x_{1}+3 x_{2}$ is the initial production cost and $\xi_{i}, i=1,2,3,4$ satisfy the distribution $\xi_{1} \sim U[-0.8,0.8]$, $\xi_{2} \sim e(\lambda=2.5), \xi_{3} \sim N(0,12), \xi_{4} \sim N(0,9)$. Similar to Example 3.1, for $N=100$ and $\varepsilon=0.1$, we obtain the $95 \%$ confidence region of $x^{*}$ is $[35.9224,36.0052] \times[17.9634,18.0031] \times$ $[-0.0012,0.0065] \times[0.2488,0.2502] \times[0.4987,0.5014]$.

## 4. Conclusions

For a one-stage SLCP, the asymptotic normality results of its SAA estimator were obtained in this paper. Under some typical conditions, we show that the SAA estimator of the true solution of the SLCP converges in distribution to a multivariate normal with a zero mean vector and a covariance matrix. As a result, the methods for estimating the confidence regions of solutions of the SLCP were obtained.
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