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Abstract: In the conventional FDEM (Combined Finite and Discrete Element Method), each contact
pair might have multiple contact points where friction forces are applied, leading to non-unique
friction force assignments and potentially introducing computational errors. This study introduces a
new contact friction algorithm for FDEM based on the resultant normal contact force. This method
necessitates determining the friction force at a unique equivalent contact point, thereby significantly
simplifying the computational flow and reducing memory usage. A series of numerical tests are
performed to validate the effectiveness of the proposed contact model. Using collision and block
sliding tests, the proposed contact friction model is verified to be able to accurately capture the
frictional effect between discrete bodies and circumvent the problematic kinetic energy dissipation
issue associated with the original contact friction algorithm. For the Brazilian splitting and uniaxial
compression tests, the simulated results closely align with those generated using the original contact
friction algorithm and match the experimental measurements well, demonstrating the applicability
of the proposed algorithm in fracturing analysis. Furthermore, by using the proposed contact friction
algorithm, a computational efficiency enhancement of 8% in contact force evaluation can be achieved.

Keywords: FDEM; contact friction; potential-based contact force; numerical simulation

MSC: 70-08

1. Introduction

In the natural environment, rock masses are typically composed of rock blocks and dis-
continuous structural surfaces, exhibiting extremely high discontinuity. Under engineering
disturbances, the failure of rock masses not only includes the expansion of pre-existing struc-
tural surfaces and the shearing and dislocation between rock blocks but also involves the
fracturing of the rock blocks and the interactions among fragmented rock bodies. Utilizing
traditional continuum mechanics methods [1–3] or discontinuum mechanics methods [4–6]
to simulate this complex mechanical behavior poses challenges, and the results obtained
often deviate significantly from in situ engineering situations. With the continuous advance-
ments in computational technology, a large number of advanced numerical methods have
emerged, such as NMM (Numerical Manifold Method) [7], DDA (Discontinuous Defor-
mation Analysis) [8], peridynamics [9], phase field [10], FDEM (Combined Finite-Discrete
Element Method) [11], 4DLSM (Four-Dimensional Lattice Spring Model) [12], and mesh-
less methods [13,14]. Among them, FDEM combines the advantages of both traditional
continuum and discontinuum mechanics methods. It shows outstanding performance in
simulating the continuous to discontinuous deformation and fracture processes in brittle
materials, offering an excellent approach to addressing engineering challenges.

FDEM uses two sets of meshes: triangular solid elements and cohesive elements. The
former is used for the deformation analysis of continuous bodies, while the latter is utilized
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for simulating the initiation and propagation of cracks. Since cohesive elements initially
are zero-thickness, their failure does not affect mass conservation, which gives it a distinct
advantage over the traditional element deletion approach. Furthermore, differing from the
conventional discrete element method, FDEM introduces a potential-based contact model.
During contact computations, there is no need to distinguish contact types or conduct
rounding treatments near sharp corners. Moreover, the contact force is conservative when
damping and friction are not considered during the contact process. With the continuous
refinement of FDEM theory and the introduction of GPGPU parallel technology, FDEM has
been widely applied in various engineering fields [15,16], such as landslide [17,18], tunnel
excavation [19–21], and earthquake analysis [22,23].

The potential-based contact algorithm used in FDEM further divides the blocks in
the contact pair into sub-blocks, and the contact force is determined by integrating the
potential over the contact region obtained through the intersection of these sub-blocks,
which allows for precise simulation of the normal contact behavior between blocks [24].
However, the original contact friction algorithm applies Coulomb friction force on every
edge of the contact region and records the historical values of friction forces, making the
computation process intricate and memory-intensive. Additionally, the friction forces
imposed by this computational scheme may influence normal contact behavior, which will
be elaborated on later.

Existing research primarily concentrates on refining the contact potential to achieve a
more accurate and stable evaluation of the normal contact force for FDEM, with limited at-
tention given to contact friction implementation. For example, Munjiza et al. [25] proposed
an approach that integrated the boundary information of a discrete element to update the
contact potential, thereby improving the continuity of the contact normal direction. Yan and
Zheng [26] addressed the mesh size dependency in contact force calculation by defining
the contact potential with a unified characteristic length. Zhao et al. [27] introduced a
distance-based contact potential suitable for arbitrarily shaped particles. Furthermore,
Lei et al. [28] developed a novel algorithm based on a smooth contact potential, ensuring
smoothness in both the contact normal direction and force amplitude.

In practical engineering, the friction behavior between rock blocks plays a significant
role in the stability of the rock masses. Accurately calculating the contact friction force
is key to ensuring the reliability of simulation results [29,30]. Therefore, this paper intro-
duces a contact friction algorithm for FDEM based on the resultant normal contact force,
where the action point of the friction force is unique and its directional vector is clearly
defined. Compared with the original contact friction algorithm, the proposed method
boasts higher computational efficiency and accuracy, is more straightforward to imple-
ment, and consumes less memory, effectively addressing the issue of the original contact
friction algorithm. This paper first elucidates the potential contact theory in FDEM, then
describes the proposed contact friction algorithm, and finally, validates its effectiveness
using numerical examples.

2. FDEM Contact Force Model

As shown in Figure 1, two blocks come into contact. To distinguish between the two
blocks in the contact pair, they are named the contactor block and the target block, respec-
tively. To ensure energy conservation during the contact process between two blocks, the
normal contact force in FDEM is determined by the contact potential. For a comprehensive
understanding of the contact theorem, readers are referred to the literature [31]. The contact
force acting on any infinitesimal element in the contact region is defined as:

dfcn = Pn∇(ϕc − ϕt)dΩ. (1)
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Figure 1. Contact force acting on an infinitesimal area in the contact region.

For the whole contact region:

fcn = Pn

∫
Ω

∇(ϕc − ϕt)dΩ, (2)

where Ω denotes the contact region, Pn is the normal contact stiffness, ∇ is the Nabla
calculator, and ϕc and ϕt denote the contact potentials of the contactor block and the target
block, respectively.

According to the divergence theorem, the area integral can be converted to a line integral:

fcn = Pn

∮
Γ

n(ϕc − ϕt)dΓ, (3)

where Γ indicates the boundary of the contact region and n is the outward normal vector.
When discretizing the blocks using triangular elements, the calculation of contact

forces between blocks transforms into contact calculations between triangular elements. The
contact potential satisfies the following conditions: the contact potential on the boundary
of the triangular element is 0; the contact potential at the center of the triangle is 1; and
within the triangle, the contact potential is linearly distributed within each sub-triangle.
A sub-triangle is formed by the center of the original triangle and the three edges of the
original triangle, as illustrated in Figure 2. The coordinates of the triangle center are defined
as the average values of the coordinates of the three nodes:

xc =
1
3

3

∑
i=1

xi. (4)

For any point q in the triangle, the contact potential is determined by the following equation:

ϕ =
S(i−j−q)

S(i−j−c)
, (5)

where S(i−j−c) denotes the area of the sub-triangle where q is located and S(i−j−q) represents
the area of the triangle formed by q and the edge of the original triangle.
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As shown in Figure 3, when two triangular elements come into contact, the contact
region between two triangular elements is enclosed by straight segments. Since the contact
potential is linearly distributed within each sub-triangle, the contact force can be obtained
by segmentally integrating the contact potential along the boundary of the contact region
according to Equation (3). Taking the edge DF of the target element as an example:

For computational convenience, a local coordinate system (u, v) is established with
point D as the origin. Firstly, by performing a plane intersection calculation, characteristic
points q1, q2, and q3 of the contact section between DF and the contactor element are
determined. Their corresponding contact potentials are ϕ

q1
con, ϕ

q2
con, and ϕ

q3
con, respectively.

The contact force acting on segment q1q3 is then calculated as:

fq1q3
cn = −1

2
Pn

((
ϕ

q1
con + ϕ

q2
con

)
lq1q2 + ϕ

q3
conlq2q3

)
nq1q3 , (6)

where lq1q2 and lq2q3 represent the distances between q1 and q2 and q2 and q3, respectively.
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Next, the local coordinates of the contact point G on edge DF can be determined with
the moment equilibrium from the following equation:

uG =
ϕ

q1
conlq1q2

2lq2q3 + ϕ
q2
con

(
lq2q3

3 − lq1q2
2lq2q3 + 3lq1q2 lq2q3

2 − lq1q2
3
)

3
(

ϕ
q1
conlq1q2 lq2q3 + ϕ

q2
con

(
lq2q3

2 + lq1q2 lq2q3 − lq1q2
2
)) . (7)

The global coordinates can be further obtained using:

xG = uGe1 + xD, (8)

where e1 = xF−xD
‖xF−xD‖

represents the unit vector in the positive direction of the u-axis in the
local coordinate system.

Subsequently, the tangential friction force is calculated based on the incremental
Coulomb friction model. The calculation formula is as follows:

t+∆tfq1q3
ct =


tfq1q3

ct − Ptvrt∆t
∥∥∥t+∆tfq1q3

ct

∥∥∥ ≤ µ
∥∥∥fq1q3

cn

∥∥∥
µ
∥∥∥fq1q3

cn

∥∥∥ t+∆tf
q1q3
ct∥∥∥t+∆tf
q1q3
ct

∥∥∥
∥∥∥t+∆tfq1q3

ct

∥∥∥ > µ
∥∥∥fq1q3

cn

∥∥∥ , (9)

where µ is the coefficient of sliding friction, Pt is the tangential contact stiffness, ∆t is the
time step size, and vrt denotes the tangential relative velocity vector of the two elements at
the contact point. The calculation formulas for the tangential relative velocity are as follows:

vrt =
((

vG
tar − vG

con

)
·e1

)
e1, (10)

vG
tar = NG

D vD + NG
F vF, (11)

vG
con = NG

A vA + NG
B vB + NG

C vC, (12)

where vG
tar and vG

con denote the velocity vectors of the target element and the contactor
element at the contact point, respectively. vA, vB, vC, vD, and vF are the corresponding nodal
velocity vectors. NG

A , NG
B , NG

C , NG
D , and NG

F are the shape functions of the corresponding
nodes relative to the contact point.

Finally, the normal contact force and the tangential friction force are allocated to the
element nodes:  fi

tar = fi
tar + NG

i

(
fq1q3
cn + fq1q3

ct

)
(i = D, F)

fi
con = fi

con − NG
i

(
fq1q3
cn + fq1q3

ct

)
(i = A, B, C)

. (13)

Up to this point, both the normal and tangential contact forces acting on the edge DF
of the target element have been determined. The contact forces on edges DE, AC, and BC
can be derived similarly. It is worth noting that the maximum number of boundary line
segments in the contact region is six (edge-to-edge contact). For each line segment, the
corresponding contact point needs to be identified, and the contact friction force is applied.
Furthermore, since the incremental Coulomb friction model is used, it is essential to record
the historical friction force values at each contact point. This approach of applying frictional
force not only has low computational efficiency and consumes a significant amount of
memory but also may influence the resultant normal contact force. This will be further
explained in Section 4.1.
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3. Resultant Normal Contact Force Based Contact Friction Algorithm

Given the issue of the original contact friction algorithm, this study introduces a
resultant normal contact force-based contact friction algorithm for FDEM. For any contact
pair, the resultant normal contact force calculated using Equation (3) can be rewritten as:

fcn = ∑
Γi∈Γcon

fΓi
cn − ∑

Γj∈Γtar

f
Γj
cn , (14)

where Γtar and Γcon indicate the contact region boundaries belonging to the target element
and the contactor element, respectively. For example, in the target element Γtar = q1q3 ∪ q1q4.

According to the moment equilibrium, the equivalent contact point, denoted as xξ ,
can be determined with the following equation:

∑
Γi∈Γcon

xΓi
G × fΓi

cn − ∑
Γj∈Γtar

x
Γj
G × f

Γj
cn = xξ × fcn. (15)

Then,

xξ =
ncn ×m
‖fcn‖

+ αncn, (16)

m = ∑
Γi∈Γcon

xΓi
G × fΓi

cn − ∑
Γj∈Γtar

x
Γj
G × f

Γj
cn , (17)

where ncn =
fcn
‖fcn‖

is the direction of the resultant normal contact force and α denotes

the scaling factor, indicating that the equivalent contact point is not unique and lies on a
straight line. To uniquely determine the equivalent contact point, α can be obtained with
the following equations: (

xξ − x0
)
·ncn = 0, (18)

x0 =

∑
Γi∈Γcon

lΓi
xΓi

mid + ∑
Γj∈Γtar

lΓj
x

Γj
mid

∑
Γi∈Γcon

lΓi
+ ∑

Γj∈Γtar

lΓj

, (19)

where x0 denotes the length-weighted centroid and xΓi
mid represents the middle point

coordinates of the edge Γi in the contact region. The equivalent contact point determined
with the above equations is the intersection of the action line of the resultant normal contact
force with the line passing through point x0 and perpendicular to the action line.

The tangential friction force is applied at the equivalent contact point, and the in-
cremental Coulomb friction model is used. The calculation formula is consistent with
Equation (9), but the relative velocity vector is calculated using the following equations:

vrt =
((

vξ
tar − vξ

con

)
·e1

)
e1, (20)

vξ
tar = Nξ

DvD + Nξ
EvE + Nξ

FvF, (21)

vξ
con = Nξ

AvA + Nξ
BvB + Nξ

CvC. (22)

Finally, the normal contact force and tangential friction force are allocated to the
element nodes: {

Fi
tar = Fi

tar + Nξ
i (fcn + fct) (i = D, E, F)

Fi
con = Fi

con + Nξ
i (fcn + fct) (i = A, B, C)

. (23)
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From the above calculation process, it is evident that compared with the original
contact friction algorithm, the proposed algorithm only requires the calculation of friction
force at the equivalent contact point and records only one historical variable, significantly
simplifying the calculation process and consuming less memory. At the same time, the
proposed algorithm does not need to introduce other assumptions and can be directly
extended to three-dimensional scenarios.

4. Numerical Examples

In this section, the proposed contact friction algorithm is verified with two benchmark
tests. Then, the Brazilian splitting and uniaxial compression tests are performed to validate
the feasibility of the proposed algorithm in fracturing analysis. It is worth noting that, in
the computation of contact friction force, the associated parameters are the normal contact
penalty, tangential contact penalty, and friction coefficient. These parameters are maintained
consistently across both the original and the proposed contact friction algorithms to ensure
a fair comparison.

4.1. Verification of the Proposed Contact Friction Algorithm
4.1.1. Collision Test

As shown in Figure 4a, triangle element A is fixed, and element B moves downward at
an initial speed of 2 m/s to collide with element A. During the collision, neither gravity nor
damping is considered. Since there is no relative displacement in the horizontal direction,
theoretically, there should be no friction force. Simulations were conducted using both
the original contact friction algorithm and the proposed contact friction algorithm. The
vertical speed variation curve of element B is illustrated in Figure 5. It can be seen that
the result generated using the proposed contact friction algorithm (red line in Figure 5)
aligns with that where friction is not considered (black line in Figure 5). The kinetic energy
remains unchanged before and after the collision (red line in Figure 6), and element B moves
upward at 2 m/s after the bounce. However, in the original contact friction algorithm,
the friction force is applied on every contact edge. The vertical component of the friction
force shown in Figure 4b equivalently increases the resultant normal contact force during
embedding and decreases it during separation, resulting in a negative work during the
collision process, which gradually decreases the kinetic energy of element B (blue line in
Figure 6), causing its bounce-back speed to be less than 2 m/s (blue line in Figure 5).
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4.1.2. Block Sliding Test

To further verify the effectiveness of the proposed contact friction algorithm, a simula-
tion of a square block sliding on a fixed plate was conducted. The block sliding model is
shown in Figure 7. The block has a side length of 5 cm, and the friction coefficient between
the block and the plate is 0.5. Under the action of the friction force, the sliding distance
and velocity variation equations of the block with respect to the initial velocity are given
as follows:

d =
v0

2

2µg
, (24)

v = v0 − µgt, (25)

where d denotes the displacement, g is the gravitational acceleration, v0 is the initial block
velocity, and v is the block velocity at time t.
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From Figures 8 and 9, it can be seen that the results obtained using the proposed
contact friction algorithm are consistent with the theoretical values.
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The two examples presented above demonstrate that the proposed contact friction
algorithm can accurately represent the frictional effects between blocks, and it also avoids
the issue of the original contact friction algorithm.

4.2. Validation of the Proposed Algorithm in Fracturing Analysis
4.2.1. Brazilian Splitting Test

The Brazilian splitting test model is shown in Figure 10. The specimen has a diameter
of 51.7 mm, and loading plates are placed above and below. The element size is 0.7 mm,
and the model is discretized with 9892 solid elements and 14,815 cohesive elements. The
loading plates compress the specimen at a constant rate of 0.05 m/s. The time step used in
the simulation is 1 × 10−8 s. To ensure a quasi-static state, the critical damping scheme [32]
is used. The input parameters shown in Table 1 are taken from reference [33]. For more
details regarding the parameter analysis and calibration, please find the literature [34,35].
As can be seen from Figures 11 and 12, the fracture pattern and stress–strain response
obtained using the proposed contact friction algorithm are consistent with those obtained
using the original contact friction algorithm.
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Table 1. Input parameters for the Brazilian splitting test and uniaxial compression test [33].

Parameters Unit Value

Density kg/m3 2700
Yong’s modulus GPa 12.2
Poisson’s ratio - 0.25

Cohesion GPa 5
Tensile strength GPa 1.77

Internal friction angle ◦ 25
Mode I fracture energy J/m2 16
Mode II fracture energy J/m2 160
Normal contact penalty GPa 122

Tangential contact penalty GPa/m 122
Cohesive element penalty GPa/m 1220

Friction coefficient between plate and sample - 0.1
Friction coefficient between cracked elements - 0.5
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4.2.2. Uniaxial Compression Test

The uniaxial compression test model is shown in Figure 13. The specimen has a
diameter of 51.7 mm and a height of 129.5 mm, with loading plates placed above and below.
The element size is 0.7 mm, and the model is discretized with 36,940 solid elements and
54,469 cohesive elements. The loading rate, time step, and input parameters are consistent
with Section 4.2. From Figures 14 and 15, it can be seen that the simulated fracture pattern
and stress response are consistent with the results generated using the original contact
friction algorithm and also match the experimental measurements [33]. Furthermore, the
uniaxial compression strengths determined using the original and proposed algorithms
are 17.3 MPa and 17.0 MPa, respectively, both of which align closely with the experimental
value of 16.9 MPa.
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Therefore, the two examples provided above validate that the proposed contact friction
algorithm can effectively represent crack initiation and propagation and the compression–
sliding process of fragmented bodies. In addition, it is worth noting that the fracture
patterns produced using both algorithms in the Brazilian splitting test are nearly identical,
while there are noticeable differences in the fracture patterns of the uniaxial compression
test. This distinction stems from the fact that the Brazilian splitting test specimen primarily
undergoes tensile failure, whereas the uniaxial compression test is dominated by shear
failure. Such a difference underscores the pivotal role of contact friction, especially in
simulations where shear failure is predominant.

5. Discussion

As shown in the previous analysis, the proposed contact friction algorithm is feasible
for FDEM in fracturing analysis. This section will further discuss the performance of the
proposed algorithm, as well as its limitations and future development.

5.1. Programming Implementation and Memory Consumption

In Section 2, it was elucidated that the original contact friction algorithm requires the
normal contact force and friction force to be applied at every boundary line segment within
the contact area. When edge-to-edge contact between two triangular elements occurs,
these operations must be executed six times, necessitating the recording of six historical
friction force values due to the incorporation of the incremental Coulomb friction model.
In contrast, the proposed contact friction algorithm applies the friction force between two
triangular elements at a unique equivalent contact point, demanding the determination
only once. Consequently, just a single historical value needs storage. This means that
relative to the original algorithm, the proposed algorithm substantially streamlines the
computational process and requires less memory for historical value storage. To illustrate,
consider 1 million contact pairs: the memory usage for historical value storage in the
original algorithm stands at 45.8 MB, while the proposed algorithm only consumes 7.6 MB.

5.2. Calculation Precision

In the forward collision test presented in Section 4.1, the original contact friction
algorithm yields a non-zero friction force that erroneously dissipates kinetic energy during
the collision. Conversely, the proposed contact friction algorithm circumvents this issue,
accurately capturing the frictional interactions between blocks. From this perspective, the
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proposed algorithm might produce results of higher precision compared with the original
algorithm. Additionally, the Brazilian splitting test and the uniaxial compression test
further demonstrate that the proposed algorithm is able to generate consistent results with
the original algorithm and experiment, affirming its applicability in fracturing analysis.

5.3. Computational Efficiency

To generate a sufficient number of contact pairs, the uniaxial compression test model
with a finer mesh is applied, and the brute-force computation approach is used, namely,
all the solid elements are processed in the contact search stage. When the number of real
contact pairs (where a significant penetration exists between two elements) reached 50,000,
100,000, 250,000, 500,000, 750,000, and 1,000,000, 1000 times of repetitive calculations were
performed, and the time cost for contact force calculation was recorded. The tests were con-
ducted on a ThinkPad P53 mobile workstation with a CPU of i7 9750H. It can be seen from
Figure 16 that as the number of real contact pairs increases, the computational time of the
proposed contact friction algorithm grows linearly. Moreover, compared with the original
algorithm, the proposed contact algorithm exhibits superior computational efficiency, and
an improvement of 8% in computational efficiency for contact force evaluation is achieved.
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5.4. Limitations and Future Development

Within the framework of FDEM, the proposed contact friction algorithm is currently
limited to triangular elements, further research would extend its application to other
polygonal particles and 3D scenarios. In addition, although the proposed contact friction al-
gorithm does not exhibit significant advantages over the original algorithm in the Brazilian
splitting and uniaxial compression tests, the crucial role of contact friction in shear failures
suggests it might offer improved outcomes in simulations with extensive fracturing. This
will be pursued in our future works.

6. Conclusions

In this study, a contact friction algorithm based on the resultant normal contact force
is introduced and effectively integrated into FDEM for fracturing analysis. Its performance
is validated using a series of numerical tests, leading to the following conclusions:
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(1) The proposed contact friction algorithm accurately captures the frictional effect be-
tween discrete bodies, and the simulated velocity, displacement, and normal and
tangential friction force agree well with analytical solutions. Moreover, this algorithm
addresses the problematic kinetic energy dissipation issue observed in the original
contact friction algorithm.

(2) In both the Brazilian splitting and uniaxial compression tests, the fracture patterns
and stress–strain responses produced using the proposed contact friction algorithm
closely match those obtained using the original algorithm. Furthermore, the uniaxial
compression simulation results align well with experimental data, highlighting the
reliability of the proposed algorithm in fracturing analysis.

(3) In the computational efficiency analysis, an improvement of 8% in computational
efficiency for contact force evaluation is achieved by using the proposed contact
friction algorithm. Overall, compared with the original contact friction algorithm, the
proposed method offers greater computational efficiency and accuracy, consumes less
memory, and presents a more straightforward implementation. Extending this method
to other polygonal particles and 3D scenarios will be a focal point for future research.
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