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Abstract: The accurate classification of seizure types using electroencephalography (EEG) signals
plays a vital role in determining a precise treatment plan and therapy for epilepsy patients. Among
the available deep network models, Convolutional Neural Networks (CNNs) are the most widely
adopted models for learning and representing EEG signals. However, typical CNNs have high
computational complexity, leading to overfitting problems. This paper proposes the design of
two effective, lightweight deep network models; the 1D multiscale neural network (1D-MSCNet)
model and the Long Short-term Memory (LSTM)-based compact CNN (EEG-LSTMNet) model. The
1D-MSCNet model comprises three modules: a spectral–temporal convolution module, a spatial
convolution module, and a classification module. It extracts features from input EEG trials at
multiple frequency/time ranges, identifying relationships between the spatial distribution of their
channels. The EEG-LSTMNet model includes three convolutional layers, namely temporal, depthwise,
and separable layers, a single LSTM layer, and two fully connected classification layers to extract
discriminative EEG feature representations. Both models have been applied to the same EEG
trials collected from the Temple University Hospital (TUH) database. Results revealed F1-score
values of 96.9% and 98.4% for the 1D-MSCNet and EEG-LSTMNet, respectively. Based on the
demonstrated outcomes, both models outperform related state-of-the-art methods due to their
architectures’ adoption of 1D modules and layers that reduce the computational effort needed, solve
the overfitting problem, and enhance classification efficiency. Hence, both models could be valuable
additions for neurologists to help them decide upon precise treatments and drugs for patients
depending on their type of seizure.

Keywords: deep learning; epileptic seizure; MSCNet; EEG-LSTMNet; spectral–temporal; spatial
convolution; depthwise layer; separable layer; TUH database; LSTM

MSC: 68T07

1. Introduction

Epilepsy is a prevalent chronic neural disorder resulting from irregular electrical
discharges affecting the brain and how it functions, which are known as epileptic seizures.
These seizures caused by frequent and unexpected abnormal brain reactions occur as a
response to the abnormal electrical discharges generated via neurons [1,2]. The main
symptoms of seizures are serious injuries, convulsions, the loss of awareness, changes
in behavior or emotions, the uncontrollable movements of arms and legs, temporary
confusion, and death in some cases [3].

Epileptic seizures occur spontaneously and are frequently recurrent. They vary in
duration and severity, and the symptoms a patient experiences are mainly based on the
type of seizure [4,5]. Hence, to decide the correct and precise treatment for an epilepsy
patient, there is a need to find out the exact epileptic seizure type they suffer from [6]. In
other words, detecting the accurate seizure type can effectively assist neurosurgeons in
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recognizing the brain cortical connectivity, acquiring information concerning the potential
triggers of seizures, and identifying the risk of different expected consequences, intelligence
debility, learning difficulties, and sudden death [7,8]. There are three basic classes of
epileptic seizures: focal, generalized, and unknown. Each class is defined based on when
and how a seizure begins in the patient’s brain. The first class, focal seizures, begins in
one area or a group of cells on the same brain side. They are categorized into simple and
complex partial seizures. The second class, generalized seizures, begins instantaneously in
groups of cells on both brain sides. They are classified into myoclonic, clonic, tonic, and
tonic–clonic seizures. The final class, unknown seizures, has unknown beginnings [9,10].

Around 80% of epileptic seizures can be effectively managed when properly and
diagnosed in a timely manner [11]. The diagnosis of epilepsy depends on performing a
complete medical evaluation, including a physical assessment, neurological assessment,
and some brain imaging tests, such as a Computerized Tomography (CT) scan or Magnetic
Resonance Imaging (MRI). The Electroencephalogram (EEG) remains the most widely
adopted technique for diagnosing and understanding epilepsy. It is used to record the
brain’s electrical activity and recognize the type of seizures a patient is experiencing. Some
automated seizure classification methods have been developed to detect epileptic seizures,
such as deep learning and machine learning [12]. Among these methods, deep learning
ones mimic the brain’s learning process and learn helpful representations from EEG data
with no need to apply data transformation stages [13].

The most commonly used deep learning architectures to capture patterns during
seizures are CNNs [14,15]. In CNNs, different layers are trained using modern methodolo-
gies, which makes them significant and broadly adopted deep learning methods. A typical
CNN comprises three distinct layers: convolution, pooling, and fully connected [16]. The
most commonly used models in the literature for categorizing seizures are 2D CNN-based
methods. These models require a large amount of computational effort and are subject to
overfitting due to the significant difference between the small number of EEG trials and the
large number of output learnable parameters [17,18]. We propose two 1D deep network
models, the 1D-MSCNet model and the EEG-LSTMNet model, as efficient, lightweight, and
expressive deep network models. The two models aim to classify epileptic seizure types,
avoid the high computational complexity of previous models, and solve the overfitting
problem, based on achieving a balance between the number of input instances and learnable
parameters. The contributions of this paper are as follows:

• Two 1D deep network models, the 1D-MSCNet and the EEG-LSTMNet, are proposed
to classify seizure types with low computational effort due to the 1D structures in-
cluded. The 1D-MSCNet involves separable convolution layers, which break down a
2D convolution operation into two separate 1D convolutions, while the EEG-LSTMNet
model adopts both depthwise and separable convolution layers.

• The two models are designed to balance the difference between the input EEG trials
and the learnable parameters. While the 1D-MSCNet model applies temporal con-
volutional layers with separable layers, the EEG-LSTMNet model applies depthwise
convolutional layers, separable convolution layers, and LSTM layers to reduce the
number of learnable parameters.

• An LSTM module is incorporated into the EEG-LSTMNet model to encode long-term
dependencies between time series.

• As a solution to the overfitting problem, the Synthetic Minority Oversampling Tech-
nique (SMOTE) algorithm is used. It creates a balance among the training data by
raising the number of trials in the minority classes.

The residual sections of this paper are arranged along these lines: Section 2 includes a
review of methods related to the field of the paper. Section 3 introduces the proposed 1D-
MSCNet and EEG-LSTMNet models, details the models’ formulation, and discusses their
architectures. Section 4 proposes the network training process of both models. Section 5
describes the evaluation protocol applied and measured metrics for both models and
introduces the used dataset. Section 6 explores the experiments conducted on both models,
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discusses the obtained results, and shows a comparison between both models. The EEG-
LSTMNet model performance is analyzed in Section 7 by examining the use of the confusion
matrix and t-SNE plots, the representation of the SHAP plots, and topo maps to indicate
the contribution and effect of input channels. A comparison between the proposed and
published models is presented in Section 8. Section 9 describes the models and outcomes
obtained. The paper is summarized in Section 10. A comparison of the proposed models
with cutting-edge models can be found in Section 8. The models and findings are discussed
in Section 9. The paper is summed up in Section 10.

2. Related Works

The automatic classification of seizure types from EEG signals allows physicians to
obtain a more accurate diagnosis and efficiently manage the disease. Therefore, different
methods have been proposed to identify the types of epileptic seizures from EEG trials
using deep learning models. A review of these methods is introduced in this section.

The multiscale neural network comprises multiple-scale feature extraction layers and
constructs a deep architecture. Moreover, it has a low-rank convolution kernel equal to
the input channels. It allows typical networks to classify data more effectively. Multiscale
neural network models have been proposed in the literature to extract feature representa-
tions in multiple frequency/time ranges and discover spatial representations for subject
identification purposes [18–20]. First, in the following paragraphs, we give an overview of
the methods that use multiscale information.

Asif et al. [21] presented a SeizureNet that learns multiple spectral feature represen-
tations using an ensemble architecture to classify cross-patient seizure types into eight
classes. The input EEG signals were selected from 20 channels and preprocessed using
the Fourier Transform (FT). The proposed model initially converted raw time-series EEG
signals into saliency-encoded spectrograms that were then sampled at various frequencies
and spatial resolutions. They were then fed into an ensemble of deep CNNs. The ensemble
comprised three sub-networks, where their outputs were combined through summation.
The combined outputs were then fed into a SoftMax operation classification module to
classify seizure types by generating probabilistic distributions regarding the target classes.
The presented model was assessed using the TUH database with 5-fold seizure-wise cross-
validation. The ADAM optimizer with a batch size of 50 was applied for the training.
Outcomes revealed that the presented model obtained an F1-score of 94%.

Hussein and Ward [22] proposed a multiscale CNN approach to classifying four
seizure types using intracranial EEG (iEEG) data. The raw input data from 16 channels
were initially preprocessed to reduce the data size, divided into smaller segments, and
then encoded into an image-like format. The short-time Fourier transform (STFT) was then
used to obtain a 2D representation of each iEEG segment. The images were then fed into
a multiscale CNN architecture that combined CNNs, for the same filter size (1, 1). Each
model included a parallel path to adopt maximum pooling and convolution operations.
The outputs from the parallel paths were concatenated into a single feature vector to be
flattened and fed into two fully connected layers. They were connected to a sigmoid
function to calculate the label probabilities and predictions. The presented model was
evaluated using iEEG data from the 2016 Kaggle seizure prediction competition. The results
revealed an average sensitivity of 87.85%.

Gao et al. [23] proposed a temporal–spatial multiscale CNN framework with dilated
convolutions to determine seizure from non-seizure signals based on capturing the mul-
tiscale features of input EEG signals. The input raw EEG signals from 18 channels were
preprocessed in two stages to extract their features: the temporal multiscale and spatial
multiscale. In each stage, the multiscale features of the EEG signals were extracted along
the related dimension with different convolutional kernel sizes. In the temporal multiscale
stage, convolution kernels with small sizes focused on local information, while large ones
focused on long-term temporal information. A max-pooling layer was added after the
convolutional layer to reduce the dimension of the features. Following this, a multiscale
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spatial stage considered the specific multiscale relations between EEG channels. Next, a
dilated convolution was adopted and fed with these features to expand the respective fields
of the model. Finally, the vector was fed into a fully connected layer. It was connected to
the sigmoid activation function. The proposed model was evaluated using the CHB-MIT
dataset with the 5-fold cross-validation method. The results revealed an average sensitivity
of 93.3%.

Wang et al. [24] proposed a multiscale dilated 3D CNN to classify four types of epileptic
seizures. The model was based on analyzing the time, frequency, and channel information
of EEG signals using the STFT. It adopted 3D kernels to simplify the extraction of features
over the 3D CNN. The proposed dilated 3D CNN structure comprised three convolutional
layers, three max-pooling layers, a single global average pooling layer, and a single fully
connected layer. Each convolutional layer included four blocks with different dilated sizes.
Each block’s outputs were combined after the final layer to be fed into the global average
pooling layer to reduce the number of parameters. The fully connected layer was combined
with a SoftMax function that computes the probabilities of classes. The performance was
assessed using the CHB-MIT EEG database with a leave-one-out cross-validation method.
The results revealed that the proposed model achieved 80.5% accuracy.

Some methods have used single-scale deep models. The EEGNet is a CNN-based
compact network adopted in BCIs. It combines depthwise convolution and separable
convolution, which capture the temporal and spatial filters as a substitution for the typical
square convolution, reducing the number of parameters. However, the application of
the EEGNet model to classify seizure types is limited in the literature, and there is only
one available research study model by Peng et al. [25]. The model was composed of
three blocks. The first block included two sequential convolutional layers. The first layer
captured the feature maps of input EEG signals from 20 channels, while the second layer
executed a depthwise convolution. To improve the temporal information, a TIE module was
augmented to the convolutional layer to construct a TIE-Conv2D layer. The outputs were
then fed into the second block that included separable convolution along with a depth-wise
convolutional layer and a subsequent point-wise convolutional layer. This block ensured
that the number of parameters was decreased and that the relations within and across
feature maps were obtained in a decoupled way. The final block was the classification,
which included a fully connected layer with SoftMax activation. The model performance
was evaluated using two databases; TUSZ and CHSZ with a 3-fold cross-validation. The
results revealed that the proposed model efficiently classified cross-subject seizure types
with 67.2% accuracy.

It is obvious from the reviewed works that efficient results have been obtained for cate-
gorizing various types of seizures using multiscale and single-scale CNN models. However,
the existing multiscale neural network models mostly suffer from a high computational
complexity, leading to overfitting problems due to their complex structures. The method
based on the single-scale EEGNet model also revealed a low classification accuracy result.
Therefore, the aim of this paper was to solve the challenges of those models by proposing
two effective, lightweight, and expressive deep network models, the 1D-MSCNet model
and the EEG-LSTMNet model, to accurately classify seizure types using EEG trials collected
from the TUH database with the lowest possible computational efforts needed and the
highest reduction in the number of output learnable parameters achieved.

3. Proposed Method

This work aims to categorize epileptic seizure types using EEG data. Thus, the problem
is initially formulated for the 1D-MSCNet and EEG-LSTMNet models. Next, the details of
the two models are explored.

3.1. Problem Formulation

Both the 1D-MSCNet model and the EEG-LSTMNet model are trained and tested
using the same EEG trails gathered from the TUH dataset. The EEG trial is deployed to
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recognize the seizure type, where it is signified as a matrix x ε RC×T . C represents the
number of channels in this matrix, whereas T represents the number of time stamps:

x =



C1
.
.
.
.

Cc

 =



c1(t 1) . . . . . . . . c1(tT)
.
.
.
.

ci(t i) . . . . . . . . . ci(tT)

 (1)

where C1, C2, . . .. . .Cr are the channels of EEG trials, which are collected from several sites
on the scalp, and ci (tj) represents the captured potential at time tj. RC×T denotes the space
of those EEG trials. The seizure class is identified using class labels Y= {AB, CP, FN, GN,
SP, TN, TC, and MY}, where AB, TN, TC, CP, FN, GN, SP, and MY represent the seizure
types, namely absence, tonic, tonic colic, complex partial, focal non-specific, generalized
non-specific, simple partial, and myoclonic, respectively. The function F that associates an
EEG trial x ε RnC×nT to a label y ε Y ca be expressed as:

F : RnC×nT −→ Y (2)

F is designed in this work using the two CNN models. Input EEG trials are first prepro-
cessed for both models by resampling them into 250 Hz. Then, the SMOTE algorithm [26],
an efficient oversampling method, is used to overcome the data imbalance problem. It
randomly increases the minority class instances in the training set based on duplicating
them and then producing new minority instances among the available minority instances.
The only parameter for SMOTE is the number of nearest neighbors; we used the default
number of nearest neighbors, which is five.

3.2. 1D-MSCNet Model

The proposed 1D-MSCNet neural network model learns multiscale features automat-
ically from data using multiple spectral filters. It comprises three modules: a separable
temporal convolution module, a spatial convolution module, and a classification mod-
ule, as represented in Figure 1. Each module’s architecture is described in the following
paragraphs.
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Figure 1. The proposed 1D-MSCNet model comprises a separable temporal convolution module, a
spatial convolution module, and a classification module.

Based on Figure 1, the input trials are initially processed via a temporal convolutional
(TConv) layer that extracts the temporal features. EEG signals are input channel-wise into
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a temporal convolutional layer to enhance the number of feature maps. The activated
features have the form [nC, ǹT , Fo], where ǹT = nT −

(
fs
10

)
+ 1, in which both fs stands for

the sampling frequency and Fo denotes the feature map dimension of the first temporal
convolution layer. This layer converts input EEG trials into temporal feature maps in the
separable temporal convolution module.

• Separable Temporal Convolution Module

It comprises three separable temporal convolution layers, as shown in Figure 1. Each
separable convolution layer breaks down into two separate convolutions: depthwise tempo-
ral convolution and point-wise convolution. The principal advantages of utilizing separable
convolutions are the significant reduction in the adjustable weights and the efficient separa-
tion of the temporal and spatial dimensions. To do this, kernels are individually trained for
each feature map. This layer ensures a decrease in the number of learnable parameters. The
proposed multiscale neural network model utilizes intermediate activations to discover
multiscale characteristics from input data. Consequently, the suggested model acquires N
spectral temporal features. f ST

k , k = 1, 2, . . . , N as expressed below:

f ST
k = CST

k (x) = Csep
k Csep

k−1 . . . Co(x) (3)

where Csep
k denotes the k-th separable convolution, Co(x) denotes the first temporal con-

volution and f ST
k denotes the function composition among arbitrary functions Fi and Fj,

where FiFj(.) = Fi
(
Fj(.)

)
.

Consequently, by determining the features f ST
1 , f ST

2 , . . ., f ST
N , the multiscale neural

network effectively learns the multiscale spectral–temporal features. A spatial convolution
module with different kernel sizes follows the spectral–temporal convolution module. It
convolves various spectral–temporal features in a filter-independent way.

• Spatial Convolution Module

It consists of three spatial convolution blocks used to extract spatial information
from the EEG channel distributions of the retrieved multiscale spectral and temporal
representation from the first module. In this module, the kernel size is equivalent to
the number of input EEG channels. Thus, it is equal to 21 in this work. From spectral–
temporal features, this module derives the spatial characteristics of each range. In contrast
to conventional CNNs, the proposed model employs each intermediate active feature set
to collect spatial information, enabling the extraction of several multiscale ranges of EEG
characteristics. This module’s output features are then sent to the classification module to
categorize seizure types.

• Classification Module

It consists of three layers: global average pooling, a concatenation layer, and a fully
connected layer. Each global average pooling layer aggregates the nodes of each feature map
to eliminate the requirement for any window size or stride. The output from each spatial
convolution layer is then sent to a global average pooling layer within the classification
module to identify relevant features and minimize the number of model parameters. This
is performed by flattening the feature maps that assist in solving the overfitting and
generalization problems. The classifier then concatenates the output features from the
global average pooling layers in the feature map dimension, where the concatenated feature
f SST
concat can be expressed as follows:

f SST
concat =

[
f SST
1 , f SST

2 , . . . , f SST
N

]
(4)

where N is the number of sizes of the spatial-spectral–temporal features f SST
k , k = 1, 2, . . . , N,

and [] is the concatenation operation. The concatenated features are then forwarded to
the eight-neuron fully connected layer. Each neuron is relative to one seizure class. This
layer adopts the SoftMax function, which turns a vector of N real values into a vector of N
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real values that sum to 1. The SoftMax function calculates the probability of each class to
determine the class of input trials.

3.3. EEG-LSTMNet Model

The proposed EEG-LSTMNet model can be efficiently applied across various BCI
paradigms; it can be trained using very limited data and can also extract neuro-physiologically
interpretable features from input data. The model consists of three types of convolutional
layers, namely temporal convolution, depthwise convolution, and separable convolution,
in addition to two average pooling layers, an LSTM layer, and two fully connected classi-
fication layers, as shown in Figure 2. The bias units are omitted in all the convolutional
layers within the model. A description of these layers is presented in the next paragraphs.
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• Temporal Convolution Layer

This involves extracting temporal features from input EEG trials with a filter size equal
to half of the sampling rate. Therefore, it is employed in the proposed model to transform
the input EEG samples into a collection of temporal feature maps that are then sent to the
depthwise convolution layer.

• Depthwise Convolution Layer

This is a convolution layer with a single convolutional filter for each input channel.
Adopting the depthwise convolution layer is primarily intended to reduce the number of
learnable parameters and prevent the overfitting issue. It also reduces the computation
needed in convolutional operations while enhancing representational efficiency. Addi-
tionally, this layer determines spatial filters for each temporal filter, efficiently extracting
frequency-specific spatial representation. After applying the ReLu nonlinearity [27], batch
normalization and feature map dimension techniques are used. The output features from
this layer are then fed into an average pooling layer.

• First Average Pooling Layer

This is a pooling operation of size two that is applied after the convolutional layers in
order to compute the average value of the patches of the feature map, which is then used
to create a down-sampled (pooled) feature map. The outcome from this layer is passed to
the third convolutional layer.

• Separable Temporal Convolution Layer

This decomposes a convolution layer into two convolution layers (depthwise temporal
and point-wise convolution layers) to obtain the same result with reduced computing effort.
Consequently, this layer reduces the number of learnable parameters and decouples the
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relations within and across feature maps by learning a kernel that summarizes each feature
map separately and then combines the results. In addition, it divides learning how to
summarize individual feature maps over time and learning how to integrate these feature
maps. The output of this layer is subsequently sent to a second average pooling layer.

• Second Average Pooling Layer

This is a layer of size two that is applied after the separable convolution layer to reduce
the dimensionality. The layer’s output is subsequently sent to the LSTM layer.

• LSTM Layer

In CNNs, this layer is used to transition from the convolution layer to the fully
connected layer. It overcomes the problem of vanishing gradients in conventional neural
networks by introducing extra gates to learn longer-term relationships in sequential input.
This enables it to manage the data within the hidden cell that must be delivered to the
subsequent hidden state. In addition, it incorporates a constant error backpropagation flow
within its memory cells to bridge temporal periods greater than 1000 time steps. To properly
encode the time series characteristics of each EEG trial input into the proposed EEG-
LSTMNet model by learning and fusing the long-term dependencies in the data together
with the critical temporal properties, the LSTM layer is utilized in the proposed EEG-
LSTMNet model. The output of the LSTM layer is subsequently sent to the classification
layers.

• Classification Layers

There are two classification layers. The first layer is a time-distributed dense layer,
which accepts a batch size according to the sequence length of the input size array and
creates a batch size according to the sequence length of the size array for the number
of classes. It is applied in the proposed EEG-LSTMNet to decrease the LSTM output
dimension. The output of the first layer is passed to the second layer, which comprises
eight neurons. Each neuron is relative to one seizure class. This layer is connected to a
SoftMax function, which converts a vector of N real values into a vector of N real values
with a summation of 1. Consequently, the SoftMax function in this study provides the class
probability of each class, which is used to identify the input class.

4. Training the Network

Both the models’ input EEG trials acquired from the TUH dataset are initially divided
into a stratified 80% training set and 20% validation and testing sets based on patients.
Next, the 20% is divided into 10% for validation and 10% for testing sets. We split the data
randomly based on the patients so that the patients included in the training dataset and
validation datasets are not present in the testing set. The training set learns the model’s
learnable parameters. The validation set manages the training process. The Google Cloud
Platform is used to execute the model training process, where the learning rate is dependent
on the number of epochs, as shown below:

• For epoch > 40, the learning rate is increased by 1 × 10−1

• For epoch > 80, the learning rate is increased by 5 × 10−2

• For epoch > 130, the learning rate is increased by 2.5 × 10−3

• For epoch > 150, the learning rate is increased by 5 × 10−4

For both models, the total number of epochs is 190 for a batch size of 128. Moreover,
both models are fitted using the Adam optimizer based on updating their weights with
the training dataset. The testing dataset is then utilized to assess the categorization results
of both models. To avoid the problem of overfitting, the L2 Regularization approach is
utilized. The SMOTE algorithm is solely applied to the training data to enhance the number
of training trials.
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5. Protocol for Evaluation

To assess the efficacy and performance of both models, 1D-MSCNet and EEG-LSTMNet,
in classifying the seizure type from EEG trials, the models were trained and evaluated
using the TUH dataset. This section provides an overview of the TUH dataset. In addition,
it covers the assessment technique and evaluates the performance of the trained models
using evaluation metrics.

5.1. Dataset

The TUH EEG seizure corpus dataset includes clinical data acquired at Temple Univer-
sity Hospital (TUH) from 2001 until now as a support to research focused on interpreting
EEG signals via machine learning algorithms [28,29]. Outpatient services, the intensive
care unit (ICU), the epilepsy monitoring unit (EMU), and the emergency department
were among the hospital sectors from which data were collected (ER). The international
10/20 system was used to standardize the placement of 21 scalp electrodes for EEG signal
recording. The distance between each pair of electrodes in the system is 10 to 20 percent of
the distance between the nasion (in the front) and the inion (in the rear) (in the back) [30].

In this work, the TUH dataset version 1.5.2, which circulated in 2022, is adopted. It is
the largest available dataset of seizure and non-seizure data. For all conducted experiments,
21 channels are considered, including FP1, FP2, F3, F4, C3, C4, P3, P4, F7, F8, T3, T4, T5, T6,
O1, O2, A1, A2, FZ, CZ, and PZ. In the dataset, there are 5612 EEG trials from 642 patients,
of whom 242 experience seizures. In total, 5612 of the data files are seizure files, whereas
the remaining files are non-seizure files; these were disregarded because this study focused
solely on seizures. There are eight seizure types within the dataset, including absence
(AB), tonic (TN), tonic colic (TC), complex partial (CP), focal non-specific (FN), generalized
non-specific (GN), simple partial (SP) and myoclonic (MY) seizures. The number of files for
each seizure type is shown in Table 1. The sampling rate range varies between 250 Hz and
512 Hz.

Table 1. Total number of seizure files and the total number of trials in each class [31].

CLASSES NUMBER OF FILES TOTAL NUMBER OF TRIALS

AB 99 209,425
TN 62 301,062
TC 48 448,398
CP 367 4,384,045
FN 1836 20,558,590
GN 583 10,274,460
SP 52 536,505
MY 3 328,003

5.2. Evaluation Procedure

The TUH dataset is adopted in this paper for the evaluation process. It is utilized
for learning and validating both models in the conducted experiments. The EEG signals
available in the TUH dataset were captured with different sampling rates. The EEG signals
are first preprocessed to obtain normalized data. This is based on resampling the data to
250 Hz since 87% of them were recorded at the sampling rate of 250 Hz. Each EEG signal is
then divided into trials using a fixed 2 s window and 0.5 s stride. Thus, there are sufficient
trials to learn the model and solve the overfitting.

We split the data randomly based on patients so that the patients included in the
training data and validation datasets are not present in the testing set. The TUH dataset is
firstly stratified and segmented into an 80% training set and 20% validation and testing sets
using a train test split. Next, the 20% is divided into 10% for the validation set and 10% for
the testing set. Eighty percent of the data are then augmented using the SMOTE algorithm.
It augments the training dataset such that the minority classes, primarily AB, TN, TC, and
MY, are represented proportionally. It is based on increasing the number of trials to 500,000.
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5.3. Evaluation Metrics

The performance of the 1D-MSCNet and the EEG-LSTMNet models can be assessed
using various evaluation metrics. The adopted metric in this paper is the F1 score. It is an
essential machine learning metric that computes the model’s accuracy based on combining
its precision and recall scores. In contrast to accuracy, which focuses on accurately classify-
ing positive and negative observations, the F1-score balances the precision and recall of the
model on the positive class.

Four main measures are computed to measure the F1-score of the model, including
True Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN).
The TP stands for the number of correctly classified seizure trials. The FN stands for seizure
trials that are incorrectly classified as non-seizures. The TN stands for correctly classified
non-seizure trials. Lastly, the FP stands for non-seizure trials that are incorrectly classified
as seizure trials. The accuracy, precision, recall, and F1-score can be calculated based on the
following metrics:

Accuracy =
TP + TN

TP + TN + FN + FP
(5)

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

F1 score =
2× Precision× Recall

Precision + Recall
(8)

6. Experiments and Results

Different experiments were conducted to assess the effectiveness and evaluate the
classification performance of both models; the 1D-MSCNet model and the EEG-LSTMNet
model. This section details the experiments performed with each model and discusses the
obtained results. It then presents a comparison between the two models.

6.1. Experiments Performed with 1D-MSCNET and the Results

The performance of the 1D-MSCNet model is evaluated by carrying out two experi-
ments. The first experiment concerns the selection of the best modules for the proposed
model. In contrast, the second experiment examines the impact of adopting the separable
temporal convolution module on the performance of the model.

• Specification of the architecture of the 1D-MSCNET

The architecture of the proposed 1D-MSCNet model comprises three main mod-
ules, as shown in Figure 1, including a separable temporal convolution module, a spatial
convolution module, and a classification module. The separable temporal convolution mod-
ule includes three separable temporal convolution layers that extract multiscale spectral–
temporal features from input EEG trials using intermediate activations. This module
decreases the adjustable weight and decouples the temporal and feature map dimensions of
the input features in an efficient manner. Consequently, the number of learnable parameters
is decreased.

The output multiscale spectral–temporal representation from the first module is input
into the spatial convolution module, which extracts spatial patterns from the multiscale
features using a kernel size of 21. The multiscale spatial–spectral–temporal features ex-
tracted from each spatial convolution layer are then input into a global average pooling
layer inside the classification module to select relevant features and minimize the number
of parameters. This is performed by flattening the feature maps, which solves overfitting
and generalization problems.

The output features from the global average pooling layers are then concatenated in
the feature map dimension and sent to the fully connected layer, which consists of eight
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neurons specific to eight seizure types. Table 2 illustrates the specification of each module
and the number of parameters to be learned. The suggested 1D-MSCNet neural network
model efficiently decreases the number of learnable parameters to 469,000 as shown in
Table 2, where it revealed an F1-score of 96.9%.

Table 2. The specification of the architecture of 1D-MSCNet.

Blocks Layer Name Kernel
Size

Number
of Filters

Output
nc × nT × d

BN and
Activation
Function

Learnable
Parameters

Input 21 × 500 × 1 0

T conv 1 × 25 32 21 × 476 × 32 BN, ReLU 960

Block0

SepTConv 1 × 31 32 21 × 446 × 32 BN, ReLU 2176

Conv 21 × 1 32 1 × 446 × 32 BN, ReLU 21,664

Global avg pool 32 0

Block1

SepTConv 1 × 15 64 21 × 432 × 64 BN, ReLU 2848

Conv 21 × 1 64 1 × 432 × 64 ReLU 86,080

Global avg pool 64 0

Block2

SepTConv 1 × 7 128 21 × 426 × 128 BN, ReLU 9280

Conv 21 × 1 128 1 × 426 × 128 ReLU 344,192

Global avg pool 128 × 1 0

Concatenation 224 × 1 0

FC 8 × 1 1800

Total learnable parameters 469,000

• The Impact of Adopting a Separable Temporal Convolution Module

In this experiment, the separable temporal convolution module in 1D-MSCNet is
substituted by a temporal convolution module, as shown in Figure 3, to evaluate its impact
on the model’s performance. The temporal convolution module includes three temporal
convolution layers, whereas the separable temporal convolution module comprises three
separable temporal convolution layers; in both cases, the extracted features are multiscale
spectral–temporal features because the filter sizes are the same in both cases, i.e., 1 × 31.
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In the second configuration of 1D-MSCNet, the input EEG signals are passed into three
temporal convolutional layers of the temporal convolution module to extract multiscale
spectral–temporal features. The extracted features from each layer are then passed into the
corresponding spatial convolution layer in the spatial convolution module of the model.
Similar to the first experiment, the kernel size in the spatial convolution module is 21 × 1,
as there are 21 EEG channels. Each layer in this module derives the spatial features of each
range from the spectral–temporal features. The output features from the module are then
passed to the classification module to classify seizure types.

As in the first experiment, the classification module comprises three global average
pooling layers, a concatenation layer, and a fully connected layer. To extract the key features
and decrease the number of model parameters, the output of each spatial convolution layer
is passed to a corresponding global average pooling layer. This is performed by flattening
the feature maps, which helps to reduce overfitting and generalization problems.

The output features from the global average pooling layers are then concatenated by
the classifier in the feature map dimension. The concatenated features are then transferred
to a fully connected layer of eight neurons, each corresponding to a different class. The
SoftMax function is adopted in this layer to turn a vector of N real values into a vector of N
class probability values with a summation of 1. Thus, each class’s probability is computed
to determine the class of the EEG input trials. Table 3 depicts the specification of the second
architecture for each module and the total number of learnable parameters.

Table 3. Architecture of the second configuration of 1D-MSCNet.

Blocks Layer Name Kernel
Size # Filters Output

nc × nT × d

BN, and
Activation
Function

Learnable
Parameters

Input 21 × 500 × 1 0

T conv 1 × 25 32 21 × 475 × 32 BN, ReLU 960

Block0

conv1 1 × 31 32 21 × 444 × 32 BN, ReLU 31,904

conv2 21 × 1 32 1 × 444 × 32 BN, ReLU 21,664

Global avg pool 32 0

Block1

conv1 1 × 15 64 21 × 429 × 64 BN, ReLU 31,040

conv2 21 × 1 64 1 × 429 × 64 ReLU 86,080

Global avg pool 64 0

Block2

conv1 1 × 7 128 21 × 422 × 128 BN, ReLU 31,776

conv2 21 × 1 128 1 × 422 × 128 ReLU 344,192

Global avg pool 128 × 1 0

Concatenation 224 × 1 0

FC 8 × 1 1800

Total learnable parameters 549,416

Based on Table 3, the second configuration increases the number of learnable param-
eters to 549,416 and achieves an F1-score of 94%. Hence, it can be noted that the first
configuration shown in Figure 1 achieves a higher F1-score of 96.9% and greatly reduces
the number of learnable parameters to 469,000. This establishes that when the separable
temporal convolution module is used to extract multiscale features for the classification
of the seizure type, the model yields improved classification outcomes with a significant
reduction in the number of learnable parameters. This happens because the separable
temporal convolution breaks down a temporal convolution into two simpler operations,
i.e., depthwise convolution, where filters operate separately on each channel of the input
feature map, and point-wise convolution. In this way, from the EEG trials, spectral and
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temporal features are captured separately; these are relevant to the seizure type. On the
other hand, in temporal convolution, each filter operates on all channels of the input feature
map, and simultaneously computes the spectral and temporal features.

6.2. Experiments Performed with EEG-LSTMNet

The experiment was performed to evaluate the proposed EEG-LSTMNet model, whose
configuration is shown in Figure 2. Table 4 demonstrates the specification of each mod-
ule, and the total number of learnable parameters. The proposed EEG-LSTMNet model
efficiently decreases the total number of learnable parameters to 204,396 and obtains an F1-
score of 98.4%, as shown in the table. The significant reduction in the number of learnable
parameters is due to the presence of depthwise and separable temporal convolution layers
in the model. It has been established in Section 6 that, for the analysis of EEG trials to be
able to classify seizure types, the separable temporal convolution layer is more efficient
in terms of classification performance and reducing the number of learnable parameters.
The important hyper-parameter of a separable temporal convolution layer is the number
of filters; we performed experiments with 32 and 64 filters, as described in Table 4, and
found that having 64 filters gives the best performance. Another important component
of the model is the LSTM layer; we performed experiments with and without the LSTM
layer and found that it significantly enhances the performance of the model, where the
revealed reduction in the number of learnable parameters can be clearly noticed in Table 4.
The reason for the significant improvement is that the LSTM layer encodes the long-term
dependencies.

Table 4. EEG-LSTMNet model Architecture Configuration.

Layer Name Kernel
Size # Filters Output

nc × nT × d

BN, and
Activation
Function

Learnable
Parameters

Input 21 × 500 × 1 0

T conv 1 × 125 16 21× 500× 16 BN 2080

Depthwise
convolution 21 × 1 64 1 × 500 × 64 BN, ReLU 1600

Average pooling/2 1 × 250 × 64 0

Separable temporal
convolution 1 × 16 64 1 × 250 × 64 BN, ReLU 5376

Average pooling/2 1 × 125 × 64 0

LSTM 180 × 1 176,400

FC1 100 × 1 18,100

FC2 8 × 1 808

Total learnable parameters 204,396

6.3. Comparison between the Two Models

This paper proposed two deep network models: the 1D-MSCNet neural network
model and the EEG-LSTMNet model. A comparison between the two models and 1DresNet-
LSTM [31] is illustrated in Table 5. The 1DresNet-LSTM model comprises three modules:
1D ResNet, LSTM, and the classification module. ResNet helps to avoid the computational
complexity and overfitting issues present in conventional CNNs. The LSTM module
encodes long-term relationships in order to circumvent the problem of vanishing gradients.
The classification module consists of two fully connected layers. The first layer is a time-
distributed dense layer used to reduce the output dimension of the LSTM. The output
of the first layer is then fed to the second fully connected layer, which consists of eight
neurons; each neuron is related to a class. This layer is connected to the SoftMax function,
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which provides the probability of each class being utilized in predicting the related class
of inputs.

Table 5. Comparison between the two proposed models, 1D-MSCNet and EEG-LSTMNet, and the
model proposed in [31].

Models
Reduction in

Computational
Effort Needed

Handling
of the

Vanishing
Gradient
Problem

Solving the
Overfitting
Problem by

Balancing the Data

F1-
Score

Number of
Learnable

Parameters

1D-MSCNet
model

Separable-
temporal

convolution
layers

-

Separable
convolutional

layers, SMOTE
algorithm, and

three global average
pooling layers

96.9% 469,000

EEG-
LSTMNet

model

Depthwise and
separable
temporal

convolution
layers

LSTM

Depthwise
convolutional layer,
SMOTE algorithm,

separable
convolution layer,
and two average

pooling layers

98.4% 204,396

1DresNet-
LSTM

[31]
1D ResNet LSTM

1D ResNet, SMOTE
algorithm and one

average pooling
layer

97.4% 516,652

According to Table 5, the models utilize 1D modules to lower the computational effort
required, unlike 2D CNN models, which are afflicted with a high computational complexity.
The 1D modules also tackle the overfitting issue by decreasing the number of learnable
parameters and lowering the disparity between the number of input instances and the
number of learnable parameters. Moreover, the three models reveal a high reduction in
this gap by increasing the number of instances in the minority seizure classes by apply-
ing the SMOTE algorithm. A further advantageous addition to the models is the set of
average pooling layers introduced after the convolutional layers to reduce the number of
learnable parameters.

The EEG-LSTMNet model exceeds the other models in terms of its classification
accuracy, as evidenced by its attainment of the highest F1-score, namely 98.4%, and a
decrease in the number of learnable parameters, totaling 204,390. A depthwise convolution
layer inside the EEG-LSTMNet model is partly responsible for this. This layer is superior
to other convolutions, results in more accurate models, needs fewer learnable parameters,
and is computationally cheaper to train and run.

In addition, the EEG-LSTMNet model employs a separable temporal convolution
layer that decomposes a temporal convolution into two lightweight layers (i.e., depthwise
convolution and point-wise convolution) to provide the same output with a reduced
computing effort and fewer learnable parameters. Consequently, it can be observed that
the combination of depthwise, separable temporal convolution and LSTM layers results in
a more significant reduction in the number of learnable parameters and the computational
effort, as well as a remarkable improvement in the model efficiency when compared to the
multiscale neural network model that only employs separable temporal convolution layers
and the deep network model that employs the ResNet module. To address the vanishing
gradient problem, the deep network model described in [31] and the EEG-LSTMNet models
incorporate the LSTM layer into their respective designs. The results illustrate that adopting
an LSTM layer leads to higher F1-score values than the multiscale neural network model.
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The EEG-LSTMNet model combines the benefits of the other two models and out-
performs them. It combines the depthwise and separable temporal convolution layers to
minimize the computational effort and the number of learnable parameters compared to
the multiscale neural network model that solely uses separable temporal convolution layers.
The EEG-LSTMNet model improves the classification performance by incorporating an
LSTM layer from the deep network model [31] to overcome the vanishing gradient problem.

7. Analysis of the Performance of EEG-LSTMNet

The performance of the EEG-LSTMNet model is analyzed by computing the confusion
matrix and t-SNE plot to illustrate the acquired classification findings. Next, SHAP plots
and topographical maps are generated to highlight the contribution and effect of each of
the 21 channels for each of the eight seizure classes.

7.1. Confusion Matrix

The confusion matrix is also adopted to visualize and summarize the performance of
the EEG-LSTMNet network model. Such a matrix represents the confusion among positive
classifications (correctly classified) and negative classifications (misclassified). Figure 4
illustrates the classification results obtained for the eight seizure classes using the confusion
matrix.  
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Figure 4. EEG-LSTMNet confusion matrix.

The confusion matrix shown in Figure 4 demonstrates that 2028 GN seizure trials
are accurately labeled as GN, whereas only 14 are incorrectly classified as FN. In contrast,
4078 FN seizure trials are accurately identified as FN, whereas 56 are misclassified as GN.
Confusion is present among the FN and GN classes. It is also apparent that there are
misclassifications among the CP and FN classes due to the overlap or similarities in their
characteristics. Hence, there are similar features or patterns among these classes that cannot
be easily distinguished from each other. As seen in Figure 4, classes TC, SP, MY, AB, and
TN are always correctly identified with little or no misclassified data.

7.2. Analysis of Network-Learned Representations

A 2D t-SNE plot is used to visualize the discriminability of the features learned by the
EEG-LSTMNet network. It visually illustrates the distribution of features corresponding
to the eight classes, as seen in Figure 5. Classes TC, SP, MY, AB, and TN have distinct and
clustered sample distributions, as shown in Figure 5. On the other hand, some trials from
classes CP, GN, and FN are misclassified. According to the confusion matrix, this is mostly
due to their overlapping features and comparable qualities.
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7.3. Visualization of the EEG-LSTMNet Model’s Decision-Making Procedure

The EEG-LSTMNet model, like any CNN model, is a black box; it is hard to figure out
how it classifies the data. Hence, the SHAP (SHapley Additive exPlanations) explainer is
adopted to describe the model’s decision-making mechanism. It determines the Shaple
values of the input channels. It uses them to calculate the contribution of each channel to
the model output to discover the most effective channels on the output. The values and
the channels, which effectively contribute to the model prediction for a single observation,
are represented using SHAP force plots. Figure 6 depicts the channels that positively or
negatively impact the decision-making procedure of the EEG-LSTMNet model for each
class. The red part of each graph denotes the channels positively impacting the prediction.
In contrast, the blue part of each graph denotes the channels negatively affecting the
prediction. The input instances organized according to similarity are plotted on the X-axis,
while the model output prediction values are plotted on the Y-axis.

The force plots shown in Figure 6 are consistent with the topo maps of the input 21
channels (FP1, FP2, F3, F4, C3, C4, P3, P4, F7, F8, T3, T4, T5, T6, O1, O2, A1, A2, FZ, CZ,
and PZ) for each class. Notably, the letter F stands for the frontal, C for the central, T for the
temporal, P for the parietal, and O for the occipital regions. Additionally, the odd numbers
inside the channel names represent the brain’s left hemisphere, and the even numbers
represent the right hemisphere; Z represents the central channels.

Topo (topographic) maps, or contribution maps, translate the contribution amplitudes
into colors, with darker red colors corresponding to greater channel contributions. Figures 6
and 7 depict each seizure class’s force plots and topo maps, respectively.
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For class AB, contributions are almost spread over all channels, specifically channels
T6, FZ, PZ, O1, F3, C3, and T3, as shown in Figures 6a and 7a, with a magnitude of
contribution from 0.004 to 0.006. For class CP, illustrated in Figures 6b and 7b, channels
C4, PZ, C3, O2, FP2, F7, F2, and F4 positively influence the prediction of this class. These
channels’ contribution magnitudes range from 0.06 to 0.18. For the class FN, seen in
Figures 6c and 7c, contributions are divided over channels O2, P3, FZ, and A2, suggesting
a contribution size between 0.54 and 0.58. For the class GN, depicted in Figures 6d and 7d,
the channels with the most significant contribution magnitude are O1, T5, FZ, C3, and FP2,
ranging from 0.2 to 0.33.
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The contribution in the class MY concentrates on three channels, namely C4, T6, and
A2, as illustrated in Figures 6e and 7e. The contribution magnitude revealed is in the range
of −0.03–0.06. For class SP, channels PZ, T5, and F4 are the most effective, as illustrated in
Figure 6f, with a contribution magnitude range of 0.009–0.013. This is evident on the topo
map of the class depicted in Figure 7f.

Figures 6g and 7g of class TC reveal that the effective channels are F1, F4, PZ, and
O2, with a contribution magnitude range of 0.004-0.04. Finally, almost all channels have
positive effects on class TN, as illustrated in Figures 6h and 7h; these channels are mainly
FZ, F3, F7, T3, P3, O1, and O2, with contribution magnitudes ranging from −0.24 to 0.255.

8. Comparison with State-of-the-Art Methods

Table 6 below compares the proposed 1D-MSCNet neural network model with some
state-of-the-art models.

Table 6. Comparison with the state-of-the-art multiscale neuralnetwork-based seizure type classifica-
tion models.

Models Method Dataset Used Number of
Classes

Number of
Channels

Performance

Acc. F1-Score

Asif et al. [21]
2020

SeizureNet with an ensemble
of deep CNN and a

classification module
TUH 8 20 94%

Hussein and
Ward [22] 2020

A multiscale CNN with
combined CNNs and a

classification layer of two fully
connected layers

2016 Kaggle
seizure

prediction
competition

4 16 87.85%
sensitivity

Gao et al. [23]
2021

A temporal–spatial multiscale
CNN framework with a

temporal multiscale stage, a
spatial multiscale stage, a
dilated convolution, and a

classification module of a fully
connected layer

CHB-MIT 2 18 93.3%
sensitivity

Wang et al. [24]
2021

A multiscale dilated 3D CNN
comprising three

convolutional layers, three
max-pooling layers, one global
average pooling layer, and a

fully connected layer

CHB-MIT 4 - 80.5%
accuracy

Proposed
model

A multiscale neural network
model with a separable

temporal convolution module,
spatial convolution module,

and classification module

TUH 8 21 95 96.9%

Table 6 demonstrates that several datasets are used to assess multiscale neural net-
works models, including the 2016 Kaggle seizure prediction competition in [22], CHB-MIT
in [23,24], TUH in [21], and the proposed model. Two core activation functions are used to
classify the data within the classification modules of the models, including the SoftMax
function in [21,24] and our proposed model, and the Sigmoid function in [22,23]. The
proposed model and the state-of-the-art model proposed in [21] classify the data into eight
seizure classes using the SoftMax function.
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The proposed model achieves the best performance, as revealed by the highest
recorded F1-score of 96.9%. This is mainly due to adopting separable convolution layers
within the separable, temporal convolution module that breaks down a 2D convolution
operation into two separate 1D convolutions. Hence, it requires fewer computations and
reduces the risk of overfitting by reducing the number of learnable parameters. Moreover,
the classification module within the proposed model adopts three global average pooling
layers before the concatenation layer. It offers better performance by reducing the temporal
dimensionality of feature maps to obtain a vector for each map.

The performance of the proposed EEG-LSTMNet is compared to that of the state-of-the-
art model described in [25], both of which classify eight seizure types. The proposed model
in [25] comprises three blocks, block one with temporal and depthwise convolutional layers,
block two with a separable, depthwise convolutional layer and a subsequent point-wise
convolutional layer, and block three with a single fully connected layer that is connected
to a SoftMax activation function. The proposed EEG-LSTMNet outperforms this model
in adopting two average pooling layers to compute the average value for the patches of a
feature map to create a down-sampled (pooled) feature map. In addition, the proposed
deep EEGNet employs an LSTM layer to deal with the problem of vanishing gradients by
learning longer-term relationships in sequential data via extra gates.

Unlike the single fully connected classification layer in [25], the proposed EEG-
LSTMNet adopts two fully connected layers; the first layer is a time-distributed dense
layer, while the second one is connected to a SoftMax function and includes eight neurons.
Both models adopt different databases; the suggested EEG-LSTMNet model adopts the
TUH database, whereas [25] adopts both the TUSZ and CHSZ databases. The results of
both models prove that our model outperforms with a 98.4% F1-score compared with the
state-of-the-art model in [25], which achieved 67.2% Accuracy. A comparison between both
models is summarized in Table 7 below.

Table 7. Comparison with the state-of-the-art EEGNet neural-network-based seizure type classifica-
tion models.

Models Method Dataset Used Number of
Classes

Number of
Channels

Performance

Acc. F1-Score

Peng et al. [25]

EEGNet model with TIE
module and a sinusoidal

encoding to classify
seizure types

TUSZ and
CHSZ 8 20 67.2%

accuracy

Proposed
model

EEGNet model with
temporal convolution,

depthwise convolution,
separable convolution

layers, an LSTM layer, and
two fully connected
classification layers

TUH 8 21 98.4%
F1-score

9. Discussion

Considering the outcomes achieved for both models, the 1D-MSCNet model and the
EEG-LSTMNet model, it is evident that the two proposed models effectively and accurately
classified the eight types of epileptic seizures. Both models exhibited the lowest possible
computational efforts needed and solved the overfitting problem between the number of
input instances and the learnable parameters. Table 8 provides a summary of the assessment
metrics obtained for the categorization of the seizure type using the 1D-MSCNet model. It
can be shown that the suggested model obtained an F1-score of 96.9% for identifying EEG
trials. The model also reduced the total number of learnable parameters to 469,000.
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Table 8. Performance of the 1D-MSCNet.

Evaluation Metrics Results

Accuracy 95.00%

F1-score 96.90%

Precision 96.00%

Recall 98.00%

The results of the 1D-MSCNet model indicate that incorporating a module for sepa-
rable and temporal convolution into the model’s design improves its performance. This
is because the separable convolution layers within the module reduce the complexity by
breaking down a 2D convolution operation into two separate 1D convolutions. Hence, it
requires fewer computations and reduces the risk of overfitting. Moreover, by combin-
ing the separable temporal convolution and spatial convolution modules, the model has
the potential to achieve a better performance by reducing the complexity, improving the
computational efficiency, enhancing the feature extraction, and learning greater feature
representation. Table 9 summarizes the results for the seizure-type classification using
the EEG-LSTMNet model and the effect of different layers in the model; the number of
filters represents the number of filters in the separable temporal convolution layer. The
model achieved a 98.4% F1-score for classifying EEG trials. The model also reduced the
total number of learnable parameters to 204,396.

Table 9. Effect of different hyper-parameters on the performance of the EEG-LSTMNet.

With LSTM Layer Without LSTM Layer

# Filters 64 # Filters 64 # Filters 32

Accuracy 98.00% 88.00% 60.00%

F1-score 98.40% 88.00% 48.00%

The proposed model consists of three types of convolutional layers: temporal con-
volution, depthwise convolution, and separable convolution, in addition to two average
pooling layers, an LSTM layer, and two fully connected classification layers. Adopting
the depthwise layer reduces the number of learnable parameters, eliminating the over-
fitting issue. It also reduces the computation needed in convolutional operations while
enhancing representational efficiency. In addition, it provides a straightforward method
for learning the spatial filters for each temporal filter, enabling the effective extraction of
frequency-specific spatial features.

Adopting the separable convolution layer, on the other hand, guarantees the produc-
tion of 1D separable convolutions to provide the same result with reduced computing effort.
By learning a kernel that summarizes each feature map separately and then combining
the results, it minimizes the number of learnable parameters and decouples the relations
within and across feature maps. The LSTM layer solves the problem of vanishing gradients
by utilizing extra gates to discover longer-term relationships in sequential input.

The comparison between the two models indicates that the 1D-MSCNet neural net-
work model recorded the lowest F1-score of 96.9% compared to the EEG-LSTMNet model,
which achieved an F1-score of 98.4%. This is because the EEG-LSTMNet model utilized
the LSTM module to encode time series, learn long-term relationships, and circumvent
the vanishing gradients. It is also revealed that there is a greater reduction in the com-
putational effort needed by the EEG-LSTMNet model due to combining the separable
convolution layer with a depthwise convolution layer. This combination reduces both the
number of learnable parameters and the computing work required to extract more features.
Table 10 presents a comparison between the proposed model and the state-of-the-art model,
highlighting the pros and cons of each model.
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Table 10. The pros and cons of the proposed and state-of-the-art-related models.

Models Method Advantages Disadvantages

Asif et al. [21] 2020 SeizureNet
Effective classification

into eight seizure
classes

High computational
complexity

Hussein and Ward
[22] 2020

A multiscale CNN
with two fully

connected layers

Effectively predicts
seizure types

High computational
complexity. Tackles
four seizure classes

only.

Gao et al. [23] 2021
Temporal–spatial

multiscale CNN with
dilated convolution

Efficient and reliable
seizure prediction

method from
intracranial EEG

(iEEG) data

For two seizure
classes only

Wang et al. [24] 2021 A multiscale dilated
3D CNN

Analyzes the time,
frequency, and

channel information
of EEG data.

High computational
complexity. For four
seizure classes only.

Proposed
1D-MSCNet model

A multiscale CNN
model

Achieves good
performance by

reducing complexity,
improving

computational
efficiency, and

enhancing feature
extraction.

The model
performance must be

tested clinically.

Peng et al. [25]
EEGNet model with a

TIE module and
sinusoidal encoding

A good way to
alleviate the need for

data in
EEG-dependent

seizure categorization

Low classification
accuracy revealed

Proposed model

EEG-LSTMNet
featuring depthwise

convolution,
separable convolution
layers, an LSTM layer

Low computational
cost and high

prediction accuracy.
The LSTM layer

solves the problem of
vanishing gradients.

The model
performance must be

tested clinically.

10. Conclusions

This research proposes building two efficient, lightweight, and expressive deep net-
work models, the 1D-MSCNet model and the EEG-LSTMNet model, to categorize EEG
trials from the TUH dataset into eight types of epileptic seizures. Due to the incorpora-
tion of 1D structures, both models are designed to categorize seizure types with minimal
computing effort and a small number of learnable parameters. The 1D-MSCNet model is
designed to automatically train multiscale feature representations from data using multiple
discriminative separable filters and to discover the relationships between spatial repre-
sentations of EEG signals. It comprises three modules: a separable temporal convolution
module, a spatial convolution module, and a classification module. The model effectively
categorized the eight categories of seizures with an F1-score of 96.9%, bringing the total
number of learnable characteristics down to 469,000. The EEG-LSTMNet model is designed
to categorize EEG data from diverse BCI paradigms as precisely and efficiently as feasible.
There are three convolutional layers in the model: temporal, depthwise, and separable
layers, a single LSTM layer, and a classification module. The results showed that the model
efficiently classified the eight types of seizures with an F1-score of 98.4% and a reduction in
the number of learnable parameters to 204,396.
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A comparison between the two models revealed that the EEG-LSTMNet model out-
performs the other model in both classification accuracy, measured by the highest revealed
F1-score of 98.4%, and the highest reduction in the number of learnable parameters to
204,396. This is due to combining the separable convolution layer with a depthwise convo-
lution layer to obtain a greater reduction in the number of learnable parameters and the
computational effort needed. The depthwise layer is strictly superior to other convolutions
and results in a more accurate model that needs fewer learnable parameters and is com-
putationally cheaper to train and run. In addition, the model improves the classification
performance by employing an LSTM layer to overcome the problem of vanishing gradients.
Both lightweight variants can aid neurologists in accurately identifying seizure types. This
objective prompted the need for such models to aid neurologists in improving their clinical
judgments and controlling therapies for patients based on the type of seizure they suffer
from. Further research addressing the mechanisms of the two models will be conducted in
the future to improve their efficiency. The performance of the models will be thoroughly
evaluated with established clinical guidelines for seizure classification to assess their clinical
relevance and potential for enhancing existing diagnostic practices. The practical aspects of
implementing the proposed models in clinical settings, such as integration with existing
neurology workflows, data privacy concerns, and scalability, need further investigation to
make the proposed methods more valuable to practitioners.
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