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Abstract: This study presents a novel concept in chaos synchronization, delta synchronization of
chaos, which reveals the presence of chaotic models evolving in unison even in the absence of
generalized synchronization. Building upon an analysis of unpredictability in Poincaré chaos, we
apply this approach to unilaterally coupled time-delay Mackey-Glass models. The main novelty of
our investigation lies in unveiling the synchronization phenomenon for a coupling constant below
the synchronization threshold, an unattainable domain for conservative methods. Furthermore, we
rigorously examine the coexistence of generalized synchronization and complete synchronization of
unpredictability, which is a special case of delta synchronization, above the threshold. Therefore, the
threshold is no longer a requirement for the synchronization of chaos in view of the present results. Ad-
ditionally, transitions to fully chaotic regimes are demonstrated via return maps, phase portraits, and
a bifurcation diagram. The findings are substantiated by tables and novel numerical characteristics.
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1. Introduction

Various types of chaos synchronization have been investigated and applied to numer-
ous dynamical models concerning different areas of science [1-14]. The phenomenon is
examined using several methods, which are identical synchronization, generalized syn-
chronization, phase synchronization, anticipated synchronization, lag synchronization,
and amplitude envelope synchronization [15,16]. We have introduced a new method to
detect chaos synchronization with the name delta synchronization of chaos (DSC) [17,18]. The
implementation of DSC into electronic systems has shown that it is able to reveal chaos
synchronization even if the systems do not reveal the generalized synchronization [17,18].

The primary condition for this novel numerical method is the existence of unpre-
dictability in drive and response systems. The concept of unpredictable motion investigates
the time sequences at the moments of convergence to the initial point and separation
from the initial trajectory [19-21]. The former and the latter are called the sequence of
convergence and sequence of separation, respectively. The coexistence of the sequences
shows that the system has necessary Poincaré chaos [19-21]. Chaos was initiated in the
Poincaré recurrence theorem [22], which states that certain dynamical systems in contin-
uous time will, after a sufficiently long but finite time, return to a state arbitrarily close
to their initial state. Individual motions of the dynamics are Poisson stable. The final
version of the theorem was proved using methods of measure theory in [23]. The motions
of Poincaré chaotic dynamics [19-21] are Poisson stable and additionally equipped with
an unpredictability property. It is proved in Ref. [19] that the dynamics are sensitive, and
consequently, all ingredients of chaos are present. It is of strong interest to reconsider the
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recurrence theorem under the condition of unpredictability to make its connection with
chaotic dynamics maximally clear.

The DSC aims to detect common sequences of convergence and separation between
drive and response systems. If the sequence of convergence is finite and does not numeri-
cally converge to the initial point, the type of synchronization is called delta synchronization.
In the case of complete convergence, it is called complete synchronization of unpredictability. In
previous studies [17,18], the DSC method was successfully applied to gas discharge semi-
conductor systems, which involve ordinary and partial differential equations. In this study,
we extend the application of the DSC method to delay differential equations. Furthermore,
we encourage the exploration of synchronization analysis for chaotic systems using the
DSC in other types of differential equations, including fractional differential equations.
Recent studies demonstrated substantial advancements in synchronization analysis for
nonlocal models [24], suggesting promising opportunities for further investigation through
the application of the DSC.

The relationship between unpredictable motions and generalized synchronization was
theoretically investigated in a recent study [25]. The paper proves that if the drive system
has an unpredictable solution and generalized synchronization exists in the coupled system,
then the response system must have an unpredictable solution. The papers [17,18] and
the present study numerically support this argument. In one paper [25], unpredictability
in the response system is approved through generalized synchronization, but it cannot
be considered to be theoretical support for our research since the sufficient conditions of
the paper are not valid for our case. However, the results of the paper confirm that our
suggestions can initiate serious mathematical investigations. Another remarkable investi-
gation of unpredictability was presented in paper [26], which increases the effectiveness
of unpredictable motions. It is emphasized that the approach can be applied to chaos
synchronization research.

Time-delay systems are crucial for chaos synchronization research, especially in se-
cure communication [27-29]. The present study investigates the DSC in Mackey-Glass
systems [30], which are first-order delay differential equations originally developed for
modeling blood production. They are capable of generating chaotic behaviors for spe-
cific parameter regimes [30,31]. The electronic circuit implementation of models enables
researchers to analyze the synchronization of chaos experimentally [32-34].

Unidirectionally coupled Mackey-Glass drive-response systems exhibit synchroniza-
tion in chaotic regimes, which is characterized by specific thresholds [33,35-38]. Previous
studies, such as Ref. [37], showed that coupled systems achieve generalized and complete
synchronization only above a certain threshold. In this paper, we aim to investigate the
synchronized behavior of the Mackey—Glass drive-response systems using the same param-
eters as in Ref. [37] on both sides of this threshold, employing the DSC method. Furthermore,
Ref. [35] demonstrated the existence of synchronization when the coupling parameter
exceeds a threshold, considering different delay times in the drive and response systems.
Additionally, Ref. [36] analytically and numerically explored the relationship between
synchronization thresholds and delay times. Additionally, in Ref. [38], synchronization
regimes and stability conditions of two linearly and nonlinearly coupled Mackey-Glass
systems were analyzed.

The main motivation of this paper is to demonstrate the occurrence of synchronous
chaotic behavior in drive-response Mackey-Glass systems within regimes that lack gen-
eralized synchronization. The specific threshold for synchronization varies with different
parameters of the Mackey—Glass models. Previous research conducted in the field consis-
tently reveals that synchronization is present on one side of the threshold while absent on
the other [33,35-38]. Furthermore, studies have indicated that generalized and complete
synchronization coexists on the same side of the threshold [35,37]. Our investigation reveals
that synchronization can occur and be detected by the DSC below the threshold, where
no synchronization was observed before. Additionally, in the region where generalized
synchronization exists, we observe the coexistence of complete synchronization of unpre-
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dictability, a special case of the DSC. Similar results obtained in Refs. [17,18] reinforce
the significance of our synchronization research and provide a solid foundation for the
DSC method.

The numerical characteristics of the method are defined to support the argument. In
this investigation, the synchronization of unpredictability proves the synchronization of
chaos. We believe that revealing the synchronous dynamics, where the region is known
as asynchronous for the coupled system previously, can also contribute to the secure
communication research field. Moreover, the coexistence of complete synchronization of
unpredictability and generalized synchronization, above the threshold, is observed.

The organization of the paper is as follows. A brief description of methods is presented
in Preliminaries. Transition to the chaotic regime in the model under research is carefully
examined in Section 3. The main results of the present study; the unpredictability, complete
synchronization of unpredictability, delta synchronization, and their comparison with the
generalized synchronization in the coupled Mackey-Glass models are in Section 4. Finally,
Conclusion emphasizes the discoveries of the study.

2. Preliminaries

Unpredictability analysis is used to detect the chaotic behavior of the dynamical
systems [19-21]. Let the triple (X, f,d) be a flow or semi-flow. Then, the definition of
unpredictability can be given as follows.

Definition 1 ([19]). The trajectory through a point p € X and the point itself are unpredictable
if there exists a positive number A and the sequences of convergence t,, and separation s, , both of
which diverge to infinity, such that limy,_seo f (tn, p) = p and d[f (sn, f (tn, p)), f(Sn, p)] > A for
each natural number n.

In this definition, the distance between f(t,, p) and the initial point p decreases for
each turn n of the trajectory, or there is a recurrence, for an infinite turn. The sequence
of t, values is called the sequence of convergence. This phenomenon is called Poisson
stability, which is a mandatory condition for unpredictability. If the trajectories starting
from p and f(t,, p) diverge with a distance greater than A at the moments s, such that
d[f (sn, f(tn, p)), f(sn, p)] > A, then the motion is unpredictable. The sequence of s, values
is called the sequence of separation. The algorithm to numerically implement this analysis
is given in the paper [18]. The presence of unpredictable trajectories indicates the existence
of Poincaré chaos [19-21].

In numerical simulations, the existence and strength of unpredictability, or chaos, can
be measured by the following numerical characteristic of unpredictability

minllz,m,kén

> M

K =
for a finite number k, which is called the degree of numerical unpredictability. Here, the
maximum possible distance between the initial point, p, and point f(t,, p) is denoted by
0y such that d[p, f(ty, p)] < 4. The unpredictability is numerically approved if a; is a
small number and converges to zero for large k. In the same manner, smaller a implies
stronger unpredictability.

Let the unidirectionally coupled systems be given as

x = f(x), )
vy =gy h(x)), ®3)

where these two systems, (2) and (3), are called drive and response systems, respectively.
There are different types of methods to show the synchronization of chaos between both
systems. The present study concerns the delta synchronization of chaos, and for comparison,
generalized synchronization with an auxiliary system approach.
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The definition of delta synchronization of chaos can be given for the unpredictable
solutions x(t) and y(t) as follows.

Definition 2 ([17,18]). The systems (2) and (3) with unpredictable motions x(t) and y(t) admit the
delta synchronization of chaos, if there exist positive numbers 6, A1, Ay , 6 < Aq 5, the sequence of finite
convergence i, and sequence of separation vy, such that ||x (u,) — x(0)|| + ||y (un) — y(0)|| = 5, <9,
|x(up +vn) — x(vn)|| > A1 and ||y(un +v0) —y(vn)|| > Dp,n=1,2,....

The DSC method focuses on the common moments of finite converging and diverging
between drive and response systems. In the case of complete converging, lim;,_,o 6, = 0, the
synchronization is stronger and it is called complete synchronization of unpredictability. The
existence and strength of DSC can be measured by the following numerical characteristic

)
sync _ k 4
“x min(Al,Az) ( )

for non-increasing sequence d;, n = 1,2,...,k, which is called the degree of numerical
synchronization. The DSC is approved for small numbers of ocZy " such that uczy IR

The synchronization is stronger for smaller values of txiync. Moreover, it is called complete
synchronization of unpredictability if zxiy " 5 0ask — co.

One of the canonical types of chaos synchronization is generalized synchronization [4,5].
In this study, the auxiliary system approach of generalized synchronization [5] is employed
for the comparison with DSC. The generalized synchronization occurs between (2) and (3)
if I, /Iy initial condition sets exist such that all xo € Iy and y19,y20 € I, and satisfy the
following condition

tli_)rg lly(t, x0,y10) — y(t, %0, y20)|| = 0, Mackey — —Glass ®)

which is called the asymptotic stability condition. This condition is examined after the
transient regime in the numerical simulations.

The particular difference between generalized synchronization and the DSC is that
the former focuses on the synchronization of whole motion omitting the transient regime,
but the latter only considers the moments u, (moments of convergence) and v, (moments
of separation) to show the existence of synchronization. The advantage of delta syn-
chronization is its capability of detecting the synchronization between chaotic drive and
response systems in regimes, where generalized synchronization does not exist [17,18]. It
will be shown that when generalized synchronization exists, complete synchronization of
unpredictability, which is the stronger version of delta synchronization, also exists.

3. Transition to Chaotic Regime in Mackey—Glass System

The equation of the Mackey—Glass system is defined as follows:

dx axr
i flx,x0) = m —cx, (6)
where x; = x(t — 7) indicates the time-delay variable; T, a, b, ¢ > 0 are real parameters and
T represents the delay time. In this paper, we apply the Definition 1 for X = R, and the
distance is determined through the absolute value of real numbers.

By varying the parameters, dynamical features of the Mackey—Glass system, particu-
larly periodic and chaotic oscillations, have been extensively investigated [30,31,35-37,39].
Different parameters in the model lead to variations in several key properties. These include
the delay time 7 for the transition to chaotic regimes, the stability and oscillatory behavior
of the model, the occurrence of bifurcation cascades, and the effects of perturbations applied
to the system [39-42]. Here, the input parameters of Refs. [35,37] are specifically considered
such that a, b, and c are fixed at 2, 10, and 1, respectively.
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The transition from periodic oscillations to chaotic ones is obtained by varying the
delay time 7. Increasing 7 leads to the birth of new periods through period-doubling
bifurcations and the disappearance of periodic behaviors with the transition to fully chaotic
states. Such a local change in stability is known as Hopf bifurcation [43,44].

Figure 1 demonstrates the temporal oscillations of variable x at T = 1.40 and T = 1.565.
The point A at T = 1.40 becomes an inflection point at T = 1.565. The formation of an
inflection point in the waveform corresponds to the emergence of a new period along the
curve f(x,x¢) = 0 in the return map Figure 2. In order to mark the beginning of a new
period formation, Figure 3 displays the results of calculations with T = 1.40,1.456,1.49,
and 1.565. Please note that the point A intersects the f(x,x;) = 0 curve at T = 1.456,
representing the birth of a new period. At v = 1.49 and T = 1.565, point A becomes
the maximum of the corresponding waveform and intersects the solution of f(x,x) =0
curve with an additional intersection point, which represents the local minimum of this
new periodic motion. Point A occurs when the first and second derivates are equal to
zero (% = ‘f—tg‘ = 0). This situation is shown in Figure 4. Please note that the intersection
point of the first and second derivatives along the y axis corresponds to the point A of the
solution x(t).

0.4*

956 958 960 962 964 966 968
t (sec)

Figure 1. Time oscillations of variable x at T = 1.40 and T = 1.565. Point A at T = 1.40 evolves into
an inflection point at T = 1.565.

147
1.2}
11

<" 0.8}
06f

04r

0.2

Figure 2. Emerging of a new period along the curve f(x, xr) = 0.
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0.98 1 1.02 1.04
X

Figure 3. The beginning of a new period formation along the curve f(x, xr) = 0. Calculations are
carried out at T = 1.40,1.456,1.49, and 1.565.
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Figure 4. Time oscillations of x, %, %, where the intersection point of % and % along the y-axis

corresponds to the point A on the solution x.

The diagram in Figure 5, which shows the onset of period-doubling bifurcation cascade
in the plane of x(t) and 7, is derived by considering local maximums (peaks) of oscillations
against delay time. Please note that a single new branch begins suddenly at T = 1.475,
and its birth depends on the chosen values of constants a, b [40-42]. Indeed, more familiar
bifurcations, not including the birth and death of abruptly emerging branches, can be
obtained by choosing the appropriate constant values. Different bifurcation diagrams for
various 4, b, c values are given in Refs. [40—42]. By varying these parameters, the system’s
dynamics can undergo transitions from chaotic to periodic behavior within certain ranges
of the delay time, followed by a return to chaotic regimes. This behavior is not observed
with the parameters used in this paper.

The vertical lines in the bifurcation diagram, Figure 5, denote the values T = 1.2,1.4,1.55,
and 2.5 corresponding to the regimes (a)—(d) shown in Figure 6. The transient solutions in
the phase portraits (a)—(d) are excluded. In Figure 6a, the oscillations move away from fixed
point x = 1 and eventually develop into limit cycle oscillations with a single period. Figure 6b
oscillates with two periods, and a new periodic trajectory (a third one) emerges from an
existing one in Figure 6¢. The period-doubling bifurcation is generally considered a typical
route to temporal chaos [45,46] such that Figure 6d shows a fully chaotic state.
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Figure 5. The onset of the period-doubling bifurcation cascade. The regimes (a), (b), (c), and (d)
correspond to those in Figure 6.

=14
=12
0.5 0.5
g &
X 0 X 0
el o

0.4 0.6 0.8 1 1.2 1.4 0.4 0.6 0.8 1 1.2 1.4

r=155
05 05
I
B B
x 0 X 0
© ©
05 -05
-1
0.4 0.6 0.8 1 1.2 1.4 02 04 06 08 1 12 14
X X
(c) (d)

Figure 6. Phase space trajectories of the oscillations in the plane of % and x for various delay values

T defined in Figure 5.

In Refs. [35,37], the stable and unstable oscillations are classified at the fixed point
x = 1 by varying T with the same 4, b, and c values. It was concluded that the solutions are
chaotic when T > 1.68 is satisfied. In the following analysis, a fully chaotic state, T = 100,
is considered.

4. The Novel Synchronization of Chaos

The unidirectionally coupled Mackey—Glass systems with the constants in Section 3
can be given as follows
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dx 2%t
IR Tt 7
dt 1 + x%’o 7 ( a)
dy 2y+
ay _ _ —y), 7b
i wn S (7b)

where x; = x(t — T), yr = y(t — 7) and ¢ is the coupling constant. Equations (7a) and (7b)
are called drive and response systems, respectively. We set T = 100 as a constant value to
ensure chaotic motion [35,37].

For the analysis of generalized synchronization, the auxiliary system can be defined
as follows:

% =T _2'—2%0 —z+e(x—z). ®)
Generalized synchronization is achieved for the drive and response systems if the asymp-
totic stability condition (5) is satisfied for the response and auxiliary systems.

The synchronization threshold for generalized synchronization is given in the paper [37],
which is e, ~ 0.702. The generalized synchronization occurs above the synchronization
threshold, € > e, and below the threshold, ¢ < &., generalized synchronization is non-
existent. The present study considers the two particular coupling constants for the comparison
of the DSC with the generalized synchronization, such that one is above but still at the vicinity
of the synchronization threshold, ¢ = 0.71, and the other is below and relatively smaller than
the threshold, which is ¢ = 0.6.

The unpredictability and DSC analyses in both regions consider the simulation time
tsim = 500,000 with the time difference At = 0.2. The drive and response systems also have
the same t;;,, and At for consistency.

4.1. Synchronization of Chaos above the Threshold

Let ¢ = 0.71 for the coupled systems (7a) and (7b). Generalized synchronization
between these systems is approved by utilizing the auxiliary system (8) as shown in
Figure 7. The figure demonstrates that the motion takes place on the y = z line; hence,
the asymptotic stability condition (5) is satisfied. The transient regime is discarded in
the analysis.

1.5

0 0.5 1 1.5
y

Figure 7. Projection of response and auxiliary systems on (i, z) plane for € = 0.71 after transient
regime.
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In the unpredictability analysis, we take A; = 1.4 and A, = 1.19 for the drive and
response systems, respectively. The values of § become smaller for each member of se-
quences of convergence and separation as 6; = 0.0500,d, = 0.0497,93 = 0.0494, .. .. The
phase portraits of drive and response systems are demonstrated in Figure 8, where the red
marks represent (x(t,), %(t,)) and (y(tx),y(tn)) for Figure 8a,b, respectively.

05
3 E
-05
-1 -1

0 05 1 15 0 05 1 15
X y
(a) Drive system (b) Response system
Figure 8. Phase portraits of drive and response systems for ¢ = 0.71. Red marks represent

(x(tn), %(tn)) and (y(tn), §(tn))-

The unpredictable motion in the drive system is presented by Table 1, which demon-
strates the sequences of convergence and divergence, and 6, values. There are 163
t, and s, values with the d1g3 = 0.0014. The degree of numerical unpredictability is
n163 = 0.0014/1.4 = 0.001, which is a small number obtained in the large simulation time
tsim = 500,000. Thus, unpredictability in the drive system is approved by the conditions of
Definition 1.

Table 1. Sequences of convergence t,, and divergence s, with ,, values for the drive system.

n t, Sn On

1 1006 1420 0.0500

2 1017 2332 0.0497

3 1114 3401 0.0494

4 1409 3667 0.0491

5 1606 4384 0.0488
159 126,954 139,195 0.0026
160 182,244 139,343 0.0023
161 211,316 141,346 0.0020
162 216,785 141,724 0.0017
163 307,457 141,799 0.0014

The unpredictable motion of the response system is presented in Table 2. The se-
quences of convergence and divergence have 165 time moments. For the large simulation
time ty;,, = 500,000, the smallest distance between the trajectories and the initial point is
0165 = 0.0008. The degree of unpredictability, 165 = 0.0008/1.19 ~ 0.0007, is a sufficiently
small number demonstrating the chaotic nature of the motion. Thus, the unpredictable
behavior of the response system is approved based on Definition 1.
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Table 2. Sequences of convergence ¢, and divergence s, with §, values for the response system for
e=0.71

n [ Sn On

1 1006 110 0.0500

2 1017 197 0.0497

3 1114 713 0.0494

4 1409 832 0.0491

5 1606 833 0.0488
161 126,235 13,408 0.0020
162 126,954 13,416 0.0017
163 182,244 13,440 0.0014
164 183,663 13,502 0.0011
165 486,244 13,587 0.0008

The common sequences of convergence 1, and divergence v, based on the conditions
given in Definition 2 are presented in Table 3. The sequences of convergence u, and
divergence v, have 155 and 151 time moments, respectively. For the largest v, value,
6, = 0.005, which is a small number for the simulation time fg,, = 500,000. In the
simulation time, the separation moments for n = 152,153,154, and 155 are not detected.
It is important to note that prolonging the simulation further to detect more v, moments
is not necessary for two reasons. First, the 151 elements in the sequence of separation
are sufficiently close to the length of the sequences in the drive and response systems,
which are 163 and 165, respectively. Second, d151 = 0.005 is a sufficiently small number for
the synchronization analysis. Hence, the complete synchronization of unpredictability is

approved by the degree of numerical synchronization vc?é’;(:h = 0.0036.

Table 3. Common sequences of convergence u, and divergence v, with 6, between drive and
response systems & = 0.71.

n uy, Un O

1 1006 3607 0.0500
2 1017 3913 0.0497
3 1738 4369 0.0494
145 216,785 181,017 0.0068
146 216,959 181,879 0.0065
147 235,239 182,025 0.0062
148 254,539 182,691 0.0059
149 282,905 183,994 0.0056
150 302,035 185,132 0.0053
151 307,457 187,115 0.0050
152 312,688 - 0.0047
153 343,333 - 0.0044
154 362,248 - 0.0041
155 486,244 - 0.0038

It is shown that the generalized synchronization and complete synchronization of
unpredictability coexist above the synchronization threshold. The coupling ¢ = 0.71 is
chosen near the threshold ¢, =~ 0.702 since increasing this value makes the synchronization
stronger and already implies the coexistence of both synchronizations.



Mathematics 2023, 11, 3197

110f15

4.2. Synchronization of Chaos below the Threshold

For the coupled systems (7a) and (7b), synchronization of the chaos below the thresh-
old is considered at ¢ = 0.60. Utilization of the auxiliary system (8) enables us to show
that the coupled systems have no generalized synchronization at ¢ = 0.60 as can be seen
in Figure 9. The figure demonstrates that the motion does not take place on the y = z
line. Therefore, the asymptotic stability condition (5) is not satisfied and the absence of the
generalized synchronization is confirmed.

1.5
1 L N
N
057 1
0 L L
0 0.5 1 1.5
y
Figure 9. Projection of response and auxiliary systems on (y,z) plane for ¢ = 0.60 after

transient regime.

The unpredictability analysis is implemented to the response system with new cou-
pling e = 0.60 for A, = 1.42. The distance between the initial point and y(tn) takes the
values 6; = 0.0500, = 0.0497, 63 = 0.0494, . . . as before. The phase portrait of the response
system (y(tn),y(t,)) represented by red marks is given in Figure 10. Since the coupling ¢ is
not present in the drive system, it is exactly the same as in Section 4.1. Therefore, the phase
portrait and table of unpredictability, given in the previous subsection as Figure 8a and
Table 1, are still valid for the analysis of this subsection. Let us also emphasize that the only
difference between the response system here and in Section 4.1 is the coupling constant.

0.5+

dy/dt
o

0 0.5 1 1.5
y
Figure 10. Phase portrait of the response system for ¢ = 0.6. Red marks represent (y(t,), y(ts)).
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The sequences of convergence and divergence with the J,, values in the response
system are presented in Table 4. The sequences include 165 time moments with the final
distance d1¢5 = 0.0008 between y(0) and y(t165). The numerical characteristic of the unpre-
dictable motion, degree of numerical unpredictability a;45 =2 0.0006, is a sufficiently small
number obtained within the large simulation time t;,, = 500,000. Thus, the unpredictability
is approved by the terms of Definition 1.

Table 4. Sequences of convergence t, and divergence s, with J, values for the response system
e = 0.60.

n t, Sn On

1 1006 2823 0.0500

2 1017 3306 0.0497

3 1111 3340 0.0494

4 1409 3667 0.0491

5 1606 4384 0.0488
161 188,812 178,538 0.0020
162 219,069 179,205 0.0017
163 235,464 179,861 0.0014
164 238,264 180,461 0.0011
165 301,502 180,473 0.0008

The common sequences of finite convergence and divergence, described in Definition 2,
are given in Table 5. Although there are 132 u,, values in the sequence of finite convergence,
any common time moment is not detected after v;¢g for the sequence of separation. The
smallest relevant distance ¢, is d10g = 0.0179, which is relatively large compared to the

previous unpredictability and complete synchronization of unpredictability analyses. The

degree of numerical synchronization is ai%?h = 0.013, which is 3.6 times larger than the

degree of numerical synchronization for the analysis above the threshold and yet smaller
than one. Hence, delta synchronization of chaos is approved by Definition 2.

Table 5. Common sequences of convergence u, and divergence v, with §, between drive and
response systems & = 0.60.

n Uy On 5”

1 1017 2332 0.0500

2 1738 2389 0.0497

3 1938 3710 0.0494
105 159,340 310,116 0.0188
106 167,894 311,753 0.0185
107 169,829 312,105 0.0182
108 172,648 314,333 0.0179
109 188,812 - 0.0176
132 497,535 - 0.0107

For ¢ = 0.60, which is below the synchronization threshold & ~ 0.702 given for general-
ized synchronization analysis with the specified parameters [37], the delta synchronization
of chaos is detected in the absence of generalized synchronization.
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Previous analyses in the literature, such as in [35,37], examined chaos synchronization
and found the critical coupling value for the occurrence of the phenomenon in the Mackey-
Glass system. The present study reproduced the results of Ref. [37] above the threshold and
illustrated the coexistence of generalized synchronization and complete synchronization of
unpredictability. While existing literature predominantly focuses on synchronization types
above the threshold [33,35-38], our research demonstrates the existence of this phenomenon
and its detection using the DSC method below the threshold. Thus, on both sides of the
threshold, the synchronization of chaos through unpredictability is verified.

5. Conclusions

In this study, we explored the synchronization of chaos in Mackey—Glass time-delay
systems. By analyzing the unpredictability of the drive and response systems, we confirmed
the existence of chaos in both. The synchronization phenomenon has been revealed through
the application of the novel DSC method, which is based on the analysis of unpredictability.
The primary novelty of our study resides in revealing the synchronization phenomenon in a
domain that was previously proven unattainable for conservative methods [37]. Specifically,
we discovered the synchronization of chaotic systems for a coupling constant below the
conventional synchronization threshold.

By varying the coupling constant beyond the synchronization threshold in unidi-
rectionally coupled Mackey—Glass systems, we observed changes in the synchronization
characteristics of the model. Above the synchronization threshold, we found the coexis-
tence of generalized synchronization and complete synchronization of unpredictability.
Notably, even when the coupling is close to the threshold but still greater, the DSC analysis
detected the presence of complete synchronization of unpredictability.

However, our main result lies in the analysis below the synchronization threshold,
where generalized synchronization is absent. In this region, we have demonstrated the
existence of delta synchronization of chaos, a novel form of synchronization analyzing
time sequences of the model. Thus, the threshold is no longer a requirement for the
synchronization of chaos through unpredictability. These findings are consistent with
similar results found in different models, as reported in Refs. [17,18], suggesting that the
DSC method can reveal the synchronization phenomenon in the absence of generalized
synchronization. Nevertheless, the presence of a boundary for achieving synchronization
through unpredictability remains an open problem.

To support our analyses and results, we provided specific numerical characteristics of
unpredictability and DSC, along with relevant tables presenting the time sequences of con-
vergence and separation. Based on the degree of numerical unpredictability, both the drive
and response systems exhibit unpredictable behavior for all coupling constants. Above the
threshold, we observed a strong degree of numerical synchronization, corroborating the
presence of complete synchronization of unpredictability. Mainly, below the threshold, the
numerical characteristic exhibits a significant increase, indicating weaker synchronization,
which confirms the existence of delta synchronization of chaos.
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