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Abstract

:

In large social media knowledge retrieval systems, employing a keyword-based fuzzy matching method to obtain knowledge presents several challenges, such as irrelevant, inaccurate, disorganized, or non-systematic knowledge results. Therefore, this paper proposes a knowledge retrieval method capable of returning hierarchical, systematized knowledge results. The method can match the knowledge demands according to the keyword input by users and then present the knowledge supplies corresponding to the knowledge demands as results to the users. Firstly, a knowledge structure named Knowledge Demand is designed to represent the genuine needs of social media users. This knowledge structure measures the popularity of topic combinations in the Topic Map, so the topic combinations with high popularity are regarded as the main content of the Knowledge Demands. Secondly, the proposed method designs a hierarchical and systematic knowledge structure, named Knowledge Supply, which provides Knowledge Solutions matched with the Knowledge Demands. The Knowledge Supply is generated based on the Knowledge Element Repository, using the BLEU similarity matrix to retrieve Knowledge Elements with high similarity, and then clustering these Knowledge Elements into several knowledge schemes to extract the Knowledge Solutions. The organized Knowledge Elements and Knowledge Solutions are the presentation of each Knowledge Supply. Finally, this research crawls posts in the “Autohome Forum” and conducts an experiment by simulating the user’s actual knowledge search process. The experiment shows that the proposed method is an effective knowledge retrieval method, which can provide users with hierarchical and systematized knowledge.
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1. Introduction


As social media booms, more and more users are expressing their opinions and thoughts on various social media platforms. In this paper, social media specifically refers to professional social media, which is defined as an online content production platform used by internet users to share and exchange opinions, insights, experiences, and creative ideas related to a specific professional subject, containing a large text corpus with valuable information in the form of comments and articles published by users [1]. Users and enterprises also realized that the information needed to support their decision making is not isolated or fragmented information but rather is specified and interrelated knowledge [2,3]. However, professional social media text is characterized by a large volume, varying lengths, strong professional relevance, a high level of creativity, and the use of colloquial language. Users searching on social media typically focus on a specific topic [4]. Using full-text searching methods to acquire specific knowledge on a particular topic, users often need to engage in extensive search and reading activities [5,6]. Concurrently, knowledge is abundant and complex, making it challenging to organize within a unified structure and difficult to comprehend [7,8]. Users must manually perform classification, deduplication, evaluation, and summarization of the acquired information, processes that are both time-consuming and labor-intensive. Consequently, the cost of directly obtaining specialized knowledge from social media platforms is considerably significant for users and enterprise [9]. Therefore, this paper proposes a new knowledge retrieval method for users and enterprises to reduce search time and improve the accuracy and efficiency of knowledge acquisition from social media platforms.



Knowledge retrieval refers to the process of identifying, extracting, and organizing relevant information or knowledge from various sources based on specific queries or requirements [10,11]. The main objective of knowledge retrieval is to improve the efficiency and accuracy of obtaining desired knowledge, ultimately facilitating decision-making or problem-solving processes [12]. Knowledge retrieval is often seen as a subfield of knowledge discovery [13]. Several scholars proposed classic methods in this field. Mavrogiorgou et al. (2021) [14] proposed a KDD approach that concentrates on the selection, preprocessing, and transformation of healthcare data and verified its applicability in various healthcare scenarios with a prototype. Belcastro et al. (2022) [15] presented a knowledge discovery method comprising three modules: discovering user mobility patterns, estimating public opinion, and discovering social media discussion topics. With the development of big data, knowledge discovery methods have begun to transition from traditional data mining approaches to incorporating machine learning methods [16]. Xu et al. (2019) [17] proposed a novel mechanism that enables KV-MemNN models to perform interpretable reasoning for complex questions on a variety of knowledge graphs and question-answering retrieval datasets. Manias et al. (2023) [18] improved sentiment knowledge acquisition by introducing multilingual BERT-based classifiers, which enhances the accuracy of sentiment analysis. Tan et al. (2023) [19] introduced an FGL framework to strong GNNs that extracts the common underlying structure knowledge, demonstrating its superiority over existing methods in cross-dataset and cross-domain non-IID settings. However, the aforementioned classical methods do not consider the creation of a hierarchical and systematic knowledge organization, which can enhance the efficiency of knowledge retrieval and improve the user’s search experience.



The proposed knowledge retrieval method is built on the newly designed knowledge structures of Knowledge Demand and Knowledge Supply. In this paper, Knowledge Demand is defined as a knowledge structure extracted from social media to represent the relevant topics of users’ real needs. The construction of Knowledge Demand relies on topics extracted from social media. Since users’ real knowledge needs usually revolve around specific topics in social media, the representation of Knowledge Demand is designed as a knowledge main topic and its several combinations of subtopic words [20]. Knowledge Supply denotes the related knowledge clusters corresponding to a particular Knowledge Demand, which is a manifestation of Knowledge Sharing [21]. Its content encompasses multiple knowledge clusters that can satisfy the specific Knowledge Demand. The knowledge clusters in Knowledge Supply are called Knowledge Solutions in this paper. Moreover, Knowledge Supply has a well-organized, easy-to-read structure for users. The detailed content structure and construction method of Knowledge Demand and Knowledge Supply are presented later.



Previous studies were conducted based on different knowledge characteristics. Knowledge can be classified according to different characteristics, such as ambiguity, explicitness, immediacy, and heterogeneity [22]. For ambiguity knowledge, scholars proposed retrieving methods based on the theory of fuzzy mathematics (Zadeh, L.A. 1975) [23] from distance, proximity, and Zadeh’s truth value of two fuzzy sets (Zhu, L. 2008) [24]. From the perspective of explicit and implicit knowledge, Zhao et al. (2006) [25] studied how to use the latent semantic indexing model to achieve mutual retrieving between user profiles and enterprise knowledge sources or user profiles. Yu et al. (2011) [26] applied Herbart’s formal stage theory to investigate the dynamic matching process of implicit knowledge. Yang et al. (2017) [27] established a multi-dimensional matching model for information retrieval based on implicit knowledge to achieve the reasonable matching of implicit knowledge in information retrieval. In public emergencies, knowledge from social media needs to be timely. Liu et al. (2011) [28] proposed a high-precision public information retrieval method based on a cloud model and cloud computing. Yue (2022) [29] proposed a category-theoretic framework for emergency knowledge retrieval, which provides a reliable basis for decision making. As for heterogeneity, knowledge takes various forms in different organizations. Rubiolo et al. (2012) [30] proposed an ontology-matching model based on an Artificial Neural Network for different knowledge sources’ discovery on the Semantic Web. Guo et al. (2017) [31] combined evidence reasoning theory and knowledge fusion methods to effectively match network public opinion knowledge.



The expression of knowledge needs to rely on specific knowledge organization tools, such as information systems and structured knowledge databases, which differ from general tangible products. (Liu, Y. and Li, K., 2017) [32]. Outdated knowledge organization tools can result in a high false positive rate in knowledge retrieval and reduce the service satisfaction of the knowledge demand end. Therefore, many scholars have optimized knowledge retrieval methods with the help of the latest information technology. Mohamed et al. (2019) [33] proposed an automatic knowledge retrieval algorithm on the internet based on semantic role labeling and lexical-syntactic matching techniques, which extended the architecture of semantic networks. Sun et al. (2019) [34] established a technology term information matching model based on a domain knowledge base to improve the translation quality of technology terms. Ma et al. (2019) [35] proposed a method of building a specialized knowledge base that relies on knowledge from the literature to meet the personalized needs of researchers in traditional Chinese medicine, specifically in promoting blood circulation and removing blood stasis.



There are several issues in the existing social media knowledge retrieval methods:



(1) Existing methods are limited to understanding the topic of Knowledge Demands, which makes it difficult to identify users’ actual knowledge needs. Consequently, the knowledge retrieved is inappropriate for the user’s needs.



(2) The efficiency of existing knowledge retrieval research is low, and few studies focus on trading space for time. There needs to be more research on indexing methods based on different matching criteria.



(3) The knowledge results returned to users in existing research could be more organized, lacking a systematic classification or clustering of knowledge, resulting in repetitive knowledge content scattered among many knowledge results, which affects users’ knowledge acquisition efficiency.



Based on the gaps identified in existing research, the main objective of this article is to enhance the efficiency and effectiveness of knowledge acquisition from social media by designing novel knowledge organizations and retrieval methods.



The originality of this paper lies in three key contributions: Firstly, it defines a new structure for knowledge requirements considering the semantic meaning of the knowledge demands, rather than just the surface features such as keywords or phrases. Secondly, it defines a new structure for knowledge supply, reducing the frequency of repetitive results and extracting valuable knowledge content in a structured and hierarchical manner. Thirdly, it improves the retrieval efficiency through the redesign of the retrieval process and the utilization of algorithms such as FP-Tree and Affinity Propagation, which allows for a faster and more accurate matching of user needs with relevant knowledge.




2. Materials and Methods


2.1. Modeling Framework


Figure 1 both introduces the overall modeling framework of this paper and annotates the structure of this method.



The modeling steps for knowledge retrieval in this paper include



(1) Knowledge Retrieval Process Design: designing the application process of knowledge retrieval based on the user’s perspective. First, the user needs to enter keywords. Second, related entities are retrieved based on the keywords, and the user’s genuine Knowledge Demand is recognized by combining the Topic Map. Then, the Knowledge Element Repository is used to retrieve Knowledge Elements that match the Knowledge Demand. These Knowledge Elements are clustered, aggregated, and refined to obtain a set of Knowledge Elements that serve as Knowledge Supply. Finally, a structured, comprehensive, and explicit Knowledge Supply is provided to the user.



(2) Modeling of Knowledge Demand: building a knowledge structure for Knowledge Demand and extracting Knowledge Demands. The Topic Map is used to create candidate combinations of topic words. Then, the raw corpus from social media is then screened to identify questions that are relevant to the candidate combinations. The screened question corpus is used to construct an FP-Tree, which is a data structure that can be used to measure the Support Degree of each candidate combination. The candidate combinations with the highest Support Degrees are then used to represent the user’s Knowledge Demands.



(3) Modeling of Knowledge Supply: building a knowledge structure for Knowledge Supply and generating Knowledge Supplies: Firstly, Word2vec technology is used to obtain a similarity matrix between words. This matrix is then used to build an inverted index of words in the knowledge repository. Relevant Knowledge Elements are searched and retrieved through the inverted index. Secondly, these Knowledge Elements are clustered based on similarity, generating an aggregated Knowledge Solution. Finally, the comprehensive sentiment index, keyword phrases, and Knowledge Conclusions in the Knowledge Solution are extracted as concise information, forming a complete Knowledge Supply.



The three modeling processes mentioned above are elaborated on in Section 2.2, Section 2.3 and Section 2.4, respectively.



In this article, the proposed method is grounded in two fundamental knowledge structures: Topic Maps and Knowledge Elements. Topic Maps are an emerging intelligent knowledge organization, developed in response to the interconnectedness of information resources. Topics are the core ideas that users want to express when posting comments on social media platforms. The role of Topic Maps is to present an overview of topics within a specific domain and to reveal the relationships among topics. Topic Maps can serve as a fundamental basis for Knowledge Element modeling, as well as for knowledge retrieval services. The concepts mentioned in Figure 1 are explained in Table 1, and the modeling process of these concepts is described in detail in Section 2.2, Section 2.3 and Section 2.4.




2.2. Application Process for Knowledge Retrieval


Users play a key role in the social media knowledge usage and the goal of knowledge retrieval should also be to serve users. The knowledge retrieval process is a significant, high-frequency user application scenario. Reasonable and efficient processes and well-organized search results are critical for users. Figure 2 shows the steps of the knowledge retrieval method with the involvement of users’ genuine knowledge demands.



The specific steps of the method are as follows:




	(1)

	
User inputs search content. The user enters keywords or key sentences related to the desired knowledge in the search box.




	(2)

	
Identify entity vocabulary in the search content. Identify whether the user wants to learn about a specific entity such as a specific category, model, or product function.




	(3)

	
Identify Knowledge Demands. Identify the user’s genuine knowledge demands based on the user’s input keywords.




	(4)

	
Match Knowledge Supplies. Using the similarity calculation methods to obtain the corresponding Knowledge Supplies for the Knowledge Demands.




	(5)

	
User obtains specific knowledge. The Knowledge Demand and Knowledge Supply obtained in steps (3) and (4), respectively, are presented as search results according to an integrated knowledge structure, making it easy for users to read and analyze the search results.










2.3. Modeling of Knowledge Demand


Knowledge Demand refers to the need for obtaining relevant knowledge on a specific topic by enterprises or users. In this study, the Topic Map is constructed from the corpus of all users in social media, encompassing subjective comments, usage experience, user interaction, and various text contents of user questions. The construction of Knowledge Demand aims to be realistic and accurate. Mining Knowledge Demand from the user corpus can ensure that the topic content in the Topic Map covers all aspects of user discussion and includes Knowledge Demand. Therefore, Knowledge Demand can be regarded as a subset of the Topic Map, which includes the combination of topics that meet the Knowledge Demand of users or enterprises. In this study, machine learning and text clustering methods will be used to obtain Knowledge Demand based on the construction of the Topic Map.



In this paper, the knowledge organization of Knowledge Demands is defined as


  < K n o w l e d g e   T o p i c   t , S u b t o p i c   C o m b i n a t i o n     t   s e t   , S u p p o r t   D e g r e e   s , D e m a n d   Q u e s t i o n   S e t     q   s e t   >  











In this context, a Knowledge Topic   t   is derived from the Topic Map, while a Subtopic Combination     t   s e t     is a combination of subtopics in the Topic Map that can reflect Knowledge Demand. Support Degree   s   is a measure of the importance of a particular Knowledge Demand, and a Demand Question Set     q   s e t     is a set of user questions that correspond to the Subtopic Combination.



The process of extracting Knowledge Demand can be summarized as follows: using the Knowledge Demand modeling method, and extracting Knowledge Demand from the user-questioning corpus of social media and the Topic Map. The above process is represented as


    f   d   :     D   q   , T   → ( t ,   t   s e t   , s ,   q   s e t   )  



(1)







The steps for mining Knowledge Demand include



(1) On the basis of building the Topic Map Repository of the social media, combine the main topic words in the Topic Map to form a candidate topic combination, which is the potential Knowledge Demand (Knowledge Topic, Subtopic Combination).



(2) Train the LSTM model using the social media user corpus, and use the model to screen user questions from the original database.



(3) Construct a Knowledge Demand Support Degree measurement method based on the FP-Tree model using the screened user question text to calculate the Support Degree of each potential Knowledge Demand. Finally, the user question posts used in this process form the question set of the Knowledge Demand, which can provide support for extracting the Knowledge Demand.



2.3.1. Generating Topic Map and Topic Combinations


The main topic of social media includes the topic contents discussed by users and the hierarchical relationship between various topics. Knowledge Demand is often based on multiple similar or adjacent topics, and the keywords of Knowledge Demand are primarily in a topic cluster. Since the Topic Map is extracted from the global corpus, and topic clusters are closely related by subject terms, the topic set corresponding to the Knowledge Demand often contains the topic set       t   s e t     in the Topic Map.



To select the topic set corresponding to the Knowledge Demand from the Topic Map, it is necessary to first generate candidate topic combinations from the Topic Map, which can be represented as


    t   t o t a l _ s e t   = {     C   1     N   M   ,     C   2     N   M   , … ,     C   K     N   M   }  



(2)




where   K   represents the number of topic clusters in the Topic Map, each of which contains   N   topic words. From the   N   topic words, any   M   topics are selected as candidate topic combinations. The total number of topic combinations in the candidate topic set     t   t o t a l _ s e t     is represented by T.


  T =   N   N − 1   ⋯ ( N − M + 1 )   M !   · K  



(3)







The above formula illustrates that the number of topic combinations in the candidate topic set increases exponentially with the number of topics and the number of topic words. Therefore, an efficient and fast method is needed to determine whether a topic combination can support Knowledge Demand.




2.3.2. Screening of User Question Posts Based on LSTM Model


In social media, the user corpus contains potential Knowledge Demand. However, directly mining from these corpora will lead to irrelevant information and pseudo-demands, such as advertising and second-hand trading information, which decrease the value and relevance of Knowledge Demand.



To obtain high-quality Knowledge Demand, it is necessary to obtain “raw materials” suitable for mining Knowledge Demand from social media. This ensures the generation of a high-quality user corpus that aligns with the characteristics of Knowledge Demand. The high-quality corpus should contain Knowledge Demand and Knowledge Demand Questions raised by users. Q&A (question and answer) posts are essential in social media posts, and most of them meet the above characteristics. Therefore, whether a post is a Q&A post is used as a feature for screening potential Knowledge Demand corpora. Q&A posts are identified, those that do not contain domain knowledge are removed, and these Q&A posts are used as the text “raw materials” for mining Knowledge Demand.



In this study, we train an LSTM (Long Short-Term Memory) model to determine whether a text post is a Q&A post and whether it contains specific knowledge in the domain.



(1) Obtaining annotations. The training of the LSTM model relies on high-quality training data, making the acquisition of a reasonable annotated dataset crucial. However, manual annotation is time-consuming and labor-intensive. Thus, this study uses existing tags in social media for annotation. Most social media platforms have Q&A sections containing a certain number of Q&A posts that can be regarded as user-generated annotations as positive samples in this study. Moreover, negative samples are selected from the remaining posts through manual annotation.



(2) Training the LSTM model. The advantage of the LSTM model is its use of the recurrently connected memory block structure to replace the hidden units in standard RNNs. This architecture allows for the preservation of the relationships between words that are far apart in a sentence and is suitable for identifying Q&A posts. The LSTM model is trained using the annotated training set.



(3) Using LSTM to identify Q&A posts. Input the unannotated posts from social media into the trained LSTM model one by one. Store the identified Q&A posts in a database to form a text corpus for mining Knowledge Demand.




2.3.3. A Knowledge Demand Support Degree Measurement Model Based on the FP-Tree Model


The large number of topic combinations in the candidate topic set     t   t o t a l _ s e t     requires a method for measuring the degree of user demand for a specific topic combination. This method should be able to quickly calculate the user’s need for a specific topic combination based on the raw corpus, and thus use this method to select suitable topic combinations as Knowledge Demand. The idea for this study comes from a commonly used method in e-commerce mining called association analysis (Apriori). The basic idea is that if the topic words in a candidate topic combination     t   ′     often appear in a Q&A post simultaneously, then the probability of this topic combination being a Knowledge Demand is relatively high. According to this idea, it is only necessary to calculate the Support Degree   s   of each candidate topic combination in the Knowledge-Demand-mining raw material library, and then the threshold   T   of the Support Degree should be set to filter out high-support topic combinations as Knowledge Demand. Here, the Support Degree of Knowledge Demand is defined as


  s =   σ (   t   1   ′    ⋃    t   2   ′      ⋃  …  ⋃    t   n   ′       )   N    



(4)




where   σ     t   1   ′    ⋃    t   2   ′      ⋃  …  ⋃    t   n   ′           represents the number of times a combination of topic keywords in the topic knowledge     t   ′     appears in the Q&A posts of the Knowledge Demand mining material     D   q    .   N   represents the total number of problems in     D   q    . The meaning of Support Degree   s   is to indicate the frequency of the appearance of the topic knowledge combination     t   ′     in the Knowledge Demand mining material.



However, according to Formula (3), the number of topic combinations in the candidate topic set increases exponentially with the increase in the number of topic and topic words. Moreover, when a new topic combination appears and its support needs to be calculated, it is necessary to re-traverse the Knowledge Demand mining material. Therefore, directly calculating Knowledge Demand Support Degree   s   by traversal is very inefficient. This study uses the FP-Tree (Frequent Pattern Tree) data structure to improve computing efficiency. The FP-Tree uses the divide-and-conquer approach to compress the original transaction data into a frequent itemset tree, reducing the amount of original data but retaining the association information among items [36].



The process of constructing the FP-Tree in this study is as follows:




	(1)

	
Firstly, the title of each Q&A post in the Knowledge Demand mining material is segmented, and the topic words in the Topic Map are used to filter out miscellaneous words that are not topic words, which are replaced by the filtered topic words.




	(2)

	
Then, the titles in the Knowledge Demand mining material are traversed, and the word sets with a frequency of 1 are obtained. The minimum support of each word (the minimum number of times a word appears) is defined, and words that appear less than the minimum support are deleted. Then, the titles in the original database are sorted in descending order according to the concentration of words.




	(3)

	
The titles of each Q&A post in the original Knowledge Demand mining material are traversed again, and an item header table is created (the topic words are sorted in descending order according to word frequency). Then, for each topic word in the item header table, its conditional pattern base (CPB) is found, and low-support word combinations are deleted by recursively calling the tree structure.









After the establishment of the FP-Tree, the Support Degree of each combination of topic words in the candidate Knowledge Demand set will be measured according to Formula (4).





2.4. Modeling of Knowledge Supply


Knowledge Supply refers to the relevant knowledge points corresponding to a specific Knowledge Demand, including multiple solutions that can meet the Knowledge Demand. These Knowledge Solutions are sourced from the Knowledge Element Repository. The main service target of Knowledge Supply is the Knowledge Demand, which dynamically changes with the Knowledge Demand. Therefore, this study defines the organizational form of Knowledge Supply as


  < K n o w l e d g e   D e m a n d s , S e t < K n o w l e d g e   S o l u t i o n s   S e t < K n o w l e d g e   E l e m e n t >   , K n o w l e d g e   C o n c l u s i o n > >  











Each Knowledge Demand corresponds to multiple Knowledge Solutions. A Knowledge Solution is a collection of multiple Knowledge Elements with similar content or meaning, and each Knowledge Element supports the corresponding Knowledge Solution. In addition, each Knowledge Solution corresponds to a Knowledge Conclusion, which summarizes and describes the Knowledge Solution and consists of several concise statements. The structure of the Knowledge Supply is shown in Figure 3.



The Knowledge Element in Figure 3, also known as a Knowledge Unit or Knowledge Tuple, is a basic unit of knowledge used for operation and management [37]. It is an independent Knowledge Element that can be freely divided, expressed, stored, organized, retrieved, and utilized. In this paper, the structure of Knowledge Elements is defined as <Topic, Sentiment Orientation, Keywords, Key Sentences>. The Knowledge Element Repository should be pre-established with LDA (Latent Dirichlet Allocation), LSTM sentiment analysis, and TextRank.



According to the structure, the construction process of Knowledge Supply can be divided into three steps:




	(1)

	
Match relevant Knowledge Elements based on Knowledge Demands: in the Knowledge Element Repository, select the Knowledge Elements that contain the topic words or their synonyms in the Knowledge Demand, and ensure the comprehensiveness of the screening results while maintaining screening efficiency.




	(2)

	
Cluster Knowledge Elements to generate Knowledge Solutions: Define the similarity between Knowledge Elements based on dimensions such as topic, keywords, key sentences, and knowledge meanings. Then, use this similarity to calculate the similarity matrix of Knowledge Elements. Finally, use the Knowledge Element similarity as edge weights to construct a graph model and apply spectral clustering to obtain a topic Knowledge Solution for each cluster.




	(3)

	
Generate Knowledge Conclusions: merge the contents of the Knowledge Elements, calculate the importance of each keyword and key sentences in the Knowledge Elements, and generate Knowledge Conclusions.









2.4.1. Matching Relevant Knowledge Elements According to Knowledge Demand


Matching Knowledge Elements in the Knowledge Element Repository that contains vocabulary from the Knowledge Demand or that are similar to the vocabulary is the foundation for refining Knowledge Supply. As Knowledge Demand changes with the corpus, efficient and comprehensive retrieval from the Knowledge Element Repository is essential for satisfying the matching requirements. Therefore, to improve the matching speed while ensuring the completeness of the matching results, this study introduces semantic similarity calculation technology and full-text retrieval technology to match Knowledge Elements. The specific steps include




	(1)

	
Construction of Similarity Matrix between Words









Based on a similarity matrix, this study filters synonyms and near-synonyms for the topic keywords in the Knowledge Demand. The diverse synonyms and near-synonyms found in social media corpora are often spoken informally. The Word2vec model is used to obtain the similarity between words, and a similarity matrix based on ontological vocabulary is constructed to speed up the search process. Based on the similarity matrix, a similarity threshold   t h r e s h o l d ∈ [ 0 , 1 ]   is set to quickly identify vocabulary with a semantic similarity above the threshold and to establish mapping relationships between these words. When searching in the subsequent Knowledge Element Repository, these words and their mapping relationships can be used to replace synonyms or near-synonyms.




	(2)

	
Construction of the Index for Expanded Ontological Vocabulary in the Knowledge Element Repository









The Knowledge Element Repository contains thousands of Knowledge Element data samples. Traversing the entire database for each Knowledge Element according to the search word will inevitably slow the retrieval speed. In addition, the searched words obtained in step (1) are the topic words and their synonyms from the expanded ontological vocabulary in the Knowledge Demand. Therefore, this study uses the Lucene full-text search technology [38] to establish an index in advance for the data in the Knowledge Element Repository and then uses this index for high-speed matching.




	(3)

	
Knowledge Element Matching based on Inverted Index









This step involves using the inverted index for matching topic words, obtaining a set of Knowledge Elements that include any topic words in the Knowledge Demand, and filtering using the Matching Degree between the Knowledge Demands and Knowledge Elements. When matching each topic word, the corresponding Knowledge Element frequency and frequency of each Knowledge Element containing the topic word can be obtained through inverted indexing. Then, Knowledge Elements with a higher Matching Degree to the Knowledge Demands should be filtered and matched by calculating the Matching Degree between the Knowledge Demands and Knowledge Elements. The process can be described by the following formula:


  T =     T   1   ,   T   2   , … ,   T   n      



(5)




where set   T   represents all the topic words in the Knowledge Demand, and     T   n     represents the   n  th topic word in the Knowledge Demand;


  S =     U   1   ,   U   2   , … ,   U   m     ,     T ⋂   U   m   ≠ Ø  



(6)




where   S   represents the set of all Knowledge Elements     U   m     that contain at least one topic word     T   i    ;


    M D   m   =   ∑    T   i   ∈   U   i        T   i , F     ,       U   i   ∈ S  



(7)




where     M D   m     represents the Matching Degree between the Knowledge Demand and the   m  th Knowledge Element,     T   i , F     represents the occurrence frequency of the topic word     T   i     in the corresponding Knowledge Element     U   i    , and     U   i     is a unit in the set   S  . The calculation formula for this Matching Degree can be understood as the sum of the frequency of each topic word appearing in the Knowledge Element.



Once the Matching Degrees between each Knowledge Element in set   S   and the Knowledge Demand are obtained, the overall Matching Degree can be calculated based on the number of Knowledge Elements in set   S  , and the Knowledge Elements with high Matching Degrees of   T o   p   N     can be selected as the matching results, denoted as     U   S    .



Introducing an inverted index in matching Knowledge Elements can significantly reduce the algorithm’s time complexity. While ensuring the matching efficiency, selecting Knowledge Elements by calculating the Matching Degree guarantees the accuracy and comprehensiveness of the matching results     U   S    .




2.4.2. Generating Knowledge Solutions Based on the Knowledge Elements Clustering


After obtaining a set of matching Knowledge Elements U for a given Knowledge Demand, generating multiple topic Knowledge Solutions from this set is necessary. A topic Knowledge Solution comprises multiple Knowledge Elements with similar content or topics, describing similar objective things or knowledge. It can support the Knowledge Demand from similar perspectives. Therefore, this research clusters the Knowledge Elements in the set from the computing Knowledge Element similarity perspective and takes each cluster of the clustering result as a topic Knowledge Solution.



However, the Knowledge Elements in this study are semi-structured data with a structure of <text topic, topic sentiment orientation, keywords, key sentences>, where both the keywords and key sentences are unstructured data. In addition, the Knowledge Elements have multi-dimensional properties, and existing Knowledge Element similarity models are mainly based on the concept of sets to calculate the similarity of corresponding attribute sets, and then to obtain the similarity through a weighted sum [39]. However, the set-based similarity models have difficulty in considering the information contained in the word order of key sentences. Therefore, this study proposes a Knowledge Element similarity model based on the BLEU (Bilingual Evaluation Understudy) model for Knowledge Element clustering.




	(1)

	
Similarity Model for Knowledge Elements









The concept behind the Knowledge Element similarity model in this research is to employ different similarity calculation methods for each sub-element of the Knowledge Element based on its characteristics. Therefore, the corresponding similarity of each element is calculated, and then they are weighted and summed to obtain a comprehensive similarity measure that minimizes information loss. The similarity between Knowledge Elements is defined as


  S i m (   u   i   ,   u   j   ) =   w   h   S i   m   B       h     u   i     ,   h     u   j       +   w   t   S i   m   J       t     u   i     ,   t     u   j       +   w   p   S i   m   P       p     u   i     ,   p     u   j       +   w     k   w     S i   m   J         k   w       u   i     ,     k   w       u   j       +     w   k     s   S i   m   B         k   s       u   i     ,     k   s       u   j        



(8)




where     w   h    ,     w   t   ,   w   p   ,   w     k   w     ,   w     k   s      , respectively, represent the similarity weight value of the title, topic, sentiment orientation, keywords, and key sentences in the Knowledge Element, and     w   h   +   w   t   +   w   p   +   w     k   w     +   w     k   s     = 1  , that is, the sum of the weights is 1;     h   I   ,   h     u   j       represent the name of the Knowledge Element;     t     u   i     ,   t     u   j       represent the set of topic keywords in the Knowledge Element;     p     u   i     ,   p     u   j       represent the sentiment orientation in the Knowledge Element;       k   w       u   i     ,     k   w       u   j       represent the set of keywords in the Knowledge Element;       k   s       u   i     ,     k   s       u   j       represent the key sentences in the Knowledge Element;   S i   m   J     represents the Jaccard similarity based on set concepts;   S i   m   B     represents the sentence similarity based on the BLEU metric; and   S i   m   P     represents the similarity of Sentiment Orientation.



① Jaccard similarity based on set concepts   S i   m   J    



  S i   m   J     represents the Jaccard similarity based on set concepts, which uses the total number of elements in the intersection of two sets divided by the total number of elements in the union of two sets to obtain the similarity between two sets. The formula for Jaccard similarity is


  S i   m   J     A , B   =     A ⋂ B       A ⋃ B     =     A ⋂ B       A   +   B   −   A ⋂ B      



(9)




where   A   and   B   represent two sets. According to the formula, it can be known that when sets   A   and   B   are the same, the value of   S i   m   J     A , B     is 1, and when they are completely different, the value of   S i   m   J     A , B     is 0.



② Sentence similarity based on an improved BLEU model



The calculation method of   S i   m   B     similarity is based on the BLEU model. BLEU was originally used as a metric to measure the similarity between machine-translated text and reference text in machine translation. It is a directional similarity metric with a value range between 0 and 1, with a value closer to 1 indicating a better machine translation result. With the continuous development of machine learning and natural language processing technology, the scope and calculation method of the BLEU model have also changed, and it can now be used for calculating sentence similarity. The original BLEU model only considered the word frequency in the text, constructed a dictionary based on the word frequency, and calculated the similarity using the Jaccard similarity method based on sets. However, when two texts contain many common words, or some words appear frequently, the calculated similarity may be high because the frequently occurring words account for a high proportion. Nevertheless, the actual semantics of the two texts may be different. The sentence similarity calculation using the set-based similarity method is difficult to calculate accurately because it needs to consider the relationship between words. To address the drawbacks mentioned above of the BLEU model, this model introduces the concept of the n-gram. The original BLEU model calculates based on individual words as the smallest unit, while the improved BLEU model combines multiple words as the smallest unit. Since the number of combined words can be an integer between 0 and   n  , selecting different combination lengths will produce different Jaccard similarities. Therefore, the similarity corresponding to the various lengths of combined words needs to be summarized and combined.



This study further improves the BLEU model. The original n-gram-based model calculates a directed similarity score, denoted as   S i m     s   1   ,   s   2     ≠ S i m     s   2   ,   s   1      , between the reference and the candidate sentences. However, to measure sentence similarity using BLEU, the model is modified to a bidirectional sentence similarity metric, denoted as   S i   m   B     or   S i   m   B       s   1   ,   s   2     = S i   m   B       s   2   ,   s   1      .



First, compute the sentence similarity     S i m   n     for combinations of words with a length of   n  :


    S i m   n   =     ∑  k = 0   K − 1    M i n ( C o u n   t     w     n   k         s   1     , C o u n   t     w     n   k         s   2     )       ∑  k = 0   K − 1    M a x ( C o u n   t     w     n   k         s   1     , C o u n   t     w     n   k         s   2     )      



(10)




where   K   represents the total number of word combinations of length   n   in sentences     s   1     and     s   2    ;   k   represents the   k  th word combination;     w   n     represents a combination of words of length   n  ; and   C o u n   t     w     n   k         s   1       represents the number of times the   k  th word combination     w     n   k       appears in the sentence     s   1    .



Then, the similarity of word combinations with a length from 0 to   n   is summarized. This study uses the weighted geometric mean to calculate the average similarity     S i m   a v g     for the similarity of   n   sentences:


    S i m   a v g   =   ∏   S i m   n     W   n         ∑  n = 0   N − 1      W   n       =   e   I n   ∏   S i m   n     W   n         ∑  n = 0   N − 1      W   n         =   e       ∑  n = 0   N − 1      W   n     ln  ⁡  S i   m   n           ∑  n = 0   N − 1      W   n          



(11)







The formula is simplified by using the characteristics of the natural logarithm base, where     W   n     represents the weight of the similarity of n-length combination words when calculating the geometric mean. If the value of     W   n     is set to 1, the above formula can be simplified to


    S i m   a v g   =   e       ∑  n = 0   N − 1      ln  ⁡    S i m   n         N      



(12)







Finally, when the length of the above two sentences is one long and one short, the long sentence may contain all the combinations of words in the short sentence. According to the above formula, there will be a high degree of similarity, which is different from the actual semantics. Therefore, it is necessary to add a sentence length penalty factor to the above formula:


  ϕ =           e   1 −   l e n     s   1       l e n     s   2         ,       l e n ( s   1   ) > l e n (   s   2   )               1 ,       l e n ( s   1   ) =   l e n ( s   2   )                 e   1 −   l e n     s   2       l e n (   s   1   )     ,       l e n ( s   1   ) < l e n (   s   2   )        



(13)




where     l e n ( s   1   )   represents the length of the sentence     s   1    . The effect of this factor is that the more significant the difference in length between two sentences, the lower their similarity. Therefore, the calculation formula of   S i   m   B     similarity is


    S i m   B   = ϕ   e       ∑  n = 0   N − 1      ln  ⁡    S i m   n         N      



(14)







Using the above formula to calculate the similarity between names and key sentences in the Knowledge Element can reduce the loss of order information between words. The simplified formula can improve the calculation speed.



③ Similarity Based on Transformation of Ordinal Variables



Ordinal variables refer to categorical variables with ordinal meaning, which can usually be sorted according to a specific order meaning. In the Knowledge Element, the sentiment orientation of the topic can be classified as an ordinal variable. However, ordinal variables need to be sorted in order of meaning beforehand. This study stipulates that the more positive the sentiment orientation of the Knowledge Element, the greater the variable value. Therefore, it is necessary to transform the original sentiment orientation variable value. A value of 0 expresses negative emotion, 1 expresses neutral emotion, and 2 expresses positive emotion. After the transformation, it will be calculated according to the following formula:


    S i m   P   = 1 −     | p   i   −   p   j   |   n − 1    



(15)




where     p   i     and     p   j     represent the sentiment orientation variables of Knowledge Elements   i   and   j  , respectively; and   n   represents the category number of the sentiment orientation variables.




	(2)

	
Knowledge-Solution-Generating Model based on Knowledge Element Similarity Clustering









According to Formula (8), the similarity between any two Knowledge Elements can be calculated. Therefore, each Knowledge Element     u   i     in the set     U   S     matched by the Knowledge Demand can be treated as a node. The similarity   S i m (   u   i   ,   u   j   )   between Knowledge Elements can be treated as edges to construct an undirected graph model     G   S    . The purpose of constructing this graph model is to use graph clustering algorithms to cluster Knowledge Elements and to use each cluster in the clustering result as a Knowledge Solution.



Due to the large number of Knowledge Demands and the varying number and similarity of Knowledge Elements in different Knowledge Element sets     U   S    , it is difficult to ensure the accuracy and efficiency of clustering by manually setting the clustering target number for each Knowledge Element set     U   S     based on empirical experience. In addition, the method of generating Knowledge Solutions through clustering of Knowledge Elements requires high validity and accuracy of the clustering results, emphasizing the clustering algorithm of the clustering results.



This study uses the Affinity Propagation (AP) algorithm for clustering [40]. Compared to other commonly used clustering algorithms, such as K-means, the AP algorithm has the characteristics of high robustness and accuracy. In addition, the AP algorithm treats each sample as a potential cluster center. Therefore, the AP algorithm is a suitable clustering method for generating solutions based on the clustering of Knowledge Elements’ similarity.



The AP algorithm is used to cluster the Knowledge Elements in the Knowledge Element set     U   S    , and the clustering result contains several clusters, each of which corresponds to a Knowledge Solution   S   for a specific Knowledge Demand.




2.4.3. Generating Knowledge Conclusions


Knowledge Conclusions refer to the summary information and statements extracted from the Knowledge Solution   S  , which can clearly express the main idea of the entire Knowledge Solution. It summarizes all the knowledge contained in the Knowledge Elements of the solution. By reading the Knowledge Conclusion, users can understand the essence of the Knowledge Solution. Therefore, based on the structure of Knowledge Elements, this study defines the organization structure of Knowledge Conclusions   C   as


   < Sentiment   Index   p   ,   Keyword     k   w     ,   Conclusion   sentence   s > .   












	(1)

	
Method for Calculating Sentiment Index









The sentiment orientation of each Knowledge Element in the Knowledge Element set is transformed into an ordinal variable during the similarity calculation, where 0 represents negative sentiment, 1 represents neutral sentiment, and 2 represents positive sentiment. The larger the variable value, the higher the positive sentiment. Therefore, in this scenario, the sentiment score   p   of the Knowledge Conclusion can be obtained by simply calculating the arithmetic mean of the sentiment orientation variables of all Knowledge Elements in the Knowledge Solution using the following formula:


  p =   1   n     ∑  i = 0   n      p   i      



(16)




where   n   represents the number of Knowledge Elements in the Knowledge Conclusion.




	(2)

	
Keyword Extraction Method based on Weighted Term Frequency Importance









The keywords     k   w     in the Knowledge Conclusion should reflect the accuracy and comprehensiveness of the Knowledge Solution, and the source of the keywords is not necessarily limited to the keywords in the original Knowledge Elements. Any word in any Knowledge Element representing the meaning of the Knowledge Solution can become a keyword     k   w     in the Knowledge Conclusion. Therefore, it is necessary to merge and deduplicate all the vocabulary in the Knowledge Solution and remove stop words and meaningless words to form a candidate keyword dictionary   D  . In addition, it is necessary to consider the frequency of occurrence of words in each element of the Knowledge Element. The word frequency weight in different elements is also different. For example, words appearing in the topic and keywords already represent the meaning of the post to a certain extent, so their importance is higher than when the same word appears in other elements. Finally, the breadth of the occurrence of words in the Knowledge Element should also be considered. For example, when a word appears simultaneously in the title, keywords, and key sentence, its importance is significantly increased. Therefore, this study defines a universal formula for the weighted word frequency importance of individual words.


  i m p o r t a n c   e   m   =   ∑  i = 0   n        (   w   h   f   h   +     w   t   f   t   +     w   w   f   w   +     w   s   f   s   )   log   2    ⁡  ( K + 1 )      



(17)







In this formula, there are a total of   n   Knowledge Elements in the Knowledge Solution, where   i   represents the   i  th Knowledge Element;     f   h   ,     f   t   ,     f   w   ,     f   s     represent the frequency of the word in the title   h  , topic word   t  , keyword   w  , and key sentence   s   of the Knowledge Element, respectively.     w   h   ,     w   t   ,     w   w   ,     w   s     represent the weight of the word frequency in each element.   K   represents the number of elements in which the word appears in the Knowledge Element.



The main topic words in the Knowledge Elements of this study are obtained through the LDA algorithm, and the keywords are calculated through the improved TextRank algorithm, so the word frequency in these two elements is both 1. In addition, the weight of the word frequency in the title     w   h     and the weight of     w   s     are both set to 1, so Formula (17) can be simplified as


  i m p o r t a n c   e   m   =   ∑  i = 0   n        ( f   h   +   w   t   +   w   w   +   f   s   )   log   2    ⁡  ( K + 1 )      



(18)







The values of     w   t     and     w   w     should be greater than 1.



According to Formula (18), calculate the importance of each word in the candidate vocabulary   D  , and select the top   T o p N   words with the highest importance as the keywords     k   w     in the Knowledge Conclusion.




	(3)

	
Conclusion-Generating Method based on Key Sentence Extraction Method









The primary method used to generate the conclusion   s   from the Knowledge Solution   S   can be classified as “key sentence extraction technology” or “automatic summarization technology”.



TextRank is a typical automatic summarization algorithm that uses a voting mechanism to rank text units. Therefore, this study still adopts the idea of voting, combined with the keywords     k   w     obtained from the Knowledge Conclusions, to calculate the importance   i m p o r t a n c   e   s t     of each sentence in each Knowledge Element in the Knowledge Solution (the titles and key sentences of all Knowledge Elements included in the importance), and then selects high-importance sentences to form conclusion sentences. The importance of each sentence is composed of two parts. The first part is the average similarity between the sentence and all other sentences in the Knowledge Solution. This study calculates the similarity     S i m   B     between each pair of sentences using Formula (14). The second part is the proportion of all vocabulary in the Knowledge Conclusions included in the keywords     k   w    . The formula for this is


  i m p o r t a n c   e   s t   =   1   c − 1     ∑  j ,   j   ′   ∈ S ,     j ≠   j   ′        S i m   B   ( j ,  j ′    ) +   1   w     ∑    k   i   ∈   k   w        f     k   i        



(19)




where   S   represents the set of sentences from all Knowledge Elements in the Knowledge Solution,   c   represents the number of sentences in   S  ,     j   ′     represents any sentence in   S   that is not sentence   j  ,     k   i     represents a keyword in the key sentences     k   w     of the Knowledge Conclusion,     f     k   i       represents the frequency of the keyword     k   i     appearing in sentence, and   w   represents the length of sentence   j   (the number of words it contains). It should be noted that since sentences in social media are often short and punctuation usage is often non-standard, commas, semicolons, consecutive spaces, and line breaks in both Chinese and English are all used as sentence delimiters when segmenting sentences.






3. Results


The data for this study were from the “Autohome Forum”, https://club.autohome.com.cn (accessed on 1 September 2021). More than 20 popular car model forums were selected for crawling, including “Passat Forum”, “Accord Forum”, and “Camry Forum”, from September 2019 to September 2021. Approximately 200,000 post contents were crawled in total. Figure 4 shows a snapshot of the post contents.



In this section, we conduct knowledge retrieval experiments in the Social Media User Knowledge System using the methods described in Section 2, taking the automobile forum as an example. The experiment simulates user searches, follows the steps of the topic knowledge matching flow in Section 2.2, and displays and explains all intermediate results in the experiment to validate the topic knowledge organization and matching methods. At the same time, we provide result examples to demonstrate the effectiveness of the methods.



In the experiment, we utilized the following experimental platform and development environment:




	(1)

	
Experimental Platform:




	❿

	
CPU: Intel Core i7-7700 K, 4.0 GHz




	❿

	
Memory: DDR3, 8 GB * 4, totaling 32 GB




	❿

	
GPU: Nvidia GTX 1080 Ti (11 GB VRAM)




	❿

	
Operating System: Ubuntu 16.04.3















	(2)

	
Development Environment:




	❿

	
Python 3.6.8




	❿

	
TensorFlow 1.0.0




	❿

	
MySQL 5.8.1













3.1. User Inputs Search Content


The keyword input for this experiment simulating user search was “Magotan” and “abnormal noise”. The user demands to obtain comprehensive, clear, and structured knowledge around a specific entity and topic by entering keywords of the required expertise. Therefore, through topic knowledge matching, the user should obtain topic knowledge related to the “Magotan” car model and the “abnormal noise” topic. Additionally, the topic knowledge should be displayed layer by layer according to the knowledge organization structures of both Knowledge Demand and Knowledge Supply.




3.2. Identifying Automobile Entities in Search Content


To identify the entity terms discussed by users in Autohome Forums, this study first established an entity dictionary that contains the mainstream car brands, manufacturers, and models in the forum. The dictionary included 150 car brands, 331 car manufacturers corresponding to each brand, and 1620 car models corresponding to each manufacturer.



Using the constructed automobile entity dictionary, user input keywords can be processed to identify the specific automobile entity that the user is concerned with. This experiment simulated the keywords “MAGOTAN” and “abnormal sound” input by the user. With the help of the car entity dictionary, the “Magotan” model was identified as the specific entity. Therefore, the “Magotan Forum” content was selected for analysis. The selected corpus contained 28,738 topic posts and 293,633 replies or comments, up to 322,371 pieces.




3.3. Identifying Knowledge Demands


3.3.1. Generate Topic Combinations


In this experiment, the simulation of user input keywords “Magotan” and “abnormal noise” was conducted. “Magotan” was identified as a car entity, and the remaining keyword, “abnormal noise”, was used to match the Knowledge Demand. First, the primary topics in the Topic Map generated were traversed to obtain the highest-similarity primary topic of “abnormal noise, brake”, which included 30 topic words. According to the method in Section 2.3.1, the number of topic words in each topic demand was set to   M =   2, and candidate topic combinations were generated. There were a total of       C   30     2    = 435 candidate topic combinations, and the top 10 generated candidate topic combinations are shown in Table 2.




3.3.2. Filtering User Problem Posts


To screen user problem posts, following the method in Section 2.3.2, it is necessary to select Q&A posts from the global corpus of the automobile forum for LSTM model training. This experiment selected 5000 Q&A posts and 5000 non-Q&A post titles from the “Autohome” Q&A section as the training dataset. One thousand Q&A posts and one thousand non-Q&A post titles were used as the validation dataset. Finally, 28,738 posts from the “Magotan” forum were used as the test dataset for testing. Table 3 shows sample examples from the training dataset, where the post title is the input content of the model and whether it is a Q&A post is the output result of the model.



The above model achieved an accuracy of 96.1% on the validation dataset after training, indicating good classification performance. The titles of 28,738 posts from the “Magotan” forum were input into the model, and eventually, 8165 Q&A posts were identified. These Q&A posts were the “raw materials” for measuring the Support Degree of Knowledge Demand in subsequent steps.




3.3.3. Knowledge Demand Support Degree Measurement


In the 8165 identified Q&A posts through the LSTM model, 702 posts containing the keyword “abnormal noise” were selected by filtering. Then, following the method in Section 2.3.2, the 702 Q&A posts were used to construct an FP-Tree. To simplify and clarify the process of Knowledge Demand generation, the total number of posts was reduced by 100 times, and the Knowledge Demand Support Degree measurement process was explained using seven posts. Then, the titles of these Q&A posts were tokenized, and the specialized vocabulary was filtered using the Topic Map of car. Meaningless and unrelated words were removed, and the frequency of all remaining specialized words in the Q&A posts was calculated and sorted in reverse order by frequency. The seven selected posts, along with the tokenization, filtering, and sorting results, are shown in Table 4.



Table 5 shows the frequency statistics and sorting of domain vocabulary in the Q&A posts.



Using the contents in Table 4 and Table 5, the FP-tree was constructed for the selected vocabulary in the Q&A post according to the steps in Section 2.3.3.



Figure 5 shows the list of words sorted by frequency in Table 5 on the left. The connecting lines from top to bottom represent the connections between different words in the topic phrase that appear in the same post. In contrast, the connecting lines from left to right represent the connections between the same topic phrase in different posts.



For each candidate topic combination in Table 2, each word in the topic combination is first searched from top to bottom, and then from left to right, iteratively, to quickly obtain the Support Degree s of the candidate topic combination in all 702 titles of the Q&A posts. The candidate topic combinations with high Support Degree were then selected as sub-topic combinations in the Knowledge Demand, and the Knowledge Demand was organized according to the structure of the Knowledge Demand.



The Knowledge Demand obtained through the keywords “Magotan” and “abnormal noise” is shown in Table 6.





3.4. Matching Knowledge Supplies


3.4.1. Matching Knowledge Elements


After obtaining the Knowledge Demands that match the keywords “Magotan” and “abnormal noise”, the corresponding Knowledge Supply needed to be matched for each Knowledge Demand. Firstly, related Knowledge Elements were matched for each Knowledge Demand using the method described in Section 2.4.1.



This experiment used pre-trained Word2vec model results. A similarity threshold   t h r e s h o l d = 0.6   was set to include words with similarity scores above T in the table of synonym mapping relationships. A partial result of the mapping table is shown in Table 7.



Using the seed ontology vocabulary, we built an inverted index of the vocabulary in the Knowledge Element Repository. Then, based on the generated inverted index, we filtered out the Knowledge Elements with high matching degrees according to the method of matching Knowledge Elements for Knowledge Demands. The Knowledge Element Repository, which contains the collection of generated Knowledge Elements, is the database from the previous study [4]. The matching degree between Knowledge Demands and Knowledge Elements is shown in Figure 6, which was calculated by Formula (7). Figure 6 shows Knowledge Elements with a Support Degree higher than 2, and these Knowledge Elements were used as examples for subsequent explanations of Knowledge Solutions and Conclusions. Each subfigure in Figure 6 has a serial number in the caption, and each serial number represents the corresponding Knowledge Element in the following paragraphs.




3.4.2. Display of Knowledge Solutions


After matching the Knowledge Demand “noise, front wheel” to the Knowledge Elements in Table 8, the Knowledge Solutions were generated using these Knowledge Elements according to the method described in Section 2.4.2.



Firstly, similarities among these Knowledge Elements were calculated. The similarity weight values of Knowledge Element title, topic, sentiment orientation, keywords, and key sentences in the Knowledge Element similarity model were set to       w   h   = 0.3  ,     w   t   = 0.1  ,     w   p   = 0.1  ,     w     k   w     = 0.2  , and     w     k   s     = 0.3  . Since the similarity values of topic similarity and sentiment similarity were relatively high due to their short content length, they had a relatively large impact on the overall similarity. Therefore, lower similarity weights were set for these two items. Table 8 shows the similarity calculation results between Knowledge Element 1 and each matched Knowledge Element, including the similarity of each sub-item between Knowledge Elements and the total similarity.



According to Table 8, Knowledge Element 1 was highly similar to Knowledge Element 5 and Knowledge Element 9. By clustering similar Knowledge Elements together, a Knowledge Solution can be formed. Table 9 shows the similarity matrix between each Knowledge Element. The matrix provides the primary data for constructing the graph model in the AP clustering algorithm by looking up the similarity between Knowledge Elements.



According to the Knowledge Solution generation model based on the clustering of Knowledge Elements similarity in Section 2.4.2 (1), the AP cluster method according to Section 2.4.2 (2) was performed using the topic similarity matrix in Table 9. The clustering result is shown in Figure 7.



Each red dot in Figure 7 represents a Knowledge Element, and the number around each red dot is the Knowledge Element ID. The size of the red dot indicates the centrality of the Knowledge Element in the clustering result. The blue lines show the similarity between each Knowledge Element, and the thicker the blue line, the higher the similarity. In Figure 7, the 10 Knowledge Elements can be divided into four clusters, as shown by the dashed circles in Figure 7: 1, 5, and 9 form the first cluster; 2, 3, and 6 form the second cluster; 4, 7, and 8 form the third cluster; and 10 is a separate fourth cluster. The set of Knowledge Elements in each cluster is a Knowledge Solution.




3.4.3. Display of Knowledge Conclusions


According to the Knowledge Conclusion generation method in Section 2.4.3, Knowledge Conclusions were extracted from the obtained Knowledge Solutions. The calculation result of the sentiment index p may be a decimal, where 0 represents negative sentiment, 1 represents neutral sentiment, and 2 represents positive sentiment. The variable value increases as the positive sentiment orientation increases. The top 2 (  T o p N = 2  ) keywords and the top 3 conclusion sentences (  T o p N = 3  ) of each Knowledge Conclusion were selected. Figure 8 shows the Knowledge Conclusion extraction results for each Knowledge Solution, including the sentiment index   p  , keyword     k   w    , and conclusion sentence   s  .





3.5. Display of Knowledge Retrieval Application Process


From the user’s perspective, all the results generated from the above processes were linked together. Figure 9 shows the output results of the entity recognition, knowledge matching, and acquisition processes in response to the user input “MAGOTAN” and “abnormal noise” search keywords. The top half of Figure 9 displays the name of each process and its corresponding knowledge organization structure, and the bottom half displays the intermediate results that the user can obtain. Figure 9 shows the Knowledge Supply corresponding to the Knowledge Demand of “abnormal noise, front wheel”, which displays three sets of Knowledge Solutions and their corresponding Knowledge Conclusions.



The traditional search function in social media can solely retrieve the original posts that include the keywords in their titles, without any refinement, categorization, or summarization of the search results. Users can only obtain the desired knowledge or information by reading the specific content of each post one by one. In contrast, the Knowledge Solutions and Knowledge Conclusions obtained through Knowledge Demands and Knowledge Supplies build a centralized and hierarchical knowledge content in the corresponding search results in Figure 9. Users can have an overview of the returned knowledge content. They can also explore specific details of the content they are interested in by following the hierarchical chain of Knowledge Demands, Knowledge Supplies, Knowledge Solutions, and Knowledge Elements. For example, in Figure 9, the user can obtain Knowledge Demands such as “vibration”, “bumps”, “brakes”, and “steering”, and then view the specific content in Knowledge Element 3 of Knowledge Solution 2 corresponding to “bumps”, obtaining information such as “abnormal noise”, “cold weather”, “starting”, and “front wheels” keywords in the Knowledge Element. Therefore, the knowledge retrieval method of this paper is more efficient in obtaining knowledge than the search function in the Autohome forum.



The experiment in this study involved randomly simulating user input keywords for searching. The experiment was repeated 1000 times, and each returned result was manually evaluated. Among the results, 819 had clear knowledge demand themes, matched knowledge supply content, and provided clear and meaningful knowledge conclusions. This resulted in a retrieval accuracy of 81.9%, demonstrating the accuracy of the knowledge retrieval modeling. In addition, a statistical analysis was conducted on the 1000 retrieval results. The average number of knowledge supply items returned per search was 11.3, and the average number of Knowledge Solutions was 43.2. In comparison, conducting the same 1000 searches on the Autohome Forum yielded an average of 9325 results per search. Through manual evaluation, the proposed knowledge retrieval method in this paper was found to save 90% of the time spent on result reading. Therefore, these experiments provide evidence for the accuracy and efficiency of the knowledge retrieval proposed in this paper.





4. Discussion


In order to overcome the challenges of existing knowledge retrieval methods, including mismatched retrieval results with real knowledge needs, low retrieval efficiency, and a lack of structured and systematic outputs, this paper proposes a new knowledge retrieval approach. Firstly, a knowledge retrieval process is developed to meet the users’ requirements for accuracy and efficiency. Secondly, knowledge structures for Knowledge Demand and Knowledge Supply are designed to reflect authenticity, accuracy, and diversity. Thirdly, leveraging the structural characteristics of Knowledge Demands and Knowledge Supply, various methods such as FP-Tree based on the inverted index, the similarity matrix based on the BLEU model, AP clustering, and key information extraction are employed to identify and extract knowledge demands and knowledge supply. Through conducted experiments, the experimental results demonstrate that the method achieves an accuracy rate of 81.9% in knowledge retrieval and reduces the time required to obtain professional knowledge from social media by 90% by providing users with hierarchical and logically organized topic knowledge. Therefore, the accuracy and efficiency of this method have been verified.



The proposed knowledge retrieval method has both theoretical and practical implications. The method overcomes the challenges of keyword-based fuzzy matching methods. Moreover, by flexibly designing knowledge structures and incorporating cutting-edge machine learning methods, this study provides new perspectives for future knowledge retrieval. Since the proposed method can help to organize knowledge in a more structured and systematic way, which can make it easier for users to find and reuse knowledge from social media. This can improve the overall efficiency of knowledge management processes in organizations and businesses from various sectors and industries. Since this method can provide users with access to a wide range of accurate and relevant information, it can be used to improve the accuracy of recommendation engines on social media platforms and can be used to create knowledge hubs on social media platforms.



In the future, we would like to work with social media platforms to implement the proposed method. This would be a great way to see how the method works in practice and to receive feedback from real social media users.



The key problem of knowledge retrieval methods lies in the understanding of content semantics in user Knowledge Demand and Knowledge Supply. Therefore, future research directions include the following two aspects. The first aspect is to design more effective dimensions to extract knowledge demand and knowledge supply and integrating deep learning and natural language processing technology to further understand the semantics in knowledge. The second aspect is based on the understanding of knowledge semantics, to design a more accurate similarity calculation method, and to use the generative text summary method to obtain knowledge conclusions and finally improve the use value of knowledge provided by the knowledge system of social media users.
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Figure 1. Framework of the social media knowledge retrieval method. 
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Figure 2. Knowledge retrieval process with user’s involvement. 
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Figure 3. Knowledge structure of Knowledge Supply. 
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Figure 4. Snapshot of post contents. 
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Figure 5. FP-tree of the vocabulary in the selected answer post. 
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Figure 6. Matching results of Knowledge Elements for Knowledge Demands: (a) the result of post 1–5; (b) the result of post 6–10. 






Figure 6. Matching results of Knowledge Elements for Knowledge Demands: (a) the result of post 1–5; (b) the result of post 6–10.



[image: Mathematics 11 03154 g006]







[image: Mathematics 11 03154 g007 550] 





Figure 7. Clustering result of Knowledge Elements based on AP clustering algorithm. 
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Figure 8. Knowledge Conclusion display of each Knowledge Solution: (a) the Knowledge Conclusion of Knowledge Solution 1; (b) the Knowledge Conclusion of Knowledge Solution 2; (c) the Knowledge Conclusion of Knowledge Solution 3; (d) the Knowledge Conclusion of Knowledge Solution 4. 
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Figure 9. The process of Knowledge Retrieval with user’s topics. 
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Table 1. Concept explanations.
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	Concept
	Explanation
	Contents





	Social Media
	In this context, social media specifically refers to professional social media, which is defined as an online content production platform used by internet users to share and exchange opinions, insights, experiences, and creative ideas related to a specific professional subject.
	It encompasses a vast amount of user-generated content, within which lies valuable knowledge that can be utilized.



	Topic Map
	To categorize the topics and establish a graph based on their relationships.
	Incorporating the associations between knowledge topics.



	Knowledge Element
	Knowledge primitives, used for the operation and management of knowledge, are independent units that can be freely segmented, expressed, accessed, organized, retrieved, and utilized.
	Extracted from social media corpora, each Knowledge Element consists of corresponding knowledge topics, sentiment tendencies, keywords, and key sentences.

<Topic, Sentiment Orientation, Keywords, Key Sentences>



	Knowledge Element Repository
	In knowledge retrieval and matching, it typically refers to a repository that contains a wealth of Knowledge Elements, which are usually obtained through knowledge extraction.
	A substantial number of Knowledge Elements extracted from social media corpora.



	Knowledge Demand
	Knowledge acquisition needs arising to address the encountered issues.
	   < K n o w l e d g e   T o p i c   t ,   S u b t o p i c   C o m b i n a t i o n     t   s e t   ,    S u p p o r t   D e g r e e   s ,   D e m a n d   Q u e s t i o n   S e t     q   s e t   >   

Please refer to Section 2.3 for more details.



	Knowledge Supply
	The relevant knowledge points corresponding to a specific Knowledge Demand.
	Each Knowledge Supply consists of multiple Knowledge Solutions and Conclusions that can fulfill Knowledge Demands. These Knowledge Solutions and Conclusions are sourced from the Knowledge Element Repository.

Please refer to Section 2.4 for more details.



	Knowledge Solution
	It is a collection of multiple Knowledge Elements that have similar content or meaning, where each Knowledge Element serves as a supporting point for the respective Knowledge Solution.
	Each Knowledge Demand corresponds to multiple Knowledge Solutions and several clusters of Knowledge Elements. Please refer to Section 2.4.2 for more details.



	Knowledge Conclusion
	It is a summary and overview of the Knowledge Solution, which is composed of several brief statements.
	<Sentiment Index   p  , Keyword     k   w    , Conclusion sentence   s  >

Each Knowledge Solution corresponds to a Knowledge Conclusion. Please refer to Section 2.4.3 for more details.



	Knowledge Retrieval Method
	The process of matching “Knowledge Demand” with “Knowledge Supply” through knowledge search and knowledge computation.
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Table 2. Candidate topic combinations corresponding to the topic “abnormal noise” and “brakes”.
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	Serial Number
	Candidate Topic Combinations
	Serial Number
	Candidate Topic Combinations





	1
	Abnormal Noise, Sound
	2
	Abnormal Noise, Traffic Light



	3
	Abnormal Noise, Vibration
	4
	Abnormal Noise, Neutral Gear



	5
	Abnormal Noise, Noise
	6
	Abnormal Noise, Accelerator



	7
	Abnormal Noise, Tremble
	8
	Abnormal Noise, Startup



	9
	Abnormal Noise, Brake
	10
	Abnormal Noise, Problem



	……
	……
	A total of 435
	……
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Table 3. Samples in the training dataset.
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	Post Title
	Is Q&A Post





	What’s the reason for the car trembling when starting up
	1



	Is it normal for the brake discs of a new car to rust? The car was bought in November
	1



	May I ask if there will be any impact on the car when it runs 1500 km on the highway shortly after it is put into service?
	1



	Finally picked up my car today, the 330 Leading Edition. Let me share my thoughts
	0



	The car was bought for my wife. Just for the sake of credibility, I need to authenticate myself by posting a reply!
	0



	Just for fun, added some atmosphere lights and 17-inch wheels to the car during my free time
	0



	……
	……
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Table 4. Selected Q&A posts and results of segmentation processing.
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	ID
	Q&A Post Title
	After Tokenization





	1
	Abnormal noise from the front wheels of my Magotan… urgent!!!
	Abnormal Noise, Front Wheels



	2
	Abnormal noise from the chassis when driving on bumpy roads??
	Abnormal Noise, Bump, Chassis



	3
	Why is there often a noise when releasing the brake during starting?
	Abnormal Noise, Brake, Startup, Releasing



	4
	Help! Help! My new car just picked up, but there is a front wheel noise when driving on bumpy roads.
	Abnormal Noise, Front Wheels, Bump, Help, Roads, New Car



	5
	There is a problem with the abnormal sound of the front wheel when steering
	Abnormal Noise, Front Wheels, Steering, Problem



	6
	Help, when the car steers at low speed or on the spot, there is a “boom boom boom” abnormal sound I can hear in the driver’s compartment.
	Abnormal Noise, Help, Steer, Low Speed, Driver’s Compartment, On the Spot



	7
	Regarding the abnormal noise issue, there is always a knocking sound during the process of braking until the car comes to a near stop.
	Abnormal Noise, Brake, Stop, Process, Sound



	……
	……
	……
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Table 5. Frequency and sorting of domain terms in Q&A posts.
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	Topic Word
	The Number of Occurrences
	Topic Word
	The Number of Occurrences





	Abnormal Noise
	7
	Driver’s Compartment
	1



	Front Wheels
	3
	Roads
	1



	Brake
	2
	Startup
	1



	Steer
	2
	Problem
	1



	Bump
	2
	New Car
	1



	Help
	2
	On the Spot
	1



	Chassis
	1
	Stop
	1



	Low Speed
	1
	Process
	1



	Driving
	1
	Sound
	1
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Table 6. Knowledge demand obtained through the keywords “Magotan” and “abnormal noise”.
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	ID
	Knowledge Topic    t   
	Subtopic Combination      t   s e t     
	Support

Degree    s   
	Set of Demand Issues

     q   s e t      (Post ID)





	1
	Abnormal Noise, Brake
	Abnormal Noise, Front Wheels
	0.429
	1, 4, 5



	2
	Abnormal Noise, Brake
	Abnormal Noise, Bump
	0.286
	2, 4



	3
	Abnormal Noise, Brake
	Abnormal Noise, Brake
	0.286
	3, 7



	4
	Abnormal Noise, Brake
	Abnormal Noise, Steer
	0.286
	5, 6



	……
	……
	……
	……
	……
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Table 7. Examples of mapping table for synonyms.
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	No.
	Synonyms
	Similarity
	No.
	Synonyms
	Similarity





	1
	Engine, Motor
	0.724
	2
	Engine,
	0.630



	3
	Headlights, Portable Lighter
	0.812
	4
	Headlights, Headlamp
	0.779



	5
	Warm Air, Heating
	0.877
	6
	Warm Air, Hot Air
	0.852



	7
	Gearbox, Gear Case
	0.873
	8
	Gearbox, Transmission
	0.821



	9
	Car Body, Bodywork
	0.698
	10
	Mirror, Reflector
	0.935



	……
	……
	
	
	……
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Table 8. Similarity calculation results between Knowledge Element 1 and each matched Knowledge Element, including the similarity values of each sub-item and the overall similarity.






Table 8. Similarity calculation results between Knowledge Element 1 and each matched Knowledge Element, including the similarity values of each sub-item and the overall similarity.





	
Post ID

	
   S i   m   B       h     u   i     ,   h     u   j         

Title Similarity

	
   S i   m   J       t     u   i     ,   t     u   j         

Topic

Similarity

	
   S i   m   P       p     u   i     ,   p     u   j         

Sentiment

Similarity

	
   S i   m   J         k   w       u   i     ,     k   w       u   j         

Keyword

Similarity

	
   S i   m   B         k   s       u   i     ,     k   s       u   j         

Key Sentence

Similarity

	
   S i m (   u   i   ,   u   j   )   

Similarity




	
      w   h   = 0.3    

	
      w   t   = 0.1    

	
      w   p   = 0.1    

	
      w     k   w     = 0.2    

	
      w     k   s     = 0.3    

	
1






	
1

	
1

	
1

	
1

	
1

	
1

	
1




	
2

	
0.181

	
1

	
1

	
0.142

	
0.012

	
0.286




	
3

	
0.143

	
1

	
1

	
0.333

	
0.121

	
0.346




	
4

	
0.111

	
1

	
1

	
0.333

	
0.036

	
0.311




	
5

	
0.083

	
1

	
1

	
0.6

	
0.221

	
0.411




	
6

	
0.125

	
1

	
1

	
0.333

	
0.084

	
0.329




	
7

	
0.071

	
1

	
1

	
0.333

	
0.074

	
0.31




	
8

	
0

	
1

	
1

	
0.333

	
0.076

	
0.289




	
9

	
0.083

	
1

	
0.5

	
0.6

	
0.189

	
0.352




	
10

	
0.2

	
1

	
0.5

	
0

	
0

	
0.21




	
……

	
……

	
……

	
……

	
……

	
……

	
……
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Table 9. Similarity matrix among Knowledge Elements.
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	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	……





	1
	1
	
	
	
	
	
	
	
	
	
	



	2
	0.286
	1
	
	
	
	
	
	
	
	
	



	3
	0.346
	0.398
	1
	
	
	
	
	
	
	
	



	4
	0.311
	0.272
	0.267
	1
	
	
	
	
	
	
	



	5
	0.411
	0.234
	0.210
	0.302
	1
	
	
	
	
	
	



	6
	0.329
	0.407
	0.431
	0.268
	0.293
	1
	
	
	
	
	



	7
	0.31
	0.304
	0.328
	0.389
	0.264
	0.322
	1
	
	
	
	



	8
	0.289
	0.291
	0.265
	0.437
	0.312
	0.284
	0.358
	1
	
	
	



	9
	0.352
	0.331
	0.225
	0.241
	0.437
	0.241
	0.271
	0.255
	1
	
	



	10
	0.21
	0.181
	0.207
	0.231
	0.214
	0.196
	0.165
	0.203
	0.173
	1
	



	……
	
	
	
	
	
	
	
	
	
	
	……
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P | After turning the wheel of MAGOTAN's car to its maximum Abnormal Noise, Turning to Negative
(0] limit, the right front wheel will make a strange noise and Maximum Limit, Front Wheel, Support Degree
S shake Shake 6
'{ Knowledge Element Key Sentences
After turning the wheel of MAGOTAN's car to its maximum limit, the right front wheel will make a strange noise and
shake
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
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P | reported by B owners he font wheels ke signifcant | APPOmAl Nose, Cold Wether, |— i
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O abnormal noise 5
,?, Knowledge Element Key Sentences
5 | There is an abnormal front wheel noise issue! When driving the car in cold weather, the two front wheels make a loud,
metallic, and piercing squeaking sound as if there are no brake pads, just like two pieces of metal are rubbing against
each other. The sound is thunderous and can be heard even with the windows closed, and it persists throughout the
driving process.
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
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P | tarid in the mornin, and the sound disappears aftr about | APnOrmal Noise Cold Weather, | —gips P ree
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S seconds 5
T Knowledge Element Key Sentences
3 | Recently, I am not sure if it's because of the cold weather or other reasons, but every morning when I start my car from
the garage and shift to D gear, I can feel the front wheels making a continuous thumping sound and the car shaking
without moving forward. It usually lasts for less than 10 seconds and then goes away.
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
. . Negative
P Car chassis making abnormal noise! I'm so annoyed... Abnotmat Noise, Shasess, Front Support Degree
(e} Wheels, Uneven 5
S
T Knowledge Element Key Sentences
4 When driving over slightly uneven road surfaces, I can hear a clicking and clunking sound coming from the car's
underside, as if the car is falling apart. The sound is coming from the vicinity of the front wheels. What is typically the
cause of car chassis making abnormal noise?
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
p | I bought the 2016 MAGOTAN Comfort 1.8T two months ago | Abnormal Noise, Turn to the Negative
0 and it has already started making abnormal noises. I'm so Maximum, Front Wheels, Low Support Degree
S annoyed. Speeds 5
T Knowledge Element Key Sentences
5

I have been driving this car for almost half a year and haven't heard any abnormal noises. However, sometimes when I
turn the steering wheel at low speeds (to the maximum), I feel a "grumbling" noise coming from the front wheels.

Negative
. Abnormal Noise, Front Wheels
P b} )
o The MAGOTAN makes a abnormal noise Low Speeds, Cold Weather Support Degree
S 4
T Knowledge Element Key Sentences
6 When the car starts moving at low speed, I hear a "squeaky" sound, like the shock absorber spring of an electric bike.
The sound seems to come from the right front wheel, but it disappears when the speed increases. The problem is more
serious in cold weather and bumpy roads, and sometimes it is more severe when turning right.
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
P | Have you ever encountered a situation where the front wheel's . | Negative |
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The chassis of the right front wheel of the car makes abnormal noise, a squeaky and clunking noise
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8
However, my car pulls to the right after refueling and pulls to the left when I ease off the gas. The chassis is loose, and
the chassis makes a rattling abnormal noise on bumpy roads at low speeds.
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
P When driving at low speed and turning the steering wheel, I Abnormal Noise, Neutral
0 can hear a "clicking" sound from my car!! The problem Steering Wheel, Turn to the Support Degree
S cannot be detected by the 4S dealership! Maximum, Front Wheels 3
T Knowledge Element Key Sentences
9
Check for any wear on the foot mat and steering shaft, or turn the steering wheel to the maximum to check for any wear
on the engine-side splash shield inside the front wheels.
Knowledge Element Post Title Knowledge Element Keywords | Emotional Tendency
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P | A2013 MAGOTAN has persistent abnormal noise coming Brake Pad, Grind Down, Brake, ot
0 from the right front wheel. Solve SupportzDegree
S
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10

The brake pad may have hard metal spots inside, causing friction from the brake pad and producing noise while driving.
The easiest solution is to apply the brakes hard while driving to wear down the hard metal spots on the brake pads. If you
don't want to do this, you can remove the brake pads, grind them down, and then reinstall them to solve the problem.
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Test driving the Magotan 55303518|Step-by-step Magotan Forum 19 2018 Magotan 8th generation 2.0T acceleration is good, and it is easy to push the back. The steering wheel is an absolute
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