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Abstract: Numerous studies are underway to enhance the identification of surroundings in nighttime
environments. These studies explore methods such as utilizing infrared images to improve night
image visibility or converting night images into day-like representations for enhanced visibility.
This research presents a technique focused on converting the road conditions depicted in night
images to resemble daytime scenes. To facilitate this, a paired dataset is created by augmenting
limited day and night image data using CycleGAN. The model is trained using both original night
images and single-scale luminance transform (SLAT) day images to enhance the level of detail in
the converted daytime images. However, the generated daytime images may exhibit sharpness and
noise issues. To address these concerns, an image processing approach, inspired by the Stevens effect
and local blurring, which align with visual characteristics, is employed to reduce noise and enhance
image details. Consequently, this study contributes to improving the visibility of night images by
means of day image conversion and subsequent image processing. The proposed night-to-day image
translation in this study has a processing time of 0.81 s, including image processing, which is less
than one second. Therefore, it is considered valuable as a module for daytime image translation.
Additionally, the image quality assessment metric, BRISQUE, yielded a score of 19.8, indicating
better performance compared to conventional methods. The outcomes of this research hold potential
applications in fields such as CCTV surveillance systems and self-driving cars.

Keywords: image-to-image translation; CycleGAN; Pix2Pix; luminance adaptation transform; image
processing; Stevens effect

MSC: 68T45

1. Introduction

Image-to-image translation is a field that utilizes generative models to map input
image sets to output image sets. Traditionally, this task was addressed through image
processing, computer vision, or computer graphic techniques; however, these approaches
often yielded unsatisfactory results and led to various issues [1]. To overcome these
limitations and enhance performance, researchers have developed deep-learning-based
methods for image-to-image translation. Two prominent methods in this domain are
Pix2Pix and CycleGAN. These deep learning networks are based on generative adversarial
networks (GANs) [2]. GAN-based image-to-image translation has emerged as the preferred
approach, demonstrating impressive results. This technique finds applications in diverse
fields, such as converting labels into tangible objects or transforming black and white
images into color photographs. Pix2Pix is a specific type of conditional GAN (CGAN) that
learns the mapping between a conditional vector (or an input image) and its corresponding
paired image in the training data. In a broader sense, Pix2Pix falls under the umbrella
of CGAN, where the emphasis is on learning image-to-image translation using a paired
dataset consisting of condition images and their corresponding target images, rather than
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relying solely on a condition vector [3,4]. The objective of Pix2Pix is to generate an image
that closely resembles the original by minimizing the pixel-to-pixel difference between the
generated image and the real image. This is achieved through the utilization of CGAN loss
and L1 loss.

As described above, Pix2Pix requires a paired dataset, making it difficult to achieve
satisfactory image conversion performance when data are limited. Therefore, CycleGAN
addresses this limitation by enabling image-to-image translation with unpaired datasets,
eliminating the need for paired datasets [5]. CycleGAN consists of two generators. The first
generator (G) transforms input images into output images, ensuring forward consistency.
The second generator (F) transforms output images back into input images, ensuring
backward consistency. This structure, referred to as a cycle structure, returns to itself after
cycling through generators G and F, thus establishing cycle consistency. The mode collapse
problem [6], wherein GAN forgets the characteristics of inputs and produces the same
result image for all inputs, can be mitigated to some extent due to the circular structure.
CycleGAN introduces not only GAN loss but also cycle consistency loss and identity
loss to enable more natural image transformations [7]. Cycle consistency loss involves
reconstructing the image created by the generator and calculating the difference between
the original image and the generated image as a loss measure. Additionally, an identity loss
method is employed to create an image with colors similar to the real image, encouraging
the fake image to imitate the color of the real image to a larger extent. Day and night image
conversion, the subject of this study, can be performed with CycleGAN. When converting
to a day-to-night image, CycleGAN removes existing information or darkens the bright
areas in the day image. However, since non-existent information must be newly generated
when converting a night image into a day image, the resulting converted day image may
appear awkward.

“Cross-domain car detection using unsupervised image-to-image translation: from
day to night” [8] is a research paper that utilizes unsupervised image-to-image translation
techniques to address the car detection problem in nighttime scenarios. The paper focuses
on bridging the domain gap between daytime and nighttime environments by employing
CycleGAN for learning the transformation between day and night images. Specifically, it
generates nighttime-like images by applying the annotation information obtained from
daytime images, which are used as training data for car detection in nighttime environments.
The main finding of the paper is that the trained model performs better in detecting cars in
nighttime images compared to models trained solely on daytime data. The key point of
this paper is to reduce the domain gap between daytime and nighttime environments to
enhance the performance of car detection algorithms in nighttime scenarios. However, the
generation of nighttime-like images mentioned in the paper poses a challenge, as it tends
to produce unrealistic and fanciful illuminations. The core of day-to-night translation is to
darken the objects in daytime images and apply nighttime lighting to make them appear
as nighttime images. Although generating fake night images is easier than generating
fake day images, object information is lost. Nevertheless, the proposed method in this
paper minimizes the loss of object information by employing paired training and post-
processing techniques to enhance the visibility of objects during the night-to-day image
translation process.

Another method for night-to-day image-to-image translation is ToDayGAN, which
demonstrates improved results compared with CycleGAN when transforming night-to-day
images [9]. ToDayGAN utilizes a modified ComboGAN [10] network that incorporates the
concept of CycleGAN, enhancing performance by employing three different discriminators.
The modified network only requires two domain transformations: day and night. The
fake B image generated by the A-to-B generator is fed as input to the B-to-A generator.
This modified structure yields superior performance for night-to-day image translation.
In the discriminator, traditional GANs compare fake and real images. However, this
paper introduces discriminator networks with the same structure to compare fake and real
images using three methods: Blur-RGB, Grayscale, and xy-Gradients. Similar to CycleGAN,
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ToDayGAN can cause images to resemble daytime scenes while preserving the sky regions,
which are ambiguous in night images. However, object details in night images are not
translated as clearly.

The focus of this study is night-to-day image-to-image translation, specifically empha-
sizing the representation of object information on the road from the perspective of a driver
at night. The proposed method aims to reveal detailed information, particularly the shape
of objects on the road, in night images. The training of the proposed method was conducted
using paired data consisting of base and detailed images. Additionally, the Stevens effect
was applied as a post-processing method to enhance the clarity of object details in the night
image [11]. The daytime image generated through this method exhibits increased noise
due to the enhancement of details in dark areas where objects are not visible in the original
nighttime image. To mitigate this noise, a weighted difference local blur map was defined.
This map reduces noise while preserving the details enhanced by the Stevens effect in other
regions. Finally, a region of interest (ROI) was defined based on the driver’s viewpoint,
and the image quality metrics were compared with conventional methods. Given that the
study evaluates the driver’s visual perception within a limited range of vision—similar
to studies on geometric visual models [12]—the attentiveness of drivers in augmented
reality visualization materials in HUD (head-up display) technology [13], or human visual
characteristics in car-following models [14,15], the image quality evaluation focuses on the
ROI area of the image. Therefore, the result of this study compares image feature metrics
by cropping the image to the object-oriented ROI area.

2. Materials and Methods
2.1. Paired Dataset Training Using CycleGAN

In this study, the training for unpaired day-to-night image translation was conducted
using the CycleGAN network, resulting in the creation of a paired dataset. Furthermore,
the generated fake night images from the unpaired day-to-night image translation module
of CycleGAN were paired with real day images to construct a paired dataset for the creation
of a paired night-to-day image translation module using CycleGAN. The proposed method
utilizes the CycleGAN structure, which consists of a ResNet generator [16] and a PatchGAN
discriminator [4]. The structure of CycleGAN is visually depicted in Figure 1.

First, CycleGAN comprises two generators and two discriminators because it is an
image conversion of two domains. In Pix2Pix, the generator exhibits a U-Net structure;
the biggest feature of this structure is the skip connection, which reduces the loss of detail
information at a low level. However, because of its limited depth, high-level features such
as abstract information cannot be extracted [17]. Therefore, the generator in CycleGAN
uses ResNet. CycleGAN’s ResNet generator possesses a deep network depth and can
preserve the detailed parts of data images to a larger extent by utilizing skip connections.
As shown in Figure 1, CycleGAN’s generator consists of three parts: encoder, transformer,
and decoder, with the transformer part incorporating residual blocks (ResNet), as depicted
in Figure 1.

The discriminator in CycleGAN follows a similar approach to PatchGAN, which is
similar still to Pix2Pix. The patch size of PatchGAN is determined by the receptive field
size, which is determined by the number of convolution layers in the discriminator. The
final output of PatchGAN can be obtained by either averaging all values in the last feature
map or using a one-dimensional scalar value as the output throughout the layers. In
CycleGAN’s PatchGAN discriminator, a one-dimensional scalar value is used as the final
output to determine the authenticity of an image. This approach is computationally efficient
and incurs low cost. The patch size in CycleGAN is typically around 70 × 70, enabling the
application of the patch-level discriminator structure to images of various sizes with fewer
parameters. An activation function is applied in the last layer of the discriminator to classify
the results. CycleGAN does not employ a separate sigmoid function or activation function
for classification, but rather utilizes mean square error loss, borrowed from LSGAN [18], to
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determine the authenticity of the image. The structure of CycleGAN ensures the effective
determination and updating of the loss value.
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Figure 1. CycleGAN’s generator and discriminator architecture.

The proposed method involves the use of two CycleGANs. The first CycleGAN
training focuses on unpaired learning for day-to-night image translation, which serves as
a data augmentation task to compensate for the limited number of paired day and night
images. Subsequently, the second CycleGAN training is performed for night-to-day image
translation and detail enhancement. In the first CycleGAN module, the night images, which
serve as paired images to the day images, are generated using base night images that have
been blurred with a bilateral filter. Real day images corresponding to the night images are
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processed with a single-scale luminance adaptation transform (SLAT) [19] to construct the
training dataset for the second CycleGAN training.

Although CycleGAN is designed for unpaired image-to-image translation, the night-
to-day image translation is performed using paired learning. This is because the results
obtained from paired learning with CycleGAN outperform those obtained from paired
learning with Pix2Pix. Figure 2 illustrates this comparison, where training with the same
paired dataset resulted in a blurry image when using Pix2Pix (Figure 2b), whereas the
image generated with the CycleGAN pair module (Figure 2c) is slightly clearer. The
improved clarity in the resulting image of CycleGAN, compared with Pix2Pix, is attributed
to CycleGAN’s ability to address the mode collapse problem through cycle consistency loss
and its ability to preserve color using identity loss.
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Figure 2. Image-to-image translation module’s result image comparison: (a) real night image;
(b) Pix2Pix’s result image; (c) paired CycleGAN result image.

Another reason for using pair learning in CycleGAN is that unpaired learning can
lead to distortions in traffic light colors. Figure 3 presents a comparison of four methods:
Pix2Pix, unpaired CycleGAN, paired CycleGAN, and the proposed method. Unpaired
CycleGAN suffers from information deficiency compared with paired learning, which can
result in color distortions of traffic lights and even the disappearance of signs. Figure 3c
displays the result images obtained from training with unpaired CycleGAN. Upon closer
examination of the cropped image, it is evident that the traffic light color is faint and the
representation of the traffic light itself is inadequate. Moreover, in the remaining paired
training images, such as Pix2Pix, paired CycleGAN, and the proposed method module,
there is relatively better preservation of traffic light color. Therefore, it can be observed
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that the representation of traffic lights in the result images from paired training methods is
superior to that of the unpaired CycleGAN module. Specifically, the result images from the
proposed method module not only enhance the details of objects but also depict signage
more clearly, as can be seen in the images.
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The proposed training method in this study aims to preserve the original colors
and objects of the input images while enhancing object details. To achieve this, paired
CycleGAN training was utilized. The block diagram in Figure 4 illustrates the proposed
method, which involves unpaired CycleGAN training to generate fake nighttime images.
These fake night images were then paired with daytime images to create a day–night
paired dataset. In the next step of CycleGAN pair training, the fake night images were
blurred using a bilateral filter. The original fake night images and the blurred fake night
images were subtracted from each other, resulting in base night images, which represent
the differences between the images.
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To perform both day conversion training and detail training simultaneously, SLAT
processing was applied to the real daytime image corresponding to the base fake night
image to construct a paired dataset. SLAT processing is an image processing technique
that preserves detail areas while improving local contrast. It involves two main processes:
local tone mapping of luminance channels and chrominance compensation of chrominance
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channels. However, in this study, the chrominance channel compensation method was
omitted to simplify the SLAT processing. Instead, the RGB channels of the real daytime
image were separated, and the luminance components of each channel were used for
local tone mapping. Figure 5 illustrates the process of SLAT processing. Overall, the
proposed training method combines unpaired CycleGAN training, bilateral filtering, and
SLAT processing to create a paired dataset and enhance object details while preserving the
original colors and objects of the input images.

Mathematics 2023, 11, x FOR PEER REVIEW 8 of 24 
 

 

image to construct a paired dataset. SLAT processing is an image processing technique 

that preserves detail areas while improving local contrast. It involves two main processes: 

local tone mapping of luminance channels and chrominance compensation of chromi-

nance channels. However, in this study, the chrominance channel compensation method 

was omitted to simplify the SLAT processing. Instead, the RGB channels of the real day-

time image were separated, and the luminance components of each channel were used for 

local tone mapping. Figure 5 illustrates the process of SLAT processing. Overall, the pro-

posed training method combines unpaired CycleGAN training, bilateral filtering, and 

SLAT processing to create a paired dataset and enhance object details while preserving 

the original colors and objects of the input images. 

 

Figure 5. Single-scale luminance adaptation transform in RGB channel process. 

SLAT adjusts the visually compensated gamma value according to the local adaptive 

luminance level. The luminance level is divided into minimum and maximum luminance 

levels. To set the maximum value of the luminance channel to 100, luminance scaling nor-

malization is performed because local luminance estimation is designed according to an 

adaptation luminance of 100  cd/m2 as the surrounding luminance. Next, a single-scale 

Gaussian low pass filter is applied to each RGB luminance scaled image to create an ad-

aptation luminance image (𝐿𝑎𝑛) that is essentially an image of the surrounding area. Lu-

minance scaling normalization and normalized adaptation luminance are calculated us-

ing Equations (1) and (2). 

𝐿𝑛 = (𝐼 − min(𝐼))/(max(𝐼) − min(𝐼)) × 100, (1) 

where 𝐿𝑛 is a normalized luminance scaling input image, and 𝐼 is the input luminance 

image. The RGB image is the luminance image in this study. Therefore, the R channel 𝐿𝑛, 

G channel 𝐿𝑛, and B channel 𝐿𝑛 are generated. 

𝐿𝑎𝑛 = 𝐺𝑎𝑢𝑠𝑠_𝑏𝑙𝑢𝑟(𝐿𝑛)/ max (𝐺𝑎𝑢𝑠𝑠_𝑏𝑙𝑢𝑟(𝐿𝑛)) × 100, (2) 
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SLAT adjusts the visually compensated gamma value according to the local adaptive
luminance level. The luminance level is divided into minimum and maximum luminance
levels. To set the maximum value of the luminance channel to 100, luminance scaling
normalization is performed because local luminance estimation is designed according
to an adaptation luminance of 100 cd/m2 as the surrounding luminance. Next, a single-
scale Gaussian low pass filter is applied to each RGB luminance scaled image to create
an adaptation luminance image (Lan) that is essentially an image of the surrounding area.
Luminance scaling normalization and normalized adaptation luminance are calculated
using Equations (1) and (2).

Ln = (I −min(I))/(max(I)− min(I))× 100, (1)

where Ln is a normalized luminance scaling input image, and I is the input luminance
image. The RGB image is the luminance image in this study. Therefore, the R channel Ln, G
channel Ln, and B channel Ln are generated.

Lan = Gauss_blur(Ln)/max(Gauss_blur(Ln))× 100, (2)

where Lan is the normalized adaptation luminance calculated by a single-scale Gaussian
low pass filter, and Gauss_blur is a Gaussian low pass filter. This Lan surrounding image is
also generated by the RGB channel.
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Next, local luminance estimation is performed to calculate the Lmax, Lmin, and γ
of each RGB channel. Here, the γ value is the visual gamma value that affects SLAT
based on the Bartelson–Breneman brightness function [10]. Values can be obtained using
Equations (3)–(5):

Lmin = 0.00212 + 0.0185L1.0314
an , (3)

Lmax = 25.83 + 30.82L0.6753
an , (4)

γ = 0.444 + 0.045× ln(Lan + 0.6034), (5)

where Lmin is the minimum luminance level, Lmax is the maximum luminance level, and γ
is the visual gamma value.

Applying the visual gamma value to the Bartelson–Breneman brightness function
curve and applying it to the calculated luminance image values thus far yields the SLAT
image, as expressed in Equation (6):

f = (Ln − Lmin)/(Lmax − Lmin)
γ, SLAT = 99.9× f + 0.1, (6)

where f is the Bartelson–Breneman brightness function curve with the visual gamma
value, SLAT is an image processed by a single luminance adaptation transform, Ln is a
normalized luminance scaling input image, Lmin is the minimum luminance level, Lmax is
the maximum luminance level, and γ is the visual gamma value. The SLAT result image
enhances the local contrast and desaturates the bright area.

In Figure 6, a comparison between the SLAT-processed image and the original image
has been conducted to examine the presence of artifacts such as ringing effects, where
erroneous boundaries are formed in the surrounding regions, resulting in a loss of local
contrast and a decrease in image sharpness. When comparing the SLAT-processed image
with the Canny edge image, it was observed that the SLAT-processed image exhibited
minimal formation of erroneous boundaries, and there were areas where the local contrast
increased, leading to better representation of details compared to the original image. There-
fore, utilizing SLAT processing on low-light images before training could potentially assist
in enhancing the representation of object areas.
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The real daytime images, after being processed with SLAT, and the fake nighttime base
images generated through unpaired CycleGAN training were utilized as paired images
for training in the paired CycleGAN. The resulting paired CycleGAN (base-detail model)
effectively enhances the local contrast and restores fine details in the daytime image, leading
to improved object identification.

Figure 7 presents a comparison between the result images of unpaired CycleGAN and
the base-detail model. The base-detail model effectively describes objects by enhancing
their details, but it also introduces noise. Excessive enhancement of details can lead to
noticeable noise in the resulting images. Therefore, it is crucial to employ image processing
techniques that preserve details while reducing noise.
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2.2. Detail Enhancement and Noise Reduction

To address the increased noise in the resulting image from the base-detail model, image
processing techniques are employed to reduce noise while enhancing detail information.
As illustrated in Figure 4, the proposed approach utilizes the Stevens effect and a local
blur map to achieve this. Initially, the detail information is extracted from both the real
nighttime images and the resulting daytime images from the base-detail model by obtaining
the difference image. This difference image contains the detailed information of both the
night and day images, obtained by subtracting the original image from the image blurred
with a bilateral filter. Subsequently, the Stevens effect is applied to each detail image of the
day and the night, enhancing the sharpness of the detail components while considering
visual characteristics. The mathematical expressions for the Stevens effect are defined in
Equations (7)–(9). These equations provide the framework for enhancing the details and
improving the visual quality of the images.

La = 0.2× base, k =
1

5La + 1
, (7)

where base is an image with bilateral filter blur, k is the adjustment factor, and La is 20% of
the adaptation luminance.

FL = 0.2k4(5La) + 0.1
(

1− k4
)2

(5La)1/3, (8)

where FL is a factor of various luminance-dependent appearance effects that is used to
calculate the detail enhancement of the Stevens effect.

detailstevens = detail(FL+0.8)0.25
, (9)

where detailstevens is a sharper detail image based on the application of the Stevens effect
to the detail image, and detail refers to the detail extraction image. The Stevens effect is
utilized to refine the details by considering the anticipated modifications in luminance
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levels. Specifically, as the luminance level rises, there is an augmentation in local perceptual
contrast, resulting in the visual enhancement of details. The alteration in detail, enhanced
through the application of the Stevens effect, is illustrated in Figure 8. Notably, the image
with the Stevens effect applied appears noticeably clearer, reflecting the effectiveness of
this technique in enhancing visual clarity.
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To mitigate noise in the resulting image from the base-detail model, the proposed
method employs a local blur weight map to reduce noise while preserving essential details.
The generation of the local blur weight map relies on the differential image of the night
image. This choice is motivated by the fact that regions with pixel values close to zero
in the difference image indicate the absence of detail information, while nonzero pixel
values correspond to regions with detail information. Thus, the difference image serves as
a criterion for selecting regions where noise can be locally reduced while preserving detail.
The difference image of the nighttime image is essentially the same as the nighttime detail
image mentioned earlier.
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In order to use the difference image as a blur map, it undergoes blurring with a
Gaussian blur filter to create a visually blurry representation. To render the blurred
difference image suitable as a weight map, the values of the difference image are stretched.
It is important to avoid extreme separations in the local blur weight map, as they can
introduce unnatural representation of image details and image distortion artifacts. To
address this, the values of the local blur weight map are mapped to a sigmoid-type graph,
which reduces the occurrence of such unnatural phenomena. However, since the standard
sigmoid function starts within a range smaller than zero, a modified sigmoid function is
employed in this context. Specifically, the sigmoid function is set to start from zero. The
resulting difference blur map, generated using this modified sigmoid function formula, is
represented by Equation (10).

Di f f map =

1 +

 Imgdi f f × (1− 0.5)

0.5×
(

1− Imgdi f f

)
−5


−1

, (10)

where Di f f map is the local blur difference weight map and Imgdi f f is an input image of the
Gaussian blurred difference image. The application of the sigmoid function to the local
blur weight map and its subsequent use for blurring is aimed at achieving a more natural
appearance in the resulting image.

In essence, a locally applicable local blur weight map is necessary to reduce noise
and preserve details. This weight map can be generated from the difference image of the
nighttime image. However, if the weight map follows a linear step-like form, it can lead to
image distortion or unnatural artifacts. By mapping the weight map values to a sigmoid
function, a non-linear local blur weight map can be created, mitigating unnatural artifacts
in the image while locally attenuating noise.

To enhance details in both the nighttime detail image and the daytime detail image,
the Stevens effect is applied. Consequently, two local blur weight maps are required: one
corresponding to the nighttime detail image and the other to the daytime detail image. The
local blur weight map for the nighttime detail image can be obtained using the weight
map mentioned earlier. However, for the daytime detail image, the local blur weight map
needs to be in an inverse form. This is because regions with pixel values close to zero in
the difference image of the nighttime image potentially indicate the presence of objects in
the corresponding regions of the daytime image. Thus, it is necessary to preserve these
regions in the daytime image. By utilizing the inverse local blur weight map, it becomes
possible to incorporate the daytime image’s detail information in areas where the nighttime
image lacks detail, thus preserving details throughout the entire image. This relationship is
expressed mathematically as shown in Equation (11).

Day f used_detail =
(

Di f f map × Nightstevens_detail

)
+
((

1− Di f f map

)
× Daystevens_detail

)
, (11)

where Day f used_detail is a synthesized detail image processed based on the Stevens effect.
Di f f map is an image representing a local blur weight map using a difference image of a night
image as shown in Equation (10), and (1− Di f f map) is an inverse local blur map image.

Finally, as shown in Equation (12), the proposed result image is generated by adding
the base image of the generated day image and the enhanced detail image.

Night2Day image = Day f used_detail + Daybase, (12)

where Night2Day image is a result of the proposed method, Day f used_detail is an enhanced
detail image based on the Stevens effect as shown in Equation (11), and Daybase is an image
of the base-detail model’s result without detailed information.

In conclusion, the proposed method employs a paired CycleGAN module to convert
nighttime images into daytime images. The fake daytime images generated in this module
undergo detail enhancement using the Stevens effect and a local blur weight map, which
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takes into account visual characteristics. This enhancement process aims to improve the
visual detail information while reducing noise. As a result, the final converted daytime
image allows for better recognition of objects even in low-light conditions. The Night2Day
image translation results are presented in Figure 9. It is evident from Figure 8 that the
Night2Day image exhibits improved and sharper details compared with the existing
CycleGAN result image. Moreover, it can be observed that the noise is reduced and the
detail areas are preserved in comparison to the image generated by the base-detail module.
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Figure 9. Result image comparison of unpaired CycleGAN and base-detail model (paired CycleGAN)
with the proposed method: (a) unpaired CycleGAN result; (b) base-detail model’s result; (c) proposed
method’s result.

3. Experimental Results
3.1. Dataset, Computer, and Software Specifications

GAN-based image-to-image translation methods were implemented on a PC with the
following specifications: Intel i9-10980XE 3.00 GHz CPU, 256 GB RAM, and an NVIDIA
GeForce RTX 3090 GPU. The proposed deep learning network was based on CycleGAN
using the PyTorch framework. For optimization, CycleGAN utilized the Adam optimizer
with β parameters set to 0.5 and 0.999, respectively. The batch size was set to 1, and the
learning rate was initialized to 0.0002, which linearly decreased every 100 epochs. The total
number of epochs was set to 250, and the image crop size was fixed at 256 × 256 pixels.

The training dataset for the unpaired Day2Night CycleGAN module consisted of
6450 day images, comprising 1200 images from our dataset and 5250 images from the
Dark Zurich [20] and ACDC (Adverse Conditions Dataset with Correspondences) [21]
datasets. Additionally, 7744 night images were included in the training dataset, com-
prising 5400 images from our dataset and 2344 images from the Dark Zurich and ACDC
datasets. These night images were used to generate fake night images through the unpaired
Day2Night CycleGAN.

The dataset for the base-detail model comprised 4852 real day images, consisting of
1005 images from our dataset and 3847 images from the Dark Zurich and ACDC datasets.
Paired with these real day images were 4852 fake night images generated by the unpaired
Day2Night CycleGAN. Finally, a set of 20 real night test images was used for evaluating
the performance of the base-detail model.

3.2. Night-to-Day Image Translation Simulation Result Comparison

Deep learning methods for night-to-day image translation include Pix2Pix, which
is a paired learning method, CycleGAN, which is an unpaired learning method, and
ToDayGAN, a variant of CycleGAN with modified architecture. In comparison to the
results obtained from these conventional methods, the proposed method demonstrates
superior expressive capabilities in capturing details. The fake daytime images generated
by the proposed method exhibit enhanced detail representation compared with the results
produced by the other methods.
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In Figure 10, it is observed that CycleGAN and ToDayGAN, which are unpaired learn-
ing methods, struggle to accurately represent the red color of the traffic light. In contrast,
the paired learning method Pix2Pix and the proposed method excel in expressing the red
color of the traffic light. As mentioned earlier, unpaired learning methods generate new
information through learning, which can result in higher information loss compared with
paired learning. Moreover, in the ROI where objects are present from the perspective of a
car driver, the depiction of the road surface with a pedestrian, as well as the representa-
tion of buildings, is more effectively described by the proposed method compared with
other methods.
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Figure 11 highlights an important observation regarding the ROI. In the result images
obtained from conventional methods, such as the unpaired model, the car backlights are
not accurately identified. This poses a potential risk in real-world scenarios, particularly
when using these models for night-to-day transformation in car image sensors, as it may
compromise safety and increase the risk of car accidents. Furthermore, the proposed
method demonstrates sharper white lanes compared with other methods. When comparing
the yellow crosswalk lanes, the proposed method exhibits the closest similarity to the
night image among the existing methods. These findings emphasize the effectiveness and
improved performance of the proposed method in accurately representing key elements
and maintaining visual fidelity in crucial areas of the image.
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In Figure 12, it is evident that the proposed method excels in representing the color of
the red car on the left, while other methods tend to display a blackish tone for the red color.
Additionally, the proposed method accurately captures the color of the vehicle backlight,
whereas other methods exhibit a noticeable reduction in backlight color. Moreover, the
resulting images from the proposed method showcase a higher level of detail in lane
markings, and even intricate features such as manhole covers are depicted with clarity. This
enhanced ability to represent the road environment in finer detail demonstrates the superior
descriptive capabilities of the proposed method compared with conventional methods.

Mathematics 2023, 11, x FOR PEER REVIEW 17 of 24 
 

 

the superior descriptive capabilities of the proposed method compared with conventional 

methods. 

 
 

(a) 

 
 

(b) 

 
 

(c) 

 
 

(d) 

Mathematics 2023, 11, x FOR PEER REVIEW 18 of 24 
 

 

 
 

(e) 

Figure 12. Night-to-day image translation comparison: (a) night image; (b) Pix2Pix; (c) CycleGAN; 

(d) ToDay GAN; (e) proposed method. 

In Figure 13, it can be observed that unpaired learning models such as unpaired Cy-

cleGAN and ToDayGAN struggle to accurately represent the red traffic signal and face 

difficulties in areas where white and yellow lane markings are mixed. In contrast, the re-

sulting image from the proposed method effectively captures the information from the 

nighttime image, preserving the distinct colors of yellow and white lane markings. Other 

methods often depict the yellow markings as faded or incorrectly represent them as white 

markings. However, when representing areas outside the ROI, particularly the sky, con-

ventional methods tend to depict the sky more accurately than the proposed method. The 

proposed method, in contrast, excels in representing objects within the driver’s attentive 

field rather than prioritizing areas such as the sky or regions outside the ROI. 

  
(a) 

  
(b) 

Figure 12. Night-to-day image translation comparison: (a) night image; (b) Pix2Pix; (c) CycleGAN;
(d) ToDay GAN; (e) proposed method.



Mathematics 2023, 11, 3102 17 of 22

In Figure 13, it can be observed that unpaired learning models such as unpaired
CycleGAN and ToDayGAN struggle to accurately represent the red traffic signal and
face difficulties in areas where white and yellow lane markings are mixed. In contrast,
the resulting image from the proposed method effectively captures the information from
the nighttime image, preserving the distinct colors of yellow and white lane markings.
Other methods often depict the yellow markings as faded or incorrectly represent them
as white markings. However, when representing areas outside the ROI, particularly the
sky, conventional methods tend to depict the sky more accurately than the proposed
method. The proposed method, in contrast, excels in representing objects within the
driver’s attentive field rather than prioritizing areas such as the sky or regions outside
the ROI.
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In Figure 14, the proposed method demonstrates excellent representation of the back-
light area and accurately captures the color of the road lines based on the information from
the nighttime image. Moreover, the proposed method effectively depicts the signs around
the road, outperforming other methods in this aspect. Overall, the proposed method
exhibits superior performance and would be a suitable choice for installation as a day-to-
night conversion module in a vehicle sensor module. Its ability to accurately represent
objects, traffic lights, and vehicle backlights renders it highly advantageous for ensuring
safe driving through vehicle sensors.
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3.3. Metrics and Score Comparisons

The results of each module were objectively compared using five image assessment
metrics, including four no-reference image quality metrics and one image sharpness metric.
The design of the Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) algo-
rithm is based on the observation that a distorted natural scene will lead to the distortion of
the statistics of the image pixels [22]. When an image is processed using mean subtraction
and contrast normalization to represent it as a Gaussian distribution, the increase in image
distortion leads to a corresponding deviation from the shape of a Gaussian distribution.
Based on this observation, BRISQUE is defined as a metric that determines how close an
image is to a natural scene by assessing the level of distortion in the image. BRISQUE
extracts features such as brightness, contrast, and texture, among others, from an image
and evaluates them. A lower BRISQUE score indicates a better quality image.

The Natural Image Quality Evaluator (NIQE) is based on the Natural Scene Static
model. It utilizes a pretrained model to extract statistical features from an image and
measures the quality of the image based on these features [23]. NIQE examines the average
characteristics of clean, undistorted images and compares these characteristics with those of
a test image. A closer match between the characteristics of the test image and the reference
clean images indicates a higher quality image. A lower NIQE score indicates a higher
quality image.

The Contrast-Enhancement-Based Contrast-Changed Image Quality measure (CEIQ)
is a quality metric that addresses contrast distortion, which is often overlooked by tradi-
tional no-reference metrics [24]. It specifically focuses on measuring the quality of images
considering contrast changes. The test image is histogram equalized, after which the
structural similarity index (SSIM) is used to measure the structural similarity between the
original test image and the equalized image. Additionally, the histogram entropy and
cross-entropy between the original test image and the equalized image are computed.
Histogram entropy represents the diversity of color distribution within an image, whereas
cross-entropy measures the difference in histogram distribution between two images. By
utilizing these entropies, the evaluation of color distribution changes can be conducted as a
result of image enhancement. Finally, the quality score of the image is inferred by feeding
the extracted features into a support vector machine (SVM) regression module, which has
been trained using the obtained scores. By combining all the features discussed so far, the
overall quality score of the image is evaluated. In the case of CEIQ, a higher score indicates
better image quality.

Michelson contrast [25] is an index that utilizes the difference between the highest
and lowest brightness values in an image. It provides a quantitative measurement of how
well the bright and dark areas are distinguished from each other. A higher contrast value
indicates a larger intensity difference, resulting in sharper boundaries and improved visual
perception of details in the image.

S3 (Spectrum and Spatial Sharpness) calculates a map of perceived sharpness, with
higher values indicating more perceptually sharper areas [26]. This metric considers both
the sharpness in the spatial and spectral domain (frequency domain) of the image to
evaluate its quality. S3 is used to assess the tradeoff between sharpness enhancement and
loss. A higher S3 score indicates a sharper image that closely resembles the original.

In the proposed method, SLAT processing is applied during base-detail training. Con-
sequently, the images generated by the base-detail model exhibit increased local contrast
and enhanced sharpness compared to the results obtained using conventional methods.
These improvements are visually apparent.

Table 1 compares the existing methods, Pix2Pix, CycleGAN, and TodayGAN. Addi-
tionally, the proposed post-processing techniques, the Stevens effect and the local blur
weight map, are applied to the TodayGAN method for comparison. The results of the base-
detail model, which excludes the post-processing component of the proposed method, are
also compared. Observations show that the base-detail model, without the post-processing
step, achieves higher scores in the contrast distortion metric (CEIQ), local contrast measure-
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ment (Michelson contrast), and sharpness metric (S3) compared to the existing methods.
However, the base-detail model performs lower in metrics related to naturalness and color
distortion (BRISQUE and NIQE) compared to the proposed method. Moreover, the pro-
posed method demonstrates superior scores compared to the existing methods. Therefore,
the proposed post-processing techniques effectively reduce noise while enhancing the
naturalness of the images. In conclusion, as intended in this paper, the proposed method
improves the sharpness of objects in images and enhances the overall quality of the images.

Table 1. Comparison of average image assessment scores (up arrow: higher is better; down arrow:
lower is better).

Metric Pix2Pix CycleGAN ToDayGAN ToDayGAN + Post-Processing Base-Detail Model Proposed Method

BRISQUE↓ 20.755 19.879 25.246 20.814 25.92 19.796
NIQE↓ 3.617 3.814 3.974 4.061 4.079 3.594
CEIQ↑ 3.006 3.001 2.989 2.943 3.387 3.338

Michelson
contrast↑ 0.969 0.97 0.969 0.942 0.999 0.987

S3↑ 0.219 0.248 0.169 0.166 0.326 0.267

4. Discussions

The proposed method enhances local contrast and detail information during the
transformation of nighttime to daytime images. Figures 9 and 12 demonstrate that it accu-
rately preserves the colors of important traffic signals without distortion, unlike unpaired
learning modules such as CycleGAN and ToDayGAN, which suffer from color distortion
due to the limitations of unpaired training. Additionally, as shown in Figures 10 and 11,
the proposed method produces sharper representations of vehicle backlights compared
with conventional methods, enabling better identification of the situation of preceding
vehicles and reducing the risk of accidents. In Figure 13, it is expected that the proposed
method will perform well in rendering objects such as signs that are challenging to see
at night, as demonstrated by other methods. Moreover, Figures 9–13 illustrate that the
proposed method excels in detailing road lines, manholes, pedestrian crossings, vehicles,
and pedestrians, enhancing the visibility of objects that are typically difficult to perceive
during the nighttime. This capability is expected to significantly assist drivers by providing
additional visual information. The proposed method specifically focuses on capturing the
road situation from the driver’s perspective and prioritizes the depiction of objects on the
road. Consequently, the research emphasizes the rendering capabilities of objects on the
road. However, compared with conventional methods, there are certain issues, such as the
inclusion of trees in the sky area or the presence of various noise artifacts. These issues
arise from the attempt to transform unseen areas in nighttime images into trees through
the learning process.

Additionally, it takes 0.18 s on average for night-to-day image translation in the
condition of 256 × 256 resolution, and the post-processing time is about 0.63 s per image.
Therefore, the total processing time required for conversion is about 0.81 s on average.
Consequently, it may pose some challenges to implementing it in real time on a vehicle.
Future research should aim to improve the representation of objects over the driver’s
entire viewing area, including the sky area. Future studies should also include performing
night-to-day video conversion in real time and exploring and tracking ROI objects in
the converted video stream. The post method plans to optimize the algorithm to reduce
the processing time to milliseconds, enabling seamless real-time video translation and
facilitating object tracking. This would allow for efficient integration of the proposed
method in real-world applications.

5. Conclusions

This study focuses on the translation of nighttime images to daytime images. To
leverage the benefits of paired training, the proposed method generates synthetic nighttime
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images for organizing a paired dataset through unpaired training. The training process
involves using fake nighttime images as the base images and enhancing the detail and local
contrast of the converted daytime images by incorporating a base-detail model. The result-
ing images from the base-detail model may contain noise that is addressed by employing a
local blur weight map to reduce noise while preserving details. Additionally, to improve
the details of nighttime objects in the converted daytime images while considering human
visual characteristics, the Stevens effect is applied as a post-processing step. This enhances
the detail information of nighttime objects in the converted images. One notable draw-
back of conventional methods is the removal or diminishment of backlights and lighting
components in daytime scenes, which can significantly impact the quality of the converted
images. However, the proposed method successfully preserves important elements in the
night-to-day image conversion, including the clear representation of traffic signals, road
signs, and the backlights of preceding vehicles, without distortion. Consequently, this re-
search enables the conversion of nighttime images to daytime images from the perspective
of a car driver during nighttime driving. This provides drivers with sufficient visibility,
ultimately facilitating the prevention of accidents while driving.
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