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#### Abstract

The problem of finding the maximum weighted cycle in a directed graph map to solve optimization problems is $\mathcal{N} \mathcal{P}$-hard, implying that approaches in classical computing are inefficient. Here, Quantum computing might be a promising alternative. Many current approaches to the quantum computer are based on a Quadratic Unconstrained Binary Optimization (QUBO) problem formulation. This paper develops four different QUBO approaches to this problem. The first two take the starting vertex and the number of vertices used in the cycle as given, while the latter two loosen the second assumption of knowing the size of the cycle. A QUBO formulation is derived for each approach. Further, the number of binary variables required to encode the maximum weighted cycle problem with one or both assumptions for the respective approach is made explicit. The problem is motivated by finding the maximum weighted debt cycle in a debt graph. This paper compares classical computing versus currently available (hybrid) quantum computing approaches for various debt graphs. For the classical part, it investigated the Depth-First-Search (DFS) method and Simulated Annealing. For the (hybrid) quantum approaches, a direct embedding on the quantum annealer and two types of quantum hybrid solvers were utilized. Simulated Annealing and the usage of the hybrid CQM (Constrained Quadratic Model) had promising functionality. The DFS method, direct QPU, and hybrid BQM (Binary Quadratic Model), on the other hand, performed less due to memory issues, surpassing the limit of decision variables and finding the right penalty values, respectively.
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## 1. Introduction

The word 'debt' often has a negative connotation. Debt, however, is an essential tool for many individuals, companies, and even societies. Without debt, the only force that drives the economy is productivity growth. With debt, on the other hand, individuals, companies, etc., can fuel growth, as they can consume more than they produce. Using debt as a tool can therefore increase standards of living. A farmer could, for example, use debt to buy a tractor. This tractor helps the farmer to harvest fields faster and more efficiently, enabling the farmer to generate more income than before. With this additional income, the debtor can pay back its debt and enjoy a better quality of life [1]. This positive effect does not even have to be that immediate. Student loans are also considered 'good' debt presuming that in a later stage of life, the student can pay back the debt and again enjoy a better quality of life. The negative associations, however, also have their reasons. As aforementioned, consumers using debt can consume more than they can produce. This can lead to overconsumption and to situations where the debtor is not able to pay back the entire amount. Such over-consumption can lead to debt crises on an individual, organizational, and even governmental level. A well-known example in which the debtor was not able to pay back
its debt is the sovereign debt crisis Greece faced in the aftermath of the financial crisis in the years 2007/2008. Additionally, debt continues to play a central role present-day. During the COVID-19 pandemic, a new all-time high of global debt was reached [2,3]. It is clear that it is of high importance to use debt as a tool to boost the economy, but it should be the goal to keep the amount as low as possible in order to avoid falling into a debt crisis.

To model the complex debt relationships among entities, such as banks, governments, individuals, etc., it is convenient to use a directed graph in which all the debtors and creditors are represented by vertices. The weight of the arc, with the debtor being the source and the creditor the sink, stands for the amount of debt the debtor owes the respective creditor. Such a graph, DebtG, was introduced by Huanquing Cui [4], and this paper will make use of it. With this definition, it is possible that one debtor has multiple debts to the same creditor, but each debt has different properties, such as a different due date, a different interest rate, etc. This paper, however, uses a simplification by only looking at the amount of debt and disregarding all other properties. This leads to a graph in which there exists at most one arc between two entities, starting at the debtor and pointing towards the creditors' node. The amount of debt is then represented by the weight of the respective arc. We assume only positive weights here. If we model debt relations in such a way, a chain of debt relations that forms a cycle can be searched for. Once a cycle in the debt system is found, the settlement amount, i.e., the lowest amount of debt between a creditor and a debtor in the cycle, can be removed from the system without influencing anything else. Therefore, this approach can be used to remove unnecessary debt in the system, which is our goal. In terms of graph theory, this removal of unnecessary debts means that the particular settlement amount can be subtracted from each edge in the cycle. This modification could make the addressed graph more sparse and even disjointed. Finding the cycle with the highest amount is then equal to finding the Maximum Weighted Cycle (MWC) in a graph. Finding the MWC in a directed graph is $\mathcal{N} \mathcal{P}$-hard [5], as a simple reduction from the well-known $\mathcal{N} \mathcal{P}$-complete Hamiltonian Cycle Problem (HCP) can be used. A Hamiltonian Cycle is a cycle in a graph, directed or undirected, such that each vertex is visited exactly once. If the longest cycle of the graph is as large as the number of vertices of the graph, the graph has a Hamiltonian Cycle. Thus, the HCP is a special case of the longest cycle. As the longest cycle is the longest in terms of vertices used, this reduction is not yet complete. However, by setting the weights of the edges to one, we see that the MWC problem is a special case of the unweighted longest cycle problem. This, therefore, proves that the MWC problem is $\mathcal{N} \mathcal{P}$-complete [6]. Because of the complexity of this problem, this paper suggests utilizing a combination of both classical and quantum computing, aiming for a decrease in computation time, as inspired by, e.g., [7-9]. Additionally, in the financial sector, first attempts are known [10,11]. For many current (hybrid) approaches in quantum computing, a Quadratic Unconstrained Binary Optimisation (QUBO) formulation of the problem is used. The aim of this paper is to provide multiple QUBO formulations for this problem and give an indication of the potential benefit that (hybrid) quantum computing can bring using the currently available hardware. McCollum and Krauss [12] have defined QUBO formulations for the longest path problem. However, we are, to the best of our knowledge, the first to propose this for the MWC problem.

This paper is organized as follows. First, Section 2 gives an overview of cycle-finding algorithms. Section 3 then introduces four QUBO formulations for the problem at hand. The first approach is about finding the MWC with a given starting vertex and using $k$ vertices in total, while the second approach specifies $k=|V|$, where $V$ is the set of vertices in the graph. For the other two approaches, the assumption of knowing the number of vertices used in the cycle will be loosened. In Section 4, we leave the theoretical part behind and focus on the implementation of one of these four approaches on the current (hybrid) quantum annealer. First, the focus is on the number of decision variables needed to encode the problem and on the penalty values that maximize the probability of finding good solutions. The following section, Section 5, compares the most efficient quantum approach with classical computing approaches. Section 6 concludes this paper and outlines potential directions for further research.

## 2. Literature Review

The simplest of all cycles in a directed graph, without self-loops and at most one arc between two vertices, consists of three vertices. Algorithms for finding those three-vertex cycles are called Triangle Algorithms. Classical triangle algorithms are mostly based on adjacency matrices or adjacency lists in combination with exhaustive search or simple matrix manipulations. Szegedy [13] came up with a respective quantum algorithm, but it is also possible to apply Grover's algorithm [14] in order to find triangles in a graph. Finding Quadrilaterals, cycles consisting of four vertices, is the following step. Again, there already exists both classical and quantum algorithms $[15,16]$. Simple modifications of the triangle algorithms are already sufficient. Generalizations of these algorithms followed by finding even/odd-k-cycles, where $k$ is the number of vertices used [17-19].

As shown before, finding the MWC in general in a graph is $\mathcal{N P}$-complete. No known algorithm is asymptotically faster than trying out all (exponentially many) combinations, which is a viable approach for small instances, but quickly becomes computationally too expensive. For the comparison of quantum versus classical, one of the approaches used in Section 5 is a Depth-First-Search (DFS) algorithm. There, you are given a directed graph (e.g., Figure 1a), traverse it, and build a so-called DFS-tree (Figure 1b). The red arcs in Figure 1 b are back arcs, and it is possible to find a cycle with each back arc. It is, however, known that this approach can use too much time [20].

(a)

(b)

Figure 1. Depth-First-Search. (a) A random directed graph. (b) Respective DFS tree.
Another idea for finding all cycles is using topological ordering [21]. Bringing a graph into a topological order means that for every arc $a=(u, v)$, the vertex $u$ is a parent vertex of its child vertex $v$. When a parent vertex is a child vertex at the same time, this already implies that there exists a cycle in the directed graph as this particular vertex 'breaks' the topological order. To reach the topological order, it is important that the given graph is directed. Two approaches for this are threading and ranking [22]. The Breadth-First Search (BFS) is one approach to finding cycles in a topologically ordered, directed graph. This traverses the graph and uses Boolean variables to mark nodes as visited or not-visited. The BFS algorithm, however, is often too memory-consuming in contrast to the DFS.

For large instances, approximation algorithms are used such that classical computers are still able to obtain reasonably good results. Bläser and Manthey [23] came up with a $\frac{2}{3}$-approximation algorithm.

Looking at algorithms for the MWC itself, Alon et al. [24] and Gabow and Nie [25] found a classical polynomial-time algorithm for directed cycles. The former finds a cycle with length of exactly $c \log (|V|)$ for any constant $c$, while the latter is of length $\frac{\log (|V|)}{\log (\log (|V|))}$, provided those exist. Björklund et al. [26], however, showed that there does not exist a polynomial time approximation within an approximation ratio of $|V|^{1-\epsilon}$ for any $\epsilon$ unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. Cui [4] aimed at finding all cycles in a directed graph with the use of classical computing but failed.

If we look at QUBO-related research, there is the research conducted by McCollumn et al. [12] that deals with finding the max-weighted path in a graph using $k$ vertices. For this, they utilized two different approaches, the order-based and the degree-based formulation. For both approaches, they derived QUBOs. The same authors also derived QUBO formulations for the shortest path problem and the maximum flow problem [27,28]. Mahasinghe et al., and Nüßlein et al. [29,30] give a QUBO formulation for the Hamiltonian cycle problem and solve it using quantum annealing. As indicated, the Hamiltonian
cycle problem is a specific case of the MWC problem. Finally, also Rosenberg [31] says to investigate finding the negative cycle with the most negative weight of arbitrary length, which is NP-hard, as they say. However, in their implementation, they allow multiple cycles, solving a different problem, and finding cycle sets, which can be reduced to a minimum cost flow problem and is much easier to solve.

To conclude, it becomes clear that there does not yet exist a complete approach free of drawbacks, such as being time- or space-inefficient or only an approximation. This underlines the importance of this paper.

## 3. QUBO Formulations

In this section, we provide four QUBO formulations for the MWC problem. The problem of finding the MWC in the graph will be approached step by step. First, it will be assumed that the starting point is known, and the MWC using $k$ vertices will be found. After that, we choose $k$ equal to the total number of vertices, implying that all vertices in the graph have to be part of the cycle. Lastly, the assumption of knowing the number of vertices contained by the cycle is relaxed, while the assumption of knowing the starting point is maintained. Before writing the QUBO form, a basic integer linear program (ILP) is presented, which defines this problem. Afterward, the ILP is reformulated into a QUBO. First, we introduce the QUBO formulation itself.

### 3.1. Quadratic Unconstrained Binary Optimization

A Quadratic Unconstrained Binary Optimization (QUBO) problem is a problem in the field of Combinatorial Optimization. It is expressed as follows:

$$
\begin{equation*}
\min _{x \in\{0,1\}^{n}} \quad x^{\prime} Q x, \tag{1}
\end{equation*}
$$

where $x$ is a n-dimensional vector of binary decision variables, so $x_{i} \in\{0,1\} \forall i$, and has to be set such that, given $Q$, the expression is minimized. Note that QUBO problems belong to the set of $\mathcal{N} \mathcal{P}$-hard problems, and for many problems, the QUBO formulation, or the related Ising formulation, is known [32,33]. The matrix $Q$ is the weight matrix containing the coefficients to encode the problem instance. $Q$ is a real-valued square matrix. Without loss of generality, we can assume $Q$ to be in the upper triangular form [33]. With this formulation, we either have off-diagonal terms ( $q_{i j} x_{i} x_{j}, i \neq j$ ) or diagonal terms $\left(q_{i i} x_{i} x_{i}=q_{i i} x_{i}^{2}\right)$. Solving this single line of Equation (1) solves the entire problem—there are no additional constraints as in, e.g., a Linear Programming Problem. Constraints from the original problem can be incorporated into the objective function using penalty coefficients that enforce the constraints to be fulfilled. Theoretically, lower bounds of the penalty values can be derived, guaranteeing that the optimal solution of the QUBO meets all the original constraints [32]. However, for the implementation of the quantum annealer, these values do not necessarily work, as we will show later.

Quantum annealing started with the work of Kadowaki and Nishimori [34] and is explained further in [35]. In quantum annealing, an equal superposition over all possible states is created. Then, in order to create the solution to the optimization problem, a problem-specific magnetic field is turned on. This causes the qubits to interact with each other and to move to the lowest energy state of the system. D-Wave Systems built one of the earliest and most advanced versions of the quantum annealer [36]. The most recent machine that is offered by D-Wave, via their LEAP environment is the D-Wave Advantage. This machine has more than 5000 qubits in the Pegasus architecture, having connectivity of at most 15. To solve a QUBO problem, it has to be embedded in the hardware. Each variable is translated to one more (a chain of) qubits. The reason that sometimes more qubits are needed for one variable is connectivity. However, the number of qubits and their connectivity has grown considerably; they are still of limited size. This means that often the problem can not be embedded in the chip and has to be decomposed. The most recent decomposition approaches D-Wave offers are D-Wave Hybrid and the Hybrid Solver

Service, offering more flexibility. Both the direct implementation of the QPU and the hybrid approaches are used in this work.

A classical method to solve QUBO problems that are also used in this study is Simulated Annealing. Simulated annealing is a powerful optimization technique inspired by the physical process of annealing, in which a material is slowly cooled to reduce defects and reach a more stable state. Introduced in [37], this algorithm has gained significant popularity in various fields of science and engineering. Simulated annealing utilizes a probabilistic search strategy that allows it to explore a large solution space while effectively escaping local optima. By gradually accepting worse solutions during the initial stages, simulated annealing mimics the annealing process and eventually converges toward the global optimum. This versatile technique has found applications in diverse domains, including computer science, operations research, and artificial intelligence, making it a cornerstone in the field of optimization.

### 3.2. Finding the Maximum Weighted Cycle with Length K and Known Starting Point

We start by defining the Integer Linear Programming (ILP) formulation for the first problem. All linear programs consist of an objective function, which has to be either minimized or maximized, and constraints, which assure the feasibility of the solution. The solution to the problem of finding an MWC in the weighted, directed graph $G=(V, A, W)$ containing vertices $v \in V$ and arcs $a=\left(v_{i}, v_{j}\right) \in A$, each with weight $w_{i, j} \in W$, should be a cycle $S=\left(V^{\prime}, A^{\prime}, W^{\prime}\right) \subseteq G$. To formulate this problem as an ILP, some decision variables are introduced:

$$
\left.\begin{array}{l}
y_{i}= \begin{cases}1 & \text { if } v_{i} \in V^{\prime} \\
0 & \text { otherwise }\end{cases} \\
x_{i, j}=\left\{\begin{array}{ll}
1 & \text { if }\left(v_{i}, v_{j}\right) \in A^{\prime} \\
0 & \text { otherwise }
\end{array} \quad \forall i, j:\left(v_{i}, v_{j}\right) \in A,\right.
\end{array}\right\} \begin{aligned}
& f_{i, j, \pm} \text { the flow from } i \text { to } j, \text { where }+/ \text { - indicates the direction. }
\end{aligned}
$$

The complete ILP for finding a cycle of length $k$ with a known starting point, vertex 1 , can now be written as:

$$
\begin{equation*}
\operatorname{minimise} T_{0}=\sum_{i=1}^{|V|} \sum_{j:\left(v_{i}, v_{j}\right) \in A}-w_{i, j} x_{i, j} \tag{2}
\end{equation*}
$$

subject to (for $i \in I=1, \ldots,|V|$ ):

$$
\begin{gather*}
\sum_{j:(i, j) \in A} x_{i, j}=y_{i}, \forall i,  \tag{3}\\
\sum_{j:(j, i) \in A} x_{j, i}=y_{i}, \forall i,  \tag{4}\\
\sum_{j:(i, j) \in A} f_{i, j,+}+\sum_{j:(j, i) \in A} f_{j, i,-}=(k-2) y_{i}, \forall i>1,  \tag{5}\\
f_{i, j,+}+f_{i, j,-}=(k-1) x_{i, j}, \forall\left(v_{i}, v_{j}\right) \in A, i, j \neq 1,  \tag{6}\\
|V| y_{i}=k  \tag{7}\\
\sum_{i=1}  \tag{8}\\
y_{1}=1,  \tag{9}\\
y_{i} \in\{0,1\}, \forall v_{i} \in V_{\backslash\left\{v_{1}\right\}}  \tag{10}\\
x_{i, j} \in\{0,1\}, \forall\left(v_{i}, v_{j}\right) \in A,  \tag{11}\\
f_{i, j} \in \mathbb{N}, \forall\left(v_{i}, v_{j}\right) \in V_{\backslash\left\{v_{1}\right\}},\left(v_{i}, v_{j}\right) \in A
\end{gather*}
$$

Equations (3) and (4) assure that the solution returns only cycles. Here the inbound degree and the outbound degree of vertex $v$ both have to be equal to $1 \forall v \in V^{\prime}$. If vertex $v$ is in the cycle, there is exactly one arc entering and exactly one arc leaving $v_{i}$. Now, the solution cannot be a path anymore. Nevertheless, those constraints still allow the solution to have multiple (disjoint) cycles. There must be a constraint that assures that the solution is only one single cycle. This can be accomplished with a constraint ensuring that any solution without a vertex $v \in V^{\prime}$ does not contain a cycle. According to Equation (8), $v_{1} \in V^{\prime}$, so let $v_{1}$ be this specific vertex. Thus, if removing the starting vertex and all connected arcs from the solution leads to an acyclic path, this implies that the solution is only one single cycle instead of a set of disjoint cycles. Checking whether a graph is acyclic can be done with the maximum average degree (mad):

$$
\operatorname{mad}(G)=\max _{H \subseteq G}\left\{\frac{2|E(H)|}{|V(H)|}\right\}
$$

If there exists a subgraph $H \subseteq G$ that contains a cycle, then the average degree of $H \operatorname{ad}(H) \geq 2$. The average degree of a path with $k-1$ vertices, so excluding vertex $v_{1}$, however, is $\frac{2(k-2)}{k-1}=2-\frac{2}{k-1}<2($ for $k>1)$ [12].

To ensure that the maximum average degree is less than 2 in the solution without $v_{1}$, flow variables are used. Here, it does not matter that the given graph is directed, i.e., there is some flow in both directions over arc $a$ if $a$ is part of the solution. To make the solution acyclic, the flow on each arc $a \in A^{\prime}$ has to be equal to $k-1$, while the incoming flow for vertex $v \in V^{\prime}$ has to be equal to $k-2$ [12]. This leads to Equations (5) and (6). Here, variable $f_{i, j, \pm}$ represents the flow sent from vertex $i$ to vertex $j$, where the + or the are indicators of the direction. In order to reduce the search space, a constraint that assures that the number of nodes used in the cycle is precisely equal to $k$ is added by Equation (7).

To reach the classical QUBO form, the first step is to reformulate the ILP to a single objective function formulation, such as:

$$
\begin{equation*}
\text { minimise: obj.function }+\lambda^{\prime} \cdot \text { constraints. } \tag{12}
\end{equation*}
$$

Note that Equation (12) is not a QUBO yet, but rather a combination of Hamiltonian matrices. As this formulation is, however, sufficient for the implementation, we will not derive the finalized QUBO formulation. From here on, we, therefore, refer to the combination of the Hamiltonian matrices as the QUBO formulation.

For that, $\lambda$ is a vector of penalty weights. The higher the $\lambda$-value of a constraint, the more weight is put on this particular constraint, and the objective is down-weighted correspondingly. This topic will be discussed in more detail in Section 4.

To formulate this problem as a QUBO, the constraints have to be reformulated as penalty functions, which are minimized, equal to zero, when the condition is met. In order to reach this, the difference between the LHS and RHS is squared. Thus, Equation (3) becomes

$$
\left(y_{i}-\sum_{j:(i, j) \in A} x_{i, j}\right)^{2}
$$

As this holds $\forall i=1, \ldots,|V|$, the following needs to be included in the QUBO formulation:

$$
\sum_{i=1}^{|V|}\left(y_{i}-\sum_{j:(i, j) \in A} x_{i, j}\right)^{2}
$$

It is also possible to formulate multiple constraints as one single QUBO formulation, such as for Equations (3) and (4):

$$
T_{1}=\sum_{i=1}^{|V|}\left(\left(y_{i}-\sum_{j:(i, j) \in A} x_{i, j}\right)^{2}+\left(y_{i}-\sum_{j:(j, i) \in A} x_{j, i}\right)^{2}\right)
$$

The same holds for Equations (5) and (6):

$$
T_{2}=\sum_{i=2}^{|V|}\left(\sum_{j \neq 1:(i, j) \in A}\left((k-1) x_{i, j}-f_{i, j,+}-f_{i, j,-}\right)^{2}+\left((k-2) y_{i}-\sum_{j \neq 1:(i, j) \in A} f_{i, j,+}-\sum_{j \neq 1:(j, i) \in A} f_{j, i,-}\right)^{2}\right)
$$

Note that combining constraints decreases the number of hyper-parameters; however, it comes at the cost of fine-tuning the penalty values. Last, but not least, Equations (7) and (8) also need to be transformed to penalty functions:

$$
\begin{aligned}
& y_{1}=1 \Rightarrow\left(1-y_{1}\right)^{2}, \\
& \sum_{i=1}^{|V|} y_{i}=k \Rightarrow\left(k-\sum_{i=1}^{|V|} y_{i}\right)^{2}=T_{3} .
\end{aligned}
$$

The complete QUBO input is then:

$$
\begin{equation*}
T_{0}+\lambda_{1}\left(1-y_{1}\right)^{2}+\lambda_{2} T_{1}+\lambda_{3} T_{2}+\lambda_{4} T_{3} \tag{13}
\end{equation*}
$$

Note that in the implementation, $y_{1}$ can be fixed, removing the penalty $\lambda_{1}$.

### 3.3. Finding the Maximum Weighted Cycle of Length $|V|$

One special case of finding the MWC is finding the MWC, which includes all vertices of the graph. As every vertex is part of the cycle, it is possible to choose an arbitrary vertex as the starting vertex. However, $v_{1}$ will still be referred to as the starting vertex. The approach to finding such a cycle is then to look for a max-weighted path instead of an MWC. In order to still get the MWC as a result, node $v_{1}$ is copied with all of its connecting arcs, now called $v_{|V|+1}$. The goal is then to find the max-weighted $v_{1}-v_{|V|+1}$ path.

To find this path $(\mathcal{P})$, new decision variables need to be introduced [38] $\left(\forall\left(v_{i}, v_{j}\right) \in A\right)$ :

$$
\begin{aligned}
& x_{i, j, 0}= \begin{cases}1 & \text { if }\left(v_{i}, v_{j}\right) \in \mathcal{P} \\
0 & \text { otherwise }\end{cases} \\
& x_{i, j, 1}= \begin{cases}1 & \text { if }\left(v_{i}, v_{j}\right) \notin \mathcal{P} \text { and } p(i)<p(j) \\
0 & \text { otherwise }\end{cases} \\
& x_{i, j, 2}= \begin{cases}1 & \text { if }\left(v_{i}, v_{j}\right) \notin \mathcal{P} \text { and } p(i)>p(j) \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Here, $p(i)$ indicates the position of node $i$ in path $\mathcal{P}$. If the decision variable $x_{i, j, 0}=1$, it indicates that node $i$ is reached earlier than node $j$ in path $\mathcal{P}$ and the direct connection between those two nodes is part of path $\mathcal{P}$. Next, $x_{i, j, 1}=1$ if the direct connection between nodes $i$ and $j$ is not in path $\mathcal{P}$, however node $i$ is reached in path $\mathcal{P}$ before node $j$. Lastly, $x_{i, j, 2}=1$ if the direct connection between nodes $i$ and $j$ is not in path $\mathcal{P}$, however node $j$ is reached in path $\mathcal{P}$ before node $i$.

A simple 'cycle' is presented in Figure 2. For that cycle, $x_{1,2,0}=1$, as the arc $a=(1,2)$ is part of the cycle, and node 1 appears before node 2 . The decision variable $x_{2,4,1}=1$ because there is no connection between nodes 2 and 4 , but node 2 is reached before node 4 . Further, $x_{3,2,2}=1$, because $a=(3,2)$ is not in the path and node 2 is reached before node 3 .


Figure 2. Simple cycle using 4 vertices, with Node 5 being a duplicate of Node 1.
The objective function is

$$
\begin{equation*}
\sum_{i=1}^{|V|} \sum_{j=1}^{|V|}-w_{i, j} x_{i, j, 0} \tag{14}
\end{equation*}
$$

Here, only the $(r=0)$-cases are considered because only those arcs are part of the cycle. As $a=\left(v_{i}, v_{j}\right)$ is either in the path or not, and $i$ is either before or after $j$,

$$
\begin{equation*}
\sum_{r=0}^{2} x_{i, j, r}=1 \forall i, j=1, \ldots,|V|+1, i \neq j . \tag{15}
\end{equation*}
$$

Further, $x_{i, j, r}$ is always the complement of $x_{j, i, r} \forall r$. Thus,

$$
\begin{equation*}
x_{i, j, 2}=1-x_{j, i, 2} \forall i, j=1, \ldots,|V|+1, i \neq j . \tag{16}
\end{equation*}
$$

Equation (16) should, in principle, hold for all $r=\{0,1,2\}$, but Equation (15) makes the other two cases redundant. Next to these constraints, it must be ensured, just as before, that each node is entered (Equation (17)) and left (Equation (18)) exactly once.

$$
\begin{array}{r}
\sum_{i=1}^{|V|} x_{i, j, 0}=1 \forall j: a=\left(v_{i}, v_{j}\right) \in A, j \neq 1, \\
\sum_{j=1}^{|V|+1} x_{i, j, 0}=1 \forall i: a=\left(v_{i}, v_{j}\right) \in A, i \neq|V|+1 . \tag{18}
\end{array}
$$

However, the graph in question is not necessarily a complete one. Therefore, $x_{i, j, 0}$ has to be zero if $a=\left(v_{i}, v_{j}\right) \notin A$ :

$$
\begin{equation*}
x_{i, j, 0}=0 \forall a=\left(v_{i}, v_{j}\right) \notin A . \tag{19}
\end{equation*}
$$

Lastly, cycles need to be prevented. To avoid these, the logic that if node $i$ is reached before node $j$ and node $j$ is reached before node $k$, then node $i$ has to be reached before node $k$ as well, can be applied. Let $P\left(a_{i, j}, a_{j, k}, a_{i, k}\right)$ be the penalty function for the QUBO. The only two contradicting combinations would be $P(1,1,0)$ and $P(0,0,1)$. If those two combinations were not contradicting, this would imply that sub-cycles are possible. Thus, the penalty function has to have the lowest value for all other combinations while it takes the highest value for those two particular combinations. Here, zero and one are picked as the lowest and highest values, respectively. To reach exactly this, the penalty function has the following form:

$$
\begin{equation*}
\sum_{i=2}^{|V|} \sum_{j=2}^{|V|} \sum_{k=2}^{|V|}\left(x_{j, i, 2} x_{k, j, 2}-x_{j, i, 2} x_{k, i, 2}-x_{k, j, 2} x_{k, i, 2}+x_{k, i, 2}\right) . \tag{20}
\end{equation*}
$$

The complete QUBO formulation is shown in Appendix A as Equation (A1). Additionally, here, in the implementation, $\lambda_{3}$ can be removed by fixing those variables to zero.

### 3.4. Finding the Maximum Weighted Cycle with a Known Starting Point (I)

Small changes in the approach of Section 3.3 make it possible to find the MWC with a given starting vertex while the number of vertices used is unknown. In order to reach this, some additional decision variables need to be introduced. We now again assume the cycle $S=\left(V^{\prime}, A^{\prime}, W^{\prime}\right) \subseteq G$ and introduce $\left(\forall i, j: a=\left(v_{i}, v_{j}\right) \in A\right)$

$$
\begin{aligned}
& \qquad x_{i, j, 3}= \begin{cases}1 & \text { if node } v_{i} \notin V^{\prime} \text { or } v_{j} \notin V^{\prime} \\
0 & \text { otherwise, }\end{cases} \\
& \text { and } \forall i: v_{i} \in V \\
& \qquad y_{i}= \begin{cases}1 & \text { if node } v_{i} \in V^{\prime} \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Firstly, as $r$ goes in this ILP from zero to three now, Equation (15) becomes

$$
\begin{equation*}
\sum_{r=0}^{3} x_{i, j, r}=1 \forall i, j=1, \ldots,|V|+1, i \neq j \tag{21}
\end{equation*}
$$

The decision variable $x_{i, j, 3}$ has to be one if $y_{i}, y_{j}$, or both, $y_{i}$ and $y_{j}$, are equal to zero. If both, $y_{i}$ and $y_{j}$, are, however, equal to one, $x_{i, j, 3}$ must be zero. Equations (22)-(24) assure that.

$$
\begin{array}{r}
1-x_{i, j, 3} \leq y_{i} \forall i, j=1, \ldots,|V|+1, \\
1-x_{i, j, 3} \leq y_{j} \forall i, j=1, \ldots,|V|+1, \\
x_{i, j, 3} \leq 2-y_{i}-y_{j} \forall i, j=1, \ldots,|V|+1 . \tag{24}
\end{array}
$$

Moreover, the complementary constraint (Equation (16)) is only the same as in the previous linear program if both nodes, $v_{i}$ and $v_{j}$, are used. Otherwise, both $x_{i, j, 2}$ and $x_{j, i, 2}$ have to be equal to zero for all $i, j=1, \ldots, n+1$. To ensure that, the following penalty function is introduced:

$$
\begin{equation*}
x_{i, j, 2}+x_{j, i, 2} \geq y_{j}+y_{i}-1 \forall i, j=1, \ldots,|V|+1 \tag{25}
\end{equation*}
$$

Equation (25) assures that $x_{i, j, 2}$ is the complement of $x_{j, i, 2}$ if both vertices, $v_{i}$ and $v_{j}$, are part of the cycle. In combination with Equation (21), all conditions are fulfilled if those constraints are met.

It might be the case that in the optimal solution, not all nodes are used. Nevertheless, the starting vertex must always be part of the cycle. As this approach, however, does not directly look at cycles but rather at a path from $v_{1}$ to a copy of it, $v_{|V|+1}$, this implies that $v_{|V|+1}$ must be part of the cycle as well. Equation (26) assures this:

$$
\begin{equation*}
y_{1}=y_{|V|+1}=1 \tag{26}
\end{equation*}
$$

Further, every node but $v_{1}$ has to be entered, and every node but $v_{|V|+1}$ has to be left exactly once, given that they are part of the cycle. Thus, Equations (17) and (18) turn into:

$$
\begin{array}{r}
\sum_{i=1}^{|V|} x_{i, j, 0}=y_{i} \forall j: a=\left(v_{i}, v_{j}\right) \in A, j \neq 1, \\
|V|+1  \tag{28}\\
\sum_{j=1}^{\mid} x_{i, j, 0}=y_{i} \forall i: a=\left(v_{i}, v_{j}\right) \in A, i \neq|V|+1 .
\end{array}
$$

Lastly, Equation (20) must be redundant if node $v_{j}$ is not part of the cycle. For that $-x_{k, i, 2}\left(1-y_{j}\right)$ is added to this penalty function. If node $v_{j}$ is used, this penalty function is
exactly the same as Equation (20), but if it is not, this penalty function is always zero, thus becoming redundant. Equations (14) and (19) remain the same as above.

In order to obtain the complete QUBO formulation, the constraints have to be transformed into penalty functions, which are minimized when the constraint is met. Equations (22)-(25), however, contain an inequality sign. This implies that the approach used before cannot be applied here anymore. Nevertheless, by introducing slack variables, these inequalities can be converted into equalities $(\forall i, j=1, \ldots,|V|+1, i \neq j)$ :

$$
\begin{array}{r}
1-x_{i, j, 3} \leq y_{i} \rightarrow 1-x_{i, j, 3}+s_{i, j, 3,1}=y_{i} \\
1-x_{i, j, 3} \leq y_{j} \rightarrow 1-x_{i, j, 3}+s_{i, j, 3,2}=y_{j} \\
x_{i, j, 3} \leq 2-y_{i}-y_{j} \rightarrow x_{i, j, 3}+s_{i, j, 3,3}=2-y_{i}-y_{j} \\
x_{i, j, 2}+x_{j, i, 2} \geq y_{j}+y_{i}-1 \\
\rightarrow x_{i, j, 2}+x_{j, i, 2}=y_{j}+y_{i}-1+2^{0} s_{i, j, 2,1}+2^{1} s_{i, j, 2,2}
\end{array}
$$

To use as few additional decision variables (additional slack variables) as possible, binary formulation (called log integer encoding) for rewriting Equation (25) is used. It does not make a difference for the other three equations. The complete QUBO formulation is shown in Appendix A as Equation (A2).

### 3.5. Finding the Maximum Weighted Cycle with a Known Starting Point (II)

Another approach for finding the MWC with a known starting point is by using the degree-based formulation as in Section 3.2. The flow constraints have to change, as they both depend on $k$. To fix this problem, a subtour-elimination constraint proposed by Miller, Tucker, Zemlin (MTZ) [39] is used:

$$
\begin{equation*}
t_{i}+1+|V|\left(x_{i, j}-1\right) \leq t_{j}, \forall\left(v_{i}, v_{j}\right) \in A, i, j>1 . \tag{29}
\end{equation*}
$$

This equation also represents flow $\left(t_{i}\right)$, but the interpretation is different from Equations (5) and (6). If the arc $a=(i, j)$ is in the cycle (i.e., $x_{i, j}=1$ ), this implies that $t_{j} \geq t_{i}+1$. The complete ILP formulation for this problem is:

$$
\operatorname{minimise} \sum_{i=1}^{|V|} \sum_{j:\left(v_{i}, v_{j}\right)} \in A-w_{i, j} x_{i, j},
$$

subject to:

$$
\begin{aligned}
& \sum_{j \neq 1:(i, j) \in A} x_{i, j}=y_{i}, \forall i=1, \ldots,|V|, \\
& \sum_{j \neq 1:(j, i) \in A} x_{j, i}=y_{i}, \forall i=1, \ldots,|V|, \\
& t_{i}+1+|V|\left(x_{i, j}-1\right) \leq t_{j}, \forall\left(v_{i}, v_{j}\right) \in A, i, j>1, \\
& y_{1}=1, \\
& y_{i} \in\{0,1\}, \forall v_{i} \in V \backslash v_{1}, \\
& x_{i, j} \in\{0,1\}, \forall a=\left(v_{i}, v_{j}\right) \in A, \\
& t_{i} \in \mathbb{Z}^{+}, \quad \forall i=2, \ldots,|V| .
\end{aligned}
$$

The only new element in the QUBO formulation is the subtour-elimination constraint. This additional constraint, however, is an inequality constraint, such that the usual way of reformulation does not work anymore. To make it work, slack variables are used once more. In order to use as few slack variables as possible, they are again represented with a binary expansion. Additionally, the non-binary $t_{i}$ variables have to be translated to
binary variables in the same way, introducing the binary auxiliary variables $z_{i, k}$. The QUBO formulation of the MTZ-subtour-elimination constraint is, therefore:

$$
T_{4}=\sum_{i=2}^{|V|} \sum_{j=2:(i, j) \in A}^{|V|}\left(\sum_{k=0}^{K_{1}-1} 2^{k} z_{j, k}-\left(\sum_{k=0}^{K_{1}-1} 2^{k} z_{i, k}+1+|V|\left(x_{i, j}-1\right)+\sum_{k=0}^{K_{2}-1} 2^{k} s_{j, k}\right)\right)^{2}
$$

where $K_{1}$ is the number of binary variables required to encode the flow variables, and $K_{2}$ is the number of slack variables needed. This number must be large enough but parsimonious at the same time to avoid wasting resources:

$$
\begin{aligned}
& t_{i}+1+|V|\left(x_{i, j}-1\right)+\text { slack }=t_{j} \\
& \Leftrightarrow \text { slack }
\end{aligned} \begin{aligned}
& \max \left(t_{j}-\left(t_{i}+1+|V|\left(x_{i, j}-1\right)\right)\right) \\
& =\max \left(t_{j}\right)-\min \left(t_{i}+1+|V|\left(x_{i, j}-1\right)\right) \\
& =\max \left(t_{j}\right)-\min \left(t_{i}\right)-1-\min \left(|V|\left(x_{i, j}-1\right)\right) \\
& =(|V|-1)-0-1-(-|V|) \\
& =2|V|-2 .
\end{aligned}
$$

As a number $x$ needs $\left\lfloor\log _{2}(x)\right\rfloor+1$ digits, this implies that $K_{2}=\left\lfloor\log _{2}(2|V|-2)\right\rfloor+1$. For $K_{1}$ it holds that $K_{1}=\left\lfloor\log _{2}(|V|)\right\rfloor+1$.

Finally, the complete QUBO formulation for this approach is:

$$
\begin{aligned}
& \sum_{i=1}^{|V|} \sum_{j:\left(v_{i}, v_{j}\right)} \in A-w_{i, j} x_{i, j}+\lambda_{1}\left(\left(1-y_{1}\right)^{2}\right) \\
& +\lambda_{2} \sum_{i=1}^{|V|}\left(\left(y_{i}-\sum_{j:(i, j) \in A} x_{i, j}\right)^{2}+\left(y_{i}-\sum_{j:(i, j) \in A} x_{i, j}\right)^{2}\right) \\
& +\lambda_{3} T_{4}
\end{aligned}
$$

Again $\lambda_{1}$ can be removed by fixing $y_{1}=1$ in the implementation.

## 4. Implementation

Now we have theoretical QUBO formulations for the MWC problem, we move to the implementation, using conventional and (hybrid) quantum solvers. For the implementation, it is crucial to keep track of the number of decision variables used for the problem. The more decision variables needed to represent the QUBO formulation of a particular problem (and the less these decision variables are cross-related), the more qubits are needed. However, the number of qubits available is limited. Thus, the fewer decision variables needed to encode the problem, the more likely it is that the approach on a (hybrid) quantum solver is more efficient. Note that it can also depend on the cross-relation between the decision variables.

The number of decision variables that the QUBO for finding the MWC of length $k$ with a given starting vertex equals:

$$
|V|+|A|+2\left(\left\lfloor\log _{2}(k-2)\right\rfloor+1\right)\left|A^{\prime}\right|
$$

The first $|V|$ decision variables are indicators for the usage of each vertex, while the following $|A|$ decision variables do that for all arcs. The last $2\left(\left\lfloor\log _{2}(k-2)\right\rfloor+1\right)\left|A^{\prime}\right|$ variables are for the flow constraint. Here, $A^{\prime}$ is the set of all arcs in the graph, excluding those which have $v_{1}$ as a start or endpoint. Each $\operatorname{arc} a \in A^{\prime}$ needs two flow values (back and forth), and the maximum value of a flow is $k-2$. Using the binary numbering, this results in $2\left(\left\lfloor\log _{2}(k-2)\right\rfloor+1\right)\left|A^{\prime}\right|$ flow-decision variables. The approach for finding the MWC of length $|V|$ using the $x_{i, j, r}$ decision variables requires in total $\left|V^{\prime}\right| \times|V| \times 3$ decision variables. $\left|V^{\prime}\right|$ is the number of vertices in the graph with the copied start-
ing vertex $v_{1}\left(\left|V^{\prime}\right|=|V|+1\right)$. Those $\left|V^{\prime}\right| \times|V| \times 3$ variables represent $x_{i, j, r}$ for all $i, j=1, \ldots,|V|+1, i \neq j, \mathrm{r}=0,1,2$. The approach [I] for finding the MWC with a given starting vertex which builds up on the idea of the previously described approach, needs in total $\left|V^{\prime}\right|+\left|V^{\prime}\right| \times|V| \times(4+6)$ decision variables. Here, the first $\left|V^{\prime}\right|$ variables indicate whether a node $v \in V^{\prime}$ is part of the cycle ( $y$-variables). The following $\left|V^{\prime}\right| \times|V| \times 4$ are, just as before, the $x_{i, j, r}$ variables. It is $\times 4$ instead of $\times 3$ because, for this approach, the introduction of an additional $x_{i, j, 3}$ variable was necessary. Because there are six different types of slack variables, in total, $\left|V^{\prime}\right| \times|V| \times 6$ decision variables are required to represent them all. For the second approach to find the cycle with a given start vertex, the number of decision variables is equal to

$$
\begin{gather*}
|A|+|V|+\left(\left\lfloor\log _{2}(|V|-1)\right\rfloor+1\right)(|V|-1)+ \\
+\left(\left\lfloor\log _{2}(2|V|-2)\right\rfloor+1\right)\left|A^{\prime}\right|, \tag{30}
\end{gather*}
$$

where $A^{\prime}=A \backslash\left\{a=\left(v_{1}, v_{i}\right) \cup a=\left(v_{i}, v_{1}\right) \forall i: a \in A\right\}$, i.e., number of arcs after removing $v_{1}$ and all connecting arcs from the graph. The first $|A|$ decision variables are all $x_{i, j}$ variables. They are one if arc $a=\left(v_{i}, v_{j}\right)$ is in the cycle and zero otherwise. The next $|V|$ variables represent the vertex decision variables $y_{i}$. If $y_{i}$ is one, this implies that vertex $v_{i}$ is used. Further, there are $\left(\left\lfloor\log _{2}(|V|-1)\right\rfloor+1\right)(|V|-1)$ decision variables for the MTZ cycle-canceling constraints and additional $\left(\left\lfloor\log _{2}(2|V|-2)\right\rfloor+1\right)\left|A^{\prime}\right|$ for the respective slack variables (see Section 3.5). Each vertex but $v_{1}$ gets one $t$-value (MTZ-constraint), and each of the $\left|A^{\prime}\right|$ MTZ-constraint has its own slack variables. The principle of binary numbers was used for both constraints. $|V|-1$ is an upper-bound for $\max _{j}\left\{t_{j}\right\}$. Thus, there are $\left(\left\lfloor\log _{2}(|V|-1)\right\rfloor+1\right)(|V|-1)$ decision variables which represent the flow in the MTZ cycle-canceling constraints. Based on the number of decision variables, the second approach seems to be superior.

Next to the number of decision variables, the choice of the penalty values is also crucial. Purely mathematically, sufficient high penalty values guarantee that the optimal solution for the QUBO-formulation is feasible and optimal for the original problem. Ideas for finding the lower bounds for those penalties value are given by Lucas [32]. For the implementation here, due to the relatively low precision of the quantum annealer, the larger the penalty value of a constraint, the more weight is put on it , and the less likely it is that this constraint will be violated. If the chosen penalty values are too large, all constraints will be met, but the weight of the objective function is relatively small. D-Wave's autoscale function rescales the QUBO coefficients into a fixed range, making the objective essentially zero after rounding from some point onwards. Therefore, the solution set will only be in the feasible part, but the optimal solution might not be part of it. If, however, the chosen penalty values are too small, it might be better to violate certain constraints in order to make the objective smaller. Nevertheless, infeasible solutions are clearly not desired either. The goal is to set the $\lambda$-values such that the solution to the penalized QUBO formulation returned by the solver is feasible and near the optimal value. In practice, this optimal value is unknown, so we are looking for good, feasible solutions. Where there are ideas on how to do this $[40,41]$, a 'one-fits-all' penalty value was not (yet) found. Therefore, a penalty grid search is conducted to meet the goal described before. The penalty grid search was performed by looping over exponential growing values (1, 10, 100, etc.) for all penalty variables and a linear search in the range of the best found.

Once the number of decision variables and the fitting penalty values are determined, the implementation of the D-Wave Advantage System with over 5000 qubits is then only defining all Hamiltonian matrices and the respective penalty functions. The environment that is used for the implementation is PyQUBO. This package transforms the Hamiltonianmatrix formulation into a proper QUBO formulation. In order to use the tools D-Wave Systems provides to find a solution, the D-Wave Ocean SDK software is utilized.

D-Wave offers multiple types of solvers [42]. This paper, however, narrows its focus to three of them:

D-Wave QPU: The quantum processing unit (QPU) from D-Wave is a lattice of interconnected qubits. This is D-Wave's real quantum computer and would therefore be the best option to use. Nevertheless, the number of qubits is limited, which limits the number of decision variables needed to encode the problem. Thus, using the QPU directly is not an option for most instances.

D-Wave Hybrid BQM Solver: For larger instances, the hybrid BQM solver from DWave is the better option. Here, it is allowed to use 10,000-1,000,000 decision variables, depending on the interaction between the variables. This option is, however, as the name already suggests, a hybrid rather than a full quantum approach. In order to find a solution to the input, the hybrid solver dispatches one or more hybrid solvers and therefore implements multiple individual heuristics. BQM is an acronym for Binary Quadratic Models and specifies the form of the input. The specific methods used are not specified.

D-Wave Hybrid CQM solver: This hybrid solver can, just like the BQM hybrid solver, solve larger instances. CQM is an acronym for Constrained Quadratic Model. The input for this solver is therefore not the QUBO, as it is for the other two solvers, but rather the linear program with the objective function and the respective constraints, where it creates the QUBO itself.

A great advantage of using the Hybrid CQM solver is that there is no need to define the penalty values anymore. Here also, the specific methods used are not specified.

## 5. Classic Versus Quantum

For the final analysis, we use 7 graphs of approximately three sizes. Some characteristics of these graphs are shown in Table 1: number of vertices, number of arcs, and size of the problem in a number of variables, using Equation (30). The first five are randomly created. For the last and biggest instance, we use the debt data (Retrieved from https:/ / figshare.com/articles/dataset/data_txt/14547432/1. (accessed on 10 June 2023)) collected in Huangdao Zone, Shandong Province, China [4]. This graph, as depicted in Figure 3, was decreased in size by deleting all vertices, with an inbound or outbound degree equal to zero and all the corresponding in-/out- arcs. To investigate the maximum capabilities of the D-Wave QPU solver, we used a specific graph structure for the last instance. This graph structure is such that there are $n$ nodes in a full circuit, then adding one extra arc to connect node 2 and $n$, having weight $n-1$, ensuring that this small circuit has a higher weight $(n+1)$ than the larger circuit $(n)$. The largest graph of this form that can be solved on the current QPU has $n=58$. For all graphs, a QUBO is generated, which includes finding the penalty value, as described earlier in Section 4. In Table 2, an example, for instance, 3 , is given of how the solution and the number of feasible solutions found depends on the penalty value. We here only show one dimension as an illustration of the idea, varying $\lambda_{2}$ only. Here $\lambda_{1}$ is removed by fixing the constraint and $\lambda_{3}=10$. The real grid search is executed in both dimensions.

Table 1. Overview of instances used.

| Instance | Vertices | Edges | Variables |
| :--- | :---: | :---: | :---: |
| Instance 1 | 4 | 5 | 29 |
| Instance 2 | 4 | 6 | 38 |
| Instance 3 | 21 | 89 | 878 |
| Instance 4 | 26 | 104 | 1043 |
| Instance 5 | 31 | 116 | 1184 |
| Instance 6 | 202 | 375 | 5943 |
| Instance 7 | 58 | 59 | 857 |

The focus for the comparison of classical computing versus quantum computing is on the problem formulation of finding the MWC, given a starting vertex, as this is the problem with the least number of assumptions. As described in Section 4, the approach of Section 3.5 uses fewer decision variables than that of Section 3.4. Further, the results obtained from the
penalty-value grid search were also better. Therefore, the approach from Section 3.5 is the one of choice for the comparison. For the comparison, we used the classical DFS-approach described in Section 2, Simulated Annealing (SA) based on the defined QUBO and the three (hybrid) quantum approaches as presented in the previous section. Simulated Annealing is a probabilistic technique that approximates the optimal solution. Thus, it is a heuristic in the universe of classical computing. For all methods, we used the default settings, meaning, e.g., default chain strength and no post-processing in the pure QPU approach. Only the maximum calculation time for the Hybrid BQM method was set to 3 and 60 s, respectively, for the small and medium-sized problems.

Table 2. Effect penalty value on best solution found and on the percentage feasible solutions in 250 reads.

| Penalty Value | Best Solution | \% Feasible |
| :---: | :---: | :---: |
| 1000 | - | - |
| 2000 | 47 | $4.4 \%$ |
| 3000 | 46 | $3.2 \%$ |
| 3500 | 42 | $6.4 \%$ |
| 4000 | 76 | $4.0 \%$ |
| 4500 | 51 | $2.8 \%$ |
| 5000 | 52 | $2.0 \%$ |
| 6000 | 31 | $1.6 \%$ |
| 7000 | 32 | $2.0 \%$ |
| 8000 | 31 | $0.8 \%$ |
| 9000 | 44 | $2.0 \%$ |
| 10,000 | 45 | $1.2 \%$ |
| 20,000 | 10 | $0.8 \%$ |
| 30,000 | - | - |



Figure 3. Huangdao Zone graph without vertices of in-/out-degree 0.
Looking at both classical approaches, it is clear that with an increasing number of arcs (and nodes), the computation time also increases.

For small instances, all approaches, quantum and classical, are very fast and accurate, as shown in Tables 3 and 4. With an increasing number of arcs, however, the computation time for the DFS method grows exponentially. The calculation, for instance, 6 has even been aborted due to a memory problem, using a computer cluster (8GB RAM/8 Intel Core Processors (Broadwell, no TSX, IBRS) CPU, 2100 MHz ). However, by the time of receiving the error message, only a very small part of the problem was solved. This implies that, even if the memory issue was fixed, the entire computation would exceed a month. This underlines the computational expensiveness of the problem in classical computing. The computation time for simulated annealing also grows exponentially with an increasing number of arcs but by far not as fast as for the DFS method. Nevertheless, there is a trade-off: the solutions found by the simulated annealing for larger instances are not the optimal solutions found by the DFS method. However, also for bigger instances, SA will not be suitable.

Table 3. Comparing calculation times solvers and methods. The QPU used is the D-Wave Advantage system. The DFS approach is run on a computer cluster (8GB RAM/8 Intel Core Processors (Broadwell, no TSX, IBRS) CPU, 2100 MHz ). The SA approach was run on a laptop using a single Intel i5 core.

| Instances | Classical Approaches |  |  |  | Quantum Approaches |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DFS | SA | QPU (100 Reads) |  | Hybrid BQM |  | Hybrid CQM |  |
|  |  | (750 Reads) | Access Time | E2E | pure QPU | E2E | pure QPU | E2E |
| Instance 1 | 0.201 ms | 0.303 s | 30.390 ms | 5.501 s | 0.130 s | 2.994 s | 0.015 s | 5.000 s |
| Instance 2 | 0.099 ms | 0.474 s | 27.918 ms | 5.081 s | 0.125 s | 2.995 s | 0.015 s | 4.944 s |
| Instance 3 | 8.270 s | 15.842 s | - | - | 1.254 s | 59.997 s | 0.015 s | 5.000 s |
| Instance 4 | 104.520 s | 18.471 s | - | - | 1.387 s | 59.998 s | 0.015 s | 5.061 s |
| Instance 5 | 1791.870 s | 20.309 s | - | - | 1.263 s | 59.998 s | 0.015 s | 4.980 s |
| Instance 6 | - | 150.635 s | - | - | - | - | 0.015 s | 5.256 s |
| Instance 7 | 0.600 ms | 36.213 s | 42.038 ms | 459.220 s | 1.387 s | 59.997 s | 0.015 s | 5.079 s |

Table 4. Comparing solution solvers and methods.

| Instances | DFS | SA | QPU | BQM | CQM |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Instance 1 | 5 | 5 | 5 | 5 | 5 |
| Instance 2 | 5 | 5 | 5 | 5 | 5 |
| Instance 3 | 136 | 79 | - | 58 | 131 |
| Instance 4 | 167 | 71 | - | 42 | 148 |
| Instance 5 | 194 | 55 | - | 135 |  |
| Instance 6 | - | 59 | 59 | 59 | 645 |
| Instance 7 | 59 |  |  | 59 |  |

Looking at times for the direct QPU-solver, one recognizes that more than half of the data are missing. The number of decision variables needed to encode some of the problems simply exceeds the capacity of the QPU. Nevertheless, it is still good to observe that the approach is at least feasible for the smaller instances. The largest problem that was solved here needs much time to find the embedding for the problem. For the hybrid BQM solver, the problem here is not the number of decision variables but rather the solution itself. The BQM solver returns only one solution, whereas the direct QPU solver returns all the reads it performs. To get a feasible best (in terms of energy only) solution, the penalty values are set such that the solution delivered is relatively poor. Lastly, let us have a look at the data for the hybrid CQM solver. The pure QPU time is less than $1 \mathrm{~s}-$ for all instances. For this solver, it does not make a difference whether the number of arcs is 4 or 31 . Nevertheless, just as for the simulated annealing, there is a trade-off in the quality of the result. Considering the motivation of eliminating debt from the system, this solution includes 11 entities and the same number of arcs. The settled amount is 6, implying that in total, $11 \times 6=66$ units of debt can be eliminated. Because of the memory issue for the DFS method, the quality of this result can, however, not be checked. Nevertheless, compared to the result found by simulated annealing, this solution is a major improvement.

## 6. Conclusions and Discussion

In this paper, four different QUBO formulations for finding the MWC in a directed graph were presented. It is expected that this formulation will be of importance when quantum computers are at a size that allows them to bring added value. It was first assumed that the starting point and the number of vertices used in the cycle were both given. Later on, the latter assumption of knowing the number of vertices used was loosened. However, the assumption of knowing the starting vertex is important for all four approaches listed in this paper. The most general problem of finding the MWC in a directed graph would therefore be left as an open problem.

These formulations made it possible to implement these approaches on the D-Wave Ocean SDK software in order to use D-Wave's quantum annealer. For the implementation,
the QUBO formulation itself was not sufficient, however, because the choice of the penalty values is essential. There is still no method that assures optimal results for every instance and problem. The problem of finding more fitting and general methods for setting those penalty coefficients is, therefore, still a problem to be addressed in the future. Due to the fact that there exists limited literature in this field, a penalty grid search was executed. During execution, it became clear that the number of feasible solutions found decreased as the number of nodes and arcs increased.

The final comparison of (hybrid) quantum versus classical computing for this particular problem and the chosen hardware configurations revealed both the up- and downsides of this form of quantum computing. The goal of this paper was to use (hybrid) quantum annealing in order to speed up the computation time needed to solve a problem that is $\mathcal{N} \mathcal{P}$ hard, such as the MWC problem. Using the CQM hybrid solver, the goal of reducing the computation time was reached. The computation time needed for large instances is much lower using quantum computing than it is for classical computing. The results derived by the (hybrid) quantum annealer, however, underline that this approach is a heuristic approach that does not guarantee optimal solutions. Thus, there is a trade-off in time to quality. For the other two solvers, the direct QPU embedding and the BQM hybrid solver, no (good) solutions for larger instances were obtained. The source of the problem, however, differs among these two solvers. In order to solely use the direct QPU, it has to be possible to encode the problem with only a few decision variables. The worst case here is around 175 in a fully connected graph; in our case, we could go up to around 850 variables, as shown before. In the near future, however, a new machine from D-Wave, the Advantage 2, will be available, allowing more decision variables and giving a higher connectivity. For the BQM hybrid solver, on the other hand, to find a solution, the penalty values are set such that worse solutions are found. This highlights once again the importance of penalty values.

For the debt data collected in Huangdao Zone, Shandong Province, China, classical computing for finding the optimal solution (DFS method) did not function at all due to a memory problem. On the other hand, simulated annealing, which is another classical approach, did derive a result for this problem. Nevertheless, simulated annealing is also only a heuristic. The result generated by using the simulated annealing was much lower than the result found by the CQM hybrid solver from D-Wave. Further, the CQM solver also took only about $0.01 \%$ of the time. When looking at the amount of debt that can be eliminated with these solutions, the difference, however, is not as substantial.

Applying the power of quantum computing to related problems might be something to consider for future research. Related problems could entail finding the cycle with the maximal settlement amount or finding the set of disjoint cycles that maximizes the overall weight. Solving these would lead to solutions that allow the elimination of more debt. Further, one could also use different definitions for a cycle, e.g., allow the re-usage of vertices.
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## Appendix A

$$
\begin{align*}
& \sum_{i=1}^{|V|} \sum_{j=1}^{|V|}\left(-w_{i, j} x_{i, j, 0}\right)+\lambda_{1}\left(\sum_{j=2}^{|V|+1}\left(1-\sum_{i=1,(i, j) \in A}^{|V|} x_{i, j, 0}\right)^{2}+\sum_{i=1}^{|V|}\left(1-\sum_{j=1,(i, j) \in A}^{|V|+1} x_{i, j, 0}\right)^{2}\right) \\
& +\lambda_{2}\left(\sum_{i=1}^{|V|+1} \sum_{j=1, j \neq i}^{|V|+1}\left(\left(1-\sum_{r=0}^{2} x_{i, j, r}\right)^{2}+\left(1-x_{j, i, 2}-x_{i, j, 2}\right)^{2}\right)\right)+\lambda_{3} \sum_{a=\left(v_{i}, v_{j}\right) \notin A}\left(x_{i, j, 0}\right)^{2}  \tag{A1}\\
& +\lambda_{4}\left(\sum_{i=2}^{|V|} \sum_{j=2}^{|V|} \sum_{k=2}^{|V|}\left(x_{j, i, 2} x_{k, j, 2}-x_{j, i, 2} x_{k, i, 2}-x_{k, j, 2} x_{k, i, 2}+x_{k, i, 2}\right)\right) . \\
& \sum_{i=1}^{|V|} \sum_{j=1}^{|V|}\left(-w_{i, j} x_{i, j, 0}\right)+\lambda_{1}\left(\sum_{j=2}^{|V|+1}\left(y_{i}-\sum_{i=1}^{|V|} x_{i, j, j, 0}\right)^{2}+\sum_{j=2}^{|V|}\left(y_{j}-\sum_{j=1,(i, j) \in A}^{|V|+1} x_{i, j, 1}\right)^{2}\right) \\
& +\lambda_{2} \sum_{i=1}^{|V|+1} \sum_{j=1, j \neq i}^{|V|+1}\left(1-\sum_{r=0}^{3} x_{i, j, r}\right)^{2}+\lambda_{3}\left(\left(1-y_{1}\right)^{2}+\left(1-y_{|V|+1}\right)^{2}\right)+\lambda_{4} \sum_{a \notin A}\left(x_{i, j, 0}\right)^{2}  \tag{A2}\\
& +\lambda_{5} \sum_{i=1}^{|V|+1} \sum_{j=1, j \neq i}^{|V|+1}\left(\left(y_{i}-\left(1-x_{i, j, 3}+s_{i, j, 3,1}\right)\right)^{2}\left(y_{j}-\left(1-x_{i, j, 3}+s_{i, j, 3,2}\right)\right)^{2}+\left(2-y_{i}-y_{j}-\left(x_{i, j, 3}+s_{i, j, 3,3}\right)\right)^{2}\right) \\
& +\lambda_{6}\left(y_{j}+y_{i}-1+2^{0} s_{i, j, 2,1}+2^{1} s_{i, j, 2,2}-\left(x_{i, j, 2}+x_{j, i, 2}\right)\right)^{2} \\
& +\lambda_{7}\left(\sum_{i=2}^{|V|} \sum_{j=2}^{|V|} \sum_{k=2}^{|V|}\left(x_{j, i, 2} x_{k, j, 2}-x_{j, i, 2} x_{k, i, 2}-x_{k, j, 2} x_{k, i, 2}+x_{k, i, 2}-x_{k, i, 2}\left(1-y_{j}\right)\right)\right) .
\end{align*}
$$
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