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Abstract: An increasing number of people tend to convey their opinions in different modalities. For
the purpose of opinion mining, sentiment classification based on multimodal data becomes a major
focus. In this work, we propose a novel Multimodal Interactive and Fusion Graph Convolutional
Network to deal with both texts and images on the task of document-level multimodal sentiment
analysis. The image caption is introduced as an auxiliary, which is aligned with the image to enhance
the semantics delivery. Then, a graph is constructed with the sentences and images generated as
nodes. In line with the graph learning, the long-distance dependencies can be captured while the
visual noise can be filtered. Specifically, a cross-modal graph convolutional network is built for
multimodal information fusion. Extensive experiments are conducted on a multimodal dataset
from Yelp. Experimental results reveal that our model obtains a satisfying working performance in
DLMSA tasks.

Keywords: document-level multimodal sentiment classification; graph convolutional networks

MSC: 18C50

1. Introduction

Sentiment analysis at the document level aims to identify the opinion on a main
topic expressed by a whole document. Instead of understanding the sentiment at the
sentence or aspect level, DLSA tends to extract the overall sentiment of the whole document.
Driven by the commercial demands, document-level sentiment analysis (DLSA), on the
basis of deep learning algorithms, is currently widely employed to deal with the online
product reviews [1]. That is, the general sentiment toward a product or service based on
an overwhelming abundance of textual data is captured directly and classified as either
positive, neutral or negative [2]. As such, DLSA is capable of delivering opinions in a way
that clearly facilitates the product recommendation and sales prediction [3].

Typically, the task of DLSA mainly focuses on dealing with the textual information.
In line with the flourish of deep neural networks, researchers exploit a variety of methods to
extract textual features and capture the context information from the document. Zhou et al.
utilize a convolutional neural network (CNN) to extract a sequence of higher-level phrase
representations and feed them into a long short-term memory recurrent neural network
(LSTM) to obtain the sentence representation [4]. Yang et al. propose a hierarchical attention
network, which aims to extract the features at both the word and sentence level to construct
the document representation [5]. The DLSA models based on graph neural networks are
also developed [6]. In this model, graphs for each input text are built with significant local
features extracted and the memory consumption reduced.

More recently, the widespread use of smartphones has given rise to more opportunities
to express opinions via different modalities (i.e., textual, acoustic and visual modalities).

Mathematics 2023, 11, 2335. https://doi.org/10.3390/math11102335 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math11102335
https://doi.org/10.3390/math11102335
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0009-0009-6094-551X
https://orcid.org/0009-0005-6399-5740
https://doi.org/10.3390/math11102335
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math11102335?type=check_update&version=1


Mathematics 2023, 11, 2335 2 of 16

On social media, the text and the image are generally taken to mutually reinforce and
complement each other; see Figure 1. For this reason, there is an ongoing trend to devise
document-level multimodal sentiment analysis (DLMSA) methods that tackle multimodal
information. In practice, the major challenge of DLMSA models lies in aligning and fusing
textual and visual information using data of distinguishing format and structure. On the
task of multimodal sentiment analysis, Zadeh et al. work on computing the outer product
between modalities to characterize the multimodal relevance [7]. However, this scheme
greatly increases the feature vector dimension, which results in the difficulty and complexity
of model training. Furthermore, recent publications report the multimodal fusion at the
feature level. Truong et al. consider visual information as a source of alignment at the
sentence level and assign more attention to image-related sentences [8]. In addition, Du et al.
use image features to emphasize the text segment by the attention mechanism and take a
gating unit to retain valuable visual information [9].

The Chinese club special soup is really good. I got the beef shank braised in soy. I 
didn't care for it much until I added the hot sauces. Then it was better. I ‘ll come 
back and try something else. The menu sounds cool.

📷 3 photos

Figure 1. An example of multimodal review.

In spite of the achievements in DLMSA, three principal limitations can be observed:

(1) Previous work generally takes RNN and its variants to encode text, which is challeng-
ing to capture long-range contextual dependencies among sentences, especially for a
large number of texts.

(2) In most DLMSA models, images are used as a complement to texts. The alignment of
textual and visual information is still limited.

(3) The fusion of multimodal information based on the attention mechanism or gating
mechanism not just fails to remove the irrelevant visual information but also introduce
more noise during weighted summation.

In this work, we propose a DLMSA approach based on a cross-modal graph convolu-
tional network to address the issues mentioned above. As such, the document is encoded
to capture semantic information at both the word and sentence level. On the other hand,
the global features of each image are extracted based on which the visual and textual infor-
mation is aligned to enhance the visual representations. To thoroughly integrate the textual
and visual features as well as capture the long-distance dependencies among sentences,
an intramodal fully connected graph is constructed to establish the relation between nodes.
Then, the intermodal graph is developed by setting the relation edges of text nodes to the
most relevant image nodes. The multimodal information is aggregated via the encoding of
a cross-modal graph and sent to sentiment classification.

The contributions of our work are summarized as follows:

• A cross-modal graph convolutional network is proposed to capture the long-range
contextual dependencies of text and filter the visual noise irrelevant to the text based
on which the multimodal information can be sufficiently integrated.

• The description of images is introduced into the proposed model. In this way, the align-
ment of images with their corresponding description is conducted through a multi-
head attention mechanism.
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• Experiments are carried out on datasets from Yelp.com. Experimental results verify
the effectiveness of our model comparing with the state of the art.

The rest of this paper is organized as follows: Section 2 presents some related work.
Section 3 describes our proposed method in detail. In Section 4, experiments and result
analysis are performed. Section 5 summarizes the concluding remarks of our work.

2. Related Work
2.1. Document-Level Sentiment Analysis

Sentiment analysis is a major focus in the field of natural language processing that has
gained an increasing amount of attention. Sentiment analysis determines sentiment polarity
or predicts sentiment scores from a given text. With the advancement in social media,
massive user-generated texts are accessible, which has further promoted the research in
sentiment analysis [10].

In general, a document consists of multiple sentences. While once restricted to pro-
cessing methods, development in DLSA greatly progresses with advances in deep learning
algorithms. On the basis of deep neural networks, a variety of DLSA approaches are
reported [11,12]. Chen et al. train a convolutional neural network (CNN), which is applied
to sentence-level sentiment analysis via pre-trained word vectors, achieving a satisfying
working performance [11]. Lai et al. propose an integrated model by combining the
superiorities of recurrent neural networks (RNNs) and convolutional neural networks
(CNNs) [13]. That is, the context information is captured via RNNs, while the document
representation and the local feature of sentence are derived via CNNs. On the other hand,
RNN-based methods, integrated with attention mechanisms, also have their distinctiveness
in DLSA [14,15]. Specifically, the hierarchical-structure networks are the most pronounced
to process on both word and sentence levels. Yang et al. establish a hierarchical attention
network that, respectively, applies attention mechanisms to word and sentence levels,
which fuses more valuable information into each document [5]. Huang et al. develop
a hierarchical multi-attention network to accurately assign the attentive weights on dis-
tinguishing levels [16]. Huang et al. establish a hierarchical hybrid neural network with
multi-head attention to extract the global and local features of each document [17]. Due
to the distinguishing contribution of each sentence to the sentiment polarity, Choi et al.
propose a gating-mechanism-based method to identify the sentence importance in a docu-
ment [18]. So far, there is an ongoing trend to model the document based on its hierarchical
structure and thus precisely extract the document feature [19,20].

2.2. Document-Level Multimodal Sentiment Analysis

In the multimodal sentiment analysis domain, deep-learning based methods play
a pivotal role. Previous work tends to directly fuse unimodal features to construct a
multimodal representation for sentiment analysis [21–23]. In [21,22], feature vectors from
different modalities are concatenated for multimodal integration. Soujanya et al. extract
textual and visual features using CNN, concatenate the multimodal features, and classify
the sentiment polarity via a multicore learning classifier. However, such approaches fail to
deal with the cross-modal interaction [23]. In [7], a TFN model is proposed to use tensor
outer products to dynamically model data across modalities. This approach generally
results in oversized models for training.

More recently, studies have addressed multimodal interaction and information fusion,
especially by using attention mechanisms [24–27]. Amir et al. develop a multi-level atten-
tion network to extract multimodal interaction by assuming the interactions of different
information between modalities [24]. Xu et al. propose a visual feature guided attention
LSTM model to extract words for sentiment delivery and aggregate the representation of
informative words with visual semantic features, objects and scenes [25]. Since textual and
visual information reinforce and complement each other, Xu et al. construct a co-memory
network to iteratively interact the textual and visual information for multimodal sentiment
analysis [26]. Similarly, Zhu et al. apply an image–text interaction network for multimodal
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analysis to explore the interaction between text and image regions through a cross-modal
attention mechanism [27].

Notwithstanding, all the aforementioned work is carried out based on the one-to-
one correspondence between text and images. While in practice, for most multimodal
samples such as blog posts and e-commerce reviews, no conformity between text and image
information is set in advance. For example, a single document can contain multiple images.
As we know, the DLMSA is a more text-oriented task, and the image features are auxiliary
for better analysis [8,28]. Instead of directly feeding images into sentiment classifiers, visual
information is typically considered as a source on sentence-level alignment. Truong et al.
exploit pre-trained VGG networks to obtain image features and then align the visual
information as attention to each sentence, based on which more focus is assigned to image-
related sentences [8]. Guo et al. leverage a set of distance-based coefficients for image and
text alignment and learn sentiment representations of documents for online news sentiment
classification [29]. Aiming to obtain the sentiment-related information, Du et al. propose a
method based on a gated attention mechanism [9]. In this method, a pre-trained CNN is
taken to extract fine-grained features of images, and then, the gated attention network is
employed to fuse the image and text representations, based on which a better sentiment
analysis result is achieved.

3. Methodology
3.1. Task Definition

The DLMSA task is defined as follows: consider that a document d contains L sentences
and each sentence si(i ∈ [1, L]) contains words wi,t with t ∈ [1, T]. Meanwhile, N images
aj = {a1, a2, . . . , aN}, j ∈ [1, N] are attached to the document d. Notably, the sentiment of
each document is labeled as y ∈ {1, 2, . . . , C} where C = 5 in our work. The main purpose
of our method is to predict the sentiment labels of the document based on the textual and
visual information.

3.2. Model Architecture

The architecture of the proposed Multimodal Interaction and Fused Graph Convo-
lutional Network (MIFGCN) is presented in Figure 2. Generally, our model consists of
four main modules: a text encoder, an image encoder, a cross-modal graph convolutional
network module and a sentiment classifier. Specifically, three major steps are performed.
To start with, a text encoder and an image encoder are employed to extract the textual
features and visual features from the input, respectively. Then, the cross-modal graph
convolutional network module is utilized to interact and fuse the textual and visual infor-
mation, together with capturing the long-range dependencies between sentences. Lastly,
the document representation is derived with the integration of visual features based on
which the sentiment label is predicted.

3.2.1. Text Encoder

With respect to the user-generated content such as e-commerce reviews, the textual
information is generally presented as a document. The simple feature extracting from the
entire document fails to precisely capture the contextual information. Basically, a document
consists of multiple sentences, while a sentence further consists of multiple words. Inspired
by the work of [5], a hierarchical structure that deals with the semantics on both the word
level and sentence level is proposed for document comprehending.

Each word is mapped into a low-dimensional vector by looking up in a pre-trained
word-embedding matrix We ∈ R|V|×de where |V| is the lexicon size and de is the dimension
of word vector [30], i.e.,

ei,t = wi,tWe ∈ Rde (1)

where wi,t ∈ R|V| is a one-hot vector donating the t-th word of the i-th sentence in the given
document, with t ∈ [1, T] and i ∈ [1, L].
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Figure 2. Overall architecture of the proposed Multimodal Interaction and Fused Graph Convolu-
tion Network.

Then, the word vectors are taken for further processing. Following the work of
Hazarika et al. [31], the convolutional neural network (CNN) is employed to extract the
semantic information at the word level. Three distinguishing convolutional kernels of sizes
1, 2 and 3, with 100 feature maps, are used to distill the n-gram features of each sentence.
The output is thus sent to the pooling procedure. Existing approaches typically adopt
maximum pooling to tackle the semantic features. However, considering the quantity of
words in every single sentence, a Top-K pooling operation is developed, which preserves
the two largest values in each feature map. Subsequently, an ELU (Exponential Linear
Unit) activation function and a 100-dimensional linear layer are performed for contextual
information enhancing. Then, sentence vector xi is thereby generated with the word-level
features extracted and aggregated via TEXTCNN:

Ei = {ei,1, ei,2, . . . , ei,T} ∈ RT×de (2)

xi = TEXTCNN(Ei), xi ∈ Rdh (3)

X = {x1, x2, . . . , xL} ∈ RL×dh (4)

Furthermore, each sentence si in the document is encoded via Bi-GRU. For the sentence
vector xi, the forward hidden states vector

−→
hi and the backward hidden states vector

←−
hi

are concatenated as the output hidden states ht
i =

[−→
hi ,
←−
hi

]
. Specifically, the information of

not only si, but also its neighboring sentences are collected; see Equation (5):

Ht =
{

ht
1, ht

2, . . . , ht
L
}
= Bi−GRU(X) ∈ RL×2dh (5)

The output Ht =
{

ht
1, ht

2, . . . , ht
L
}

is applied to construct a fully connected graph and
interact with the visual information.

3.2.2. Image Encoder

In most cases, a document involves more than one image. For DLMSA tasks, the image
features are auxiliary for information comprehending and sentiment delivery. According
to Figure 1, the images of restaurant reviews relating to food and service tend to convey a
positive sentiment. In our model, the VGG-16 network [32] is employed for visual feature
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extraction due to its pre-training on the large-scale dataset ImageNet [33]. Concretely,
the image aj is fed into a pre-trained VGG-16 network for encoding. The outcome of the
last fully connected layer is taken as the encoding output, which is denoted as mj:

mj = VGG
(
aj
)
, mj ∈ R4096 (6)

For the alignment of text and image, the image caption is introduced to describe the
content of the image. For example, an image caption of “veggie dumplings” refers to the
dumplings placed on the plate. Hence, benefiting from the textual feature extracting pro-
cess, the hidden vector representation of the image caption Hc =

{
hc

1, hc
2, . . . , hc

N
}
∈ RN×2dh

can be derived, whose number equals to the image number. The image vector
M = {m1, m2, . . . , mN} ∈ RN×4096 is sent to a fully connected layer, which we have:

Hm = M ∗Wm + bm (7)

where Hm ∈ RN×2dh and Wm ∈ R4096×2dh .
Then, instead of the cross-modal concatenation, the multi-head attention mechanism

is carried out for alignment:

head i = softmax
((

HcWQ
)
×
(

HmWK
)T
)
×
(

HmWV
)

(8)

dhead =
2dh

nhead
(9)

Hv
att = Concat

(
head 1, head 2, . . . , head nhead

)
(10)

where WQ, WK and WV ∈ R2dh×dhead are linear-layer weight matrices; dhead is the di-
mension of the attention layer and nhead is a hyperparameter indicating the attention
head number.

The image and the text are aligned to obtain the semantic information of images.
Notably, there exist internal connections of images attached to the same document, which
benefits the comprehending of textual content. In light of essential connections among
images, a Bi-GRU is taken to obtain the enhanced image representation based on the aligned
image vector Hv

att, which is:

Hv = {hv
1, hv

2, . . . , hv
N} = Bi−GRU(Hv

att) ∈ RN×2dh (11)

3.2.3. Cross-Modal Graph Convolutional Network Module

In order to capture long-range dependencies between sentences and fuse the multi-
modal information, we propose a cross-modal graph convolutional network on the task
of DLMSA. A fully connected graph is first established using hidden state vectors of text.
Then, the attention mechanism is combined with the top-k approach for text and image
alignment, which aims to construct a cross-modal graph. The cross-modal graph is fed into
a multilayer graph convolutional network for textual and visual information fusion.

Graph construction

To represent a document with L sentences and N images, we use a graph where
nodes correspond to both sentences and images. The edges in the graph depict long-
range dependencies between sentences, relationships between images, and interactions
between modalities.

Node construction: Each sentence ht
i and each image hv

j are characterized by nodes
within the graph. As mentioned above, the document d contains L sentences and N images.
Thus, the number of nodes for the given document is L + N.

Edge construction: Different sentences have certain connections with each other to
convey sentiment information. To precisely model their relationship, the nodes of two



Mathematics 2023, 11, 2335 7 of 16

sentences are established with an edge, based on which the long-range dependencies can be
captured. Specifically, we employ the attention mechanism to obtain the semantic relation
between sentences. Then, the attention weight is derived and used as an edge weight for
the node connection, which is given by:

At = softmax
((

HtWQ
t

)
×
(

HtWK
t

)T
)

(12)

where WQ
t and WK

t ∈ R2dh×datt are linear-layer weight matrices.
The greater the edge weight between nodes that is computed, the greater the impor-

tance determined between them.
In such a manner, the relation of image nodes can also be built:

Av = softmax
((

HvWQ
v

)
×
(

HvWK
v

)T
)

(13)

where WQ
v and WK

v ∈ R2dh×datt are linear-layer weight matrices.
Assume now that each sentence involves one most relevant image; then, the visual

information from other images can be filtered.
For nodes of different modalities, we tend to filter the noise of irrelevant images during

the edge construction procedure. In this way, for the multimodal nodes, the attention
mechanism is performed to compute the relevance of each sentence toward each image.
Moreover, to remove the interference from unrelated images, we apply the top-k approach
to maintain the most relevant image of each sentence as its neighboring node. Accordingly,
the edge between the sentence and the image is established, which is used for image and
text alignment. The attention weight as the edge weight of connected nodes is computed as:

Atv = topk
(

softmax
((

HtWQ
tv

)
×
(

HvWK
tv

)T
))

(14)

Avt =
(

Atv)T (15)

where both WQ
tv and WK

tv ∈ R2dh×datt are linear-layer weight matrices.
Apparently, there are three categories of edges in the graph: (1) unimodal edges

connecting text nodes, (2) unimodal edges connecting image nodes, and (3) cross-modal
edges connecting text and image nodes. In order to distinguish the three relationships
denoted by the edges, the edge-weighting is performed as:

A(i, j) =


µ× At if i < L, j < L
γ× Av if i ≥ L, j ≥ L
Atv if i < L, j ≥ L
Avt if i ≥ L, j < L

(16)

where µ and γ are hyperparameters and A is the adjacency matrix between the nodes.

Graph learning

During the multimodal feature extraction, to stack more graph convolutional layers to
distill information from higher-order neighbors while mitigating over-smoothing, following
the work of Chen et al. [34], the deep graph convolutional network GCNII is employed for
information encoding, which further fuses multimodal information. Specifically, graph
convolution on the (l + 1)-th layer is defined as:

G(l+1) = σ
((

(1− α)P̃G(l) + αG(0)
)((

1− β(l)
)

I + β(l)W(l)
))

(17)

together with
G(0) =

[
Ht, Hv] (18)
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and
P̃ = D̃−1/2 ÃD̃−1/2 = (D + I)−1/2(A + I)(D + I)−1/2 (19)

where P̃ denotes the normalized graph Laplacian matrix; D is the pairwise angle matrix; I is
the unit matrix; and σ refers to the activation function. In addition, α is the hyperparameter
to control the residual connectivity, based on which the final representation of each node
concerns the input features, together with alleviating the issue of over-smoothing caused
by deep layers. The parameter β is set to ensure that the decay of weight matrix W(l)

adaptively adjusts with the increasing of graph convolution layers. For β = log
( η

l + 1
)
, η

is the hyperparameter.

3.2.4. Sentiment Classifier

As we know, the DLMSA is a more text-oriented task, and the image features are
auxiliary for better classification. In this context, we send the textual representation
Gt =

{
gt

1, gt
2, . . . gt

L
}
∈ RL×3dh that incorporates visual information into the sentiment clas-

sifier. A soft-attention network is employed to map Gt into the attention space via a
nonlinear activation function, based on which to learn the importance ωi of each sentence
gt

i . The final document representation d is derived as:

pi = PT tanh
(
Wggt

i + bg
)

(20)

ωi =
exp(pi)

∑i exp(pi)
(21)

d = ∑
i

ωigt
i (22)

where P is a randomly initialized global attention vector, Wg is the weight of the linear
layer and bg is the bias term.

Lastly, a Softmax function is taken as a classifier to predict the sentiment label of
the document:

ŷ = softmax(Wod + bo) (23)

where ŷ ∈ RC.

3.2.5. Model Training

The model training is carried out by using cross-entropy and L2 regularization as the
loss function, which is given as:

L = −
N
∑
x=1

C

∑
z=1

yz
x log ŷz

x + λ‖θ‖2 (24)

where N denotes the number of training samples, and C denotes the number of sentiment
labels. ŷz

x∈ RC is the probability distribution of the predicted sentiment of the x-th data
and yz

x refers to its real sentiment label. Notably, the L2 regularization is carried out to
prevent overfitting. The parameter λ is the regularization factor, while θ stands for the set
of all trainable parameters in the model.

4. Experiment

In this section, experiments are conducted to evaluate the working performance of
MIFGCN in DLMSA tasks. The results of our model are analyzed in comparison with the
baselines. Then, an ablation study is carried out to investigate the effectiveness of different
components. In addition, the significance of hyperparameters is studied. We investigated
the performance of the MIFGCN under different hyperparameter conditions. In addition,
we analyzed the cross-modal graph convolutional network module in feature visualization.
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4.1. Dataset

We carry out our experiment on the restaurant reviews of a dataset from Yelp [8],
which involves 44,000 reviews and 244,000 images across five cities in the US, including
Boston (BO), Los Angeles (LA), Chicago (CH), New York (NY), and San Francisco (SF).
Each sample contains one document and three or more images. Specifically, every single
review is rated from 1 to 5 to represent each consumer’s opinion. The whole dataset is
further divided into a training set, a validation set and a test set. Details of the dataset are
given in Table 1.

Table 1. Statistics of the Yelp dataset.

Dataset Train Valid
Test

BO CH LA NY SF

#Docs 35,435 2215 315 325 3730 1715 570
Avg. #Words 225 226 211 208 223 219 244
Max. #Words 1134 1145 1099 1095 1103 1080 1116
Min. #Words 10 12 14 15 12 14 10
Avg. #Images 5.54 5.35 5.25 5.60 5.43 5.52 5.69
Max. #Images 147 38 42 97 128 222 74
Min. #Images 3 3 3 3 3 3 3

4.2. Experimental Settings

The initialization of all word embeddings is conducted using 300-dimensional vectors
pre-trained by Glove [35]. The hidden layer of the model is set to 100. The head number
of the multi-head attention network is 8. In addition, the layer number of the cross-
modal graph convolutional network is 4, while the number of k is 1 in the top-k module.
The weights µ, γ for the different types of edges in the cross-modal graph convolutional
network are designated as 0.8 and 0.1, respectively. All parameter matrices in the model
are initialized by Xavier uniform distribution. Moreover, the Adam optimizer [36] is
adopted during model training with the learning rate of 0.0003 and the batch size of 32.
The L2 regularization factor λ is 0.00003. A dropout rate of 0.4 is taken to alleviate the
overfitting problem.

In the dataset, each sample contains at least three images. We draw images randomly
from each sample, and the number of images is fixed at three. This is because when there
are more than three images, a large proportion of the documents will be excluded, resulting
in a sharp reduction in the amount of data, which is about 40% in the dataset. We therefore
ensured that all data, regardless of category, had the same number of images to eliminate
bias in the data.

4.3. Baselines

Comprehensively, we take six baseline methods to demonstrate the working perfor-
mance of the proposed model:

• Bi-GRU [37]: A classical model that is based on bi-directional gated units for extract-
ing word-level textual features and generating high-quality textual representations.
Considering the multiple images, a pooling operation is used to aggregate visual
features, which are further concatenated to textual features for sentiment classification.
The average pooling and maximum pooling of the images are performed by Bi-GRU-a
and Bi-GRU-m, respectively.

• HAN [5]: A hierarchical attention network that separately extracts word-level and
sentence-level features and then generates document representation by aggregating
sentence features. With respect to visual features, we also use the variants HAN-a and
HAN-m to conduct average pooling and maximum pooling, respectively.

• TFN [7]: A tensor fusion approach that calculates the correlation of intermodal features
and fuses the multimodal information. With respect to visual features, we also use
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the variants TFN-a and TFN-m to conduct average pooling and maximum pooling,
respectively.

• VistaNet [8]: A HAN-based approach that computes the sentence representation
attention using visual features as QUERY to highlight sentence importance. The textual
and visual fusion is carried out via weighted summation.

• LD-MAN [29]: A HAN-based approach that models the textual layout as visual loca-
tions, aiming to align images with corresponding text. The multimodal representation
is learned via distance-based coefficients and using a multimodal attention module.

• GAFN [9]: A gated attention network that fuses visual and textual information to
generate vector representations for sentiment classification.

• HGLNET [38]: A hierarchical global–local feature fusion network that fuses global
features of textual and visual modalities as well as captures the fine-grained local
semantic interactions between two modalities.

4.4. Experimental Results and Analysis

Experimental results of MIFGCN and the baselines are presented in Table 2. In this
experiment, we adopt the accuracy as the evaluation metric to exactly demonstrate the
working performance, where Avg. represents the weighted average accuracy of the results
based on the document numbers of five cities referring to Table 1. Among all the methods,
our model achieves the best results on two city settings, i.e., LA and SF. The average
accuracy reaches 62.29%, which outperforms the baselines.

Table 2. Performance comparison to baselines on the Yelp dataset (Accuracy).

Methods BO CH LA NY SF Avg.

TFN-a 46.35 43.69 43.91 43.79 42.81 43.89
TFN-m 48.25 47.08 46.70 46.71 47.54 46.87

Bi-GRU-a 51.23 51.33 48.99 49.55 48.60 49.32
Bi-GRU-m 53.92 53.51 52.09 52.14 51.36 52.20

HAN-a 55.18 54.88 53.11 52.96 51.98 53.16
HAN-m 56.77 57.02 55.06 54.66 53.69 55.01
VistaNet 63.81 65.74 62.01 61.08 60.14 61.88
LD-MAN 61.90 64.00 61.02 61.57 59.47 61.22

GAFN 61.60 66.20 59.00 61.00 60.70 60.10
HGLNET 65.47 69.58 60.78 63.43 60.35 62.07

MIFGCN (Ours) 62.86 67.38 62.01 61.17 64.04 62.29
Bold numbers represent the best results among methods.

The TFN-a and TFN-m methods obtain the worst results with the application of
tensor fusion for cross-modal interaction. The main reason is that DLMSA is a more
text-oriented task, and the images are supplementary to the document. It is challenging
to capture sentiment information by simply fusing the features from both modalities
through computations.

In contrast, LD-MAN and VistaNet extensively improve the results by modeling
visual features as sentence attention to extract important textual information instead of
distilling sentiment from images. Notably, LD-MAN considers both textual and visual
features for sentiment polarity prediction, which leads to an inferior result than VistaNet.

The HAN-based models (HAN-a and HAN-m) show superiority to the Bi-GRU-based
models (Bi-GRU-a and Bi-GRU-m). The HAN-based models are capable of modeling
the document hierarchically, in which way both word- and sentence-level semantics are
extracted. In such a manner, LD-MAN and VistaNet are also more competitive than GAFN.
In addition, one can easily observe that the maximum pooling overperforms the average
pooling in DLMSA tasks.

In comparison with the state of the art, our model achieves the best classification
accuracy on average. The minimum performance gap is 0.22% against HGLNET. The main
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reason is the application of GCN to the DLMSA task. For one thing, MIFGCN models the
sentences of a document as nodes in a graph within a hierarchical structure, which not just
captures the long-distance information between sentences but also enhances the sentiment
delivery between sentences. For another, we also transform the images to nodes in the
graph and construct a cross-modal graph convolutional network. In this way, the noises
caused by irrelevant visual features can be effectively filtered. Experimental results identify
the distinctiveness of our model in DLMSA, which sets a solid foundation for modeling
text and images into graphs for multimodal information fusion.

The confusion matrix of MIFGCN over all the test data is exhibited in Figure 3. The col-
ors on the main diagonal represent the prediction results. The closer the normalized result
approaches 1, the higher the accuracy reaches, and the darker the color presents. Clearly,
the proposed model obtains a satisfying performance on different labels. Specifically,
the accuracies on label 1 and label 5 reach 75% and 68%, respectively, which substantially
demonstrates the superiority of our model.

Figure 3. The confusion matrix on total test data of Yelp dataset (five cities).

4.5. Ablation Study

In order to determine the importance of the different components in the proposed
model, an ablation study is conducted; see Table 3.

Table 3. Ablation study results.

Model BO CH LA NY SF Avg.

MIFGCN (Full Model) 62.86 67.38 62.04 61.17 64.04 62.29

w/o C 65.08 67.08 61.39 61.05 58.77 61.53
w/o V & C 57.46 65.54 61.96 60.58 61.05 61.49

w/o G + Attn 64.13 65.54 61.47 60.76 59.12 61.41
w/o G 62.22 66.46 60.70 60.52 61.58 61.08

Bold numbers represent the best results.

w/o C: The image caption for visual feature alignment is removed. The 4096-dimensional
image features extracted from the pre-trained VGG network are sent to the cross-modal
graph convolutional network.
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w/o V & C: Image processing modules are ablated. Only the textual features from the
text encoder are fed into the graph convolutional network for sentiment classification.

w/o G + Attn: The cross-modal graph convolutional network module is replaced with
a multi-head attention network.

w/o G: The cross-modal graph convolutional network module is ablated from the
basic model.

The results show that the most important module for our method is the cross-modal
graph convolutional network module. The accuracy decreases by 1.94% with the removal
of the cross-modal graph convolutional network module, indicating the significance of
cross-modal interaction in DLMSA. Similarly, the replacement of the cross-modal graph
convolutional network module with the multi-head attention network also results in an
accuracy drop of 1.41%. Moreover, the image caption also makes a contribution to enhance
the semantic representations with the alignment of visual features. Comparing the results of
w/o V & C and w/o G, the graph convolutional network structure is retained in w/o V & C,
which shows a slightly better performance. Even if only modeling the text as a graph
can the long-range dependencies between sentences be precisely captured. As a result,
the accuracy of sentiment classification is thus improved, which further demonstrates the
effectiveness of graphs in document modeling.

4.6. Impact of GCN Layers

The effect of different GCN layers on the model performance is also investigated; see
Table 4. We observe that the model performs the worst with one-layer GCN. A possible
explanation is that little sentiment information is aggregated with the GCN of a small
layer number. With the increasing of layer number, the working performance of our model
also presents an increasing trend. The optimal number of the GCN layer is 4 for Yelp. In
contrast, the continually increasing layer numbers also cause the overfitting of textual and
visual features, which leads to the accuracy decline.

Table 4. Comparison of performance with different numbers of layers.

layers Avg.

1 61.26
2 61.31
4 62.29
8 61.18
16 61.16
32 60.72

Bold numbers represent the best results.

4.7. Impact of Top-k in Cross-Modal Graph Convolutional Network

While constructing the cross-modal graph, we take the top-k method to select the
most relevant images and thus generate edges between image nodes. As such, the value
of k exactly affects the performance of the proposed model. As presented in Table 5, our
model obtains the lowest average accuracy with the k value of 3. Since a large proportion
of documents involves three images in the dataset, the parameter k = 3 indicates that all
visual information is incorporated. In such a manner, the noise is introduced to confuse
the sentiment prediction. By contrast, our model reaches the best performance when k = 1.
Following this result, in most DLMSA samples, only one most-related image contains a
large proportion of semantic-related features for sentiment delivery. By modeling images
into nodes within a graph, each textual node connects to only the most relevant visual
features, preventing the interference of unrelated images and enhancing the cross-modal
semantics aggregation.
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Table 5. Comparison of different values of k in top-k module.

k Avg.

3 61.43
2 61.60
1 62.29

Bold numbers represent the best results.

4.8. Hyperparameter Analysis

There are two hyperparameters in our model, i.e., the edge weights µ and γ in
Equation (16). The results of distinguishing hyperparameter configuration are given in
Figure 4. The optimal values for µ and γ are 0.8 and 0.1, respectively. Since the intramodal
information has a tight connection for sentiment delivery, the application of GCN precisely
captures the sentiment for further classification. Notably, the textual edges obtain higher
weights than the visual edges, revealing that the text involves more with the sentiment
information in DLMSA tasks.

0.2 0.4 0.6 0.8 1.0 0.0
0.2

0.4
0.6

0.8
1.060.00

60.25
60.50
60.75
61.00
61.25
61.50
61.75
62.00
62.25
62.50

62.29
Avg_Acc(%)

61.0

61.2

61.4

61.6

61.8

62.0

62.2

Figure 4. Impact of different µ and γ on the performance of MIFGCN.

4.9. Visualization

The working performance of our model is further studied by visualizing the effective-
ness of the cross-modal graph convolutional network. Both the input and output textual
representations from the cross-modal graph convolutional network are extracted and down-
scaled into a two-dimensional space using the TSNE algorithm [39]; see Figure 5. Figure 5a
illustrates the inputs to the cross-modal graph convolutional network, while Figure 5b
presents the output textual representations with visual features integrated. The labels rated
from 1 to 5 stand for the five sentiments of the Yelp dataset. In Figure 5a, the boundaries
between the different categories are not clear. A large proportion of intersecting parts
can mislead the sentiment classification. After the multilayer graph learning process,
the five sentiment classes are distinguished with a longer distance, as shown in Figure 5b.
Moreover, the representations of the same sentiment are aggregated with the intra-class
distance decreases. For sentiment rating 2 and rating 3, the overlapping between classes is
significantly reduced; so is that of rating 4 and rating 5. In this way, the cross-modal graph
convolutional network module is capable of aggregating multimodal features containing
sentiment information, which effectively improves the sentiment classification accuracy.
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4.10. Case Study

The effectiveness of our model is further validated by visualizing the attention scores
of different sentences in a given document. In Figure 6, a normalized attention score of
each sentence from a review rated five is presented. The darker the color is, the higher the
attention assigned, and thus the larger the contribution made to the sentiment delivery.
With respect to our model, the focus is not just given to the adjacent context (e.g., “Service
was also fast and friendly.”) but also to the long-dependency information (e.g., “Impressive
new restaurant . . . ”). Notably, the sentence “We will be returning in the near future”
receives the highest attention score, despite the absence of intuitive sentiment words. As
a consequence, our model is capable of exploiting and integrating contextual information
into sentiment convey, even for long-distance dependency.

(a) (b)

Figure 5. Visualization of text features projected to two-dimensional space. (a) Textual feature inputs
to a cross-modal GCN . (b) Textual feature fused with visual feature output of a cross-modal GCN.

0.0 0.5 1.0

Impressive new restaurant (hidden neighborhood gem?)

Kudos to the chefs and their creative dishes

When I first ... bone marrow, and blue flower mousse

All dishes were a hit for 3 of us picky eaters

Service was also fast and friendly

We will be returning in the near future

0.22

0.11

0.0

0.18

0.41

1.0

Normalized score

0.0

0.2

0.4

0.6

0.8

1.0

Figure 6. Case study. An online review rated 5 from Yelp.com

5. Conclusions

In this work, a novel Multimodal Interaction and Fused Graph Convolutional Network
(MIFGCN) is proposed on the task of DLMSA. Our model deals with not just the texts and
images but also the image captions. To start with, the image caption is aligned to the image
to precisely convey the semantic information. Furthermore, the sentences and images are
modeled as nodes to construct a graph. A cross-modal graph convolutional network is
established to capture the long-distance contextual information and filter the visual noise,
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in which way the multi-modal information can be thoroughly interacted and fused. To the
best of our knowledge, this is the first model that exploits cross-modal graph convolutional
network to integrate the textual and visual features for sentiment information extraction.
Comparing with the state-of-the-art methods, our model achieves a competitive result on
the dataset from Yelp. The effectiveness of our model and its components is validated in a
variety of experiments.

Nevertheless, the proposed model still has limitations in dealing with the more fine-
grained information of the image. In future work, more focus will be given to extract
fine-grained information from images to facilitate the sentiment classification. Other than
that, we tend to explore and exploit the external knowledge in DLMSA, which facilitates
the learning of latent semantics from sentences.
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