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Abstract: Computational science simulations produce huge volumes of data for scientific research
organizations. Often, this data is shared by data centers distributed geographically for storage and
analysis. Data corruption in the end-to-end route of data transmission is one of the major challenges
in distributing the data geographically. End-to-end integrity verification is therefore critical for
transmitting such data across data centers effectively. Although several data integrity techniques
currently exist, most have a significant negative influence on the data transmission rate as well
as the storage overhead. Therefore, existing data integrity techniques are not viable solutions in
high performance computing environments where it is very common to transfer huge volumes
of data across data centers. In this study, we propose a two-phase Bloom-filter-based end-to-end
data integrity verification framework for object-based big data transfer systems. The proposed
solution effectively handles data integrity errors by reducing the memory and storage overhead and
minimizing the impact on the overall data transmission rate. We investigated the memory, storage,
and data transfer rate overheads of the proposed data integrity verification framework on the overall
data transfer performance. The experimental findings showed that the suggested framework had 5%
and 10% overhead on the total data transmission rate and on the total memory usage, respectively.
However, we observed significant savings in terms of storage requirements, when compared with
state-of-the-art solutions.

Keywords: big data; geo-distributed data centers; data integrity; Bloom filter; parallel file system;
high-performance computing

MSC: 68M14; 68M15

1. Introduction

A terabyte(s) to a petabyte(s) of data is generated every day by modern scientific
centers such as ORNL [1], CERN [2], and LIGO [3]. Furthermore, in the modern age, every
single entity is associated with some digital components or equivalents that may generate
data. Security cameras, mobile phones, smart home devices, and telemetry devices are
just a few examples of the many electronic devices that are constantly generating data and
digital content. There are more than 2.5 quintillion bytes generated by internet users every
day [4], and this pace has been increased by current technologies, such as AI (artificial
intelligence), IoT (Internet of Things), and ML (machine learning).

Service providers distribute their data centers geographically all over the globe to
give better service to consumers in terms of availability and response time, depending
on their location. This leads to a huge growth in the need for high-performance data
transmission across the data centers distributed geographically. Although network speeds
are approaching petabits per second and storage capacity is approaching a zettabyte, there
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is still a significant performance gap between network and storage. As a result, increasing
end-to-end data transmission rates has become a major challenge for service providers.

Data centers are equipped with PFSs (parallel file systems) to decrease the impedance
mismatch between the network and storage and also to increase the scalability [5,6]. Conse-
quently, the PFSs help to deliver the much required inter-data-center high-performance
data transfers. However, resources in such PFSs, are highly shared among users. Owing to
this, users might be contending for the same resources. As contention for these resources
increases, there can be a significant gap between the actual and estimated I/O perfor-
mance [7,8]. To avoid such contention issues and to increase the data transfer rates, scholars
have suggested object-based big data transfer frameworks [9–12] to prevent temporarily
congested servers from transferring data.

Object-based big data transfer frameworks [9–12] utilize the file(s) storage architecture
and boost data transmission rates by sending the objects of multiple files in parallel. Due to
the object nature of data and concurrent processing, data transfer frameworks might send
objects of one logical file from the host to the destination in an out-of-order fashion. If the
end-to-end path has any faults, the out-of-order nature of the data transmission will result
in data integrity errors. To avoid such data integrity issues, after recovering from the fault,
this kind of data transfer framework necessitates the retransmission of the whole file data
(objects), causing undesirable congestion.

For the authenticity of big data, the integrity of the data that is transferred must
be guaranteed. While several techniques (e.g., TCP checksum) [13] currently maintain
point-to-point data integrity in transit, explicit end-to-end data integrity validation protects
scenarios that may go unreported by usual in-transit procedures. End-to-end data integrity
in big data transfer systems refers to the reliability and trustworthiness of data throughout
the data transfer lifecycle. Without end-to-end data integrity support, it is not possible for
the data transfer system to ensure whether the data that is transferred to the sink-end PFS
is the same as the data that users or applications have created at the source-end PFS. Using
end-to-end data integrity verification, it is possible to protect the data against hardware
issues (network or servers), software bugs, and storage write errors (misplaced or partial
writes) by the hard disks or SSDs, and more.

Checksumming is the most basic implementation of end-to-end data integrity [14].
Both sink and source endpoints retrieve the data from storage after a successful data transfer
and then calculate the checksum with a hash technique including SHA1 [15] or MD5 [16].
The transfer is considered successful if the calculated checksums at both ends are the same;
otherwise, the file at the sink end is deemed to be damaged, and the transmission is redone.
Conventional checksum tools are both serial and file-based. Therefore, data integrity
verification frameworks based on the checksum method fall short as far as large-scale
datasets are concerned. If the dataset contains large files, then the checksum computation
either fails, owing to the size of the data, or takes an extremely long time to process. File-
based checksums, on the other hand, are cumbersome and unusable when the dataset
comprises millions of small files.

End-to-end data integrity verification in large scale data transfers is not only essential
but also very expensive. It increases the amount of disk I/O and processing needed for
the data transfer, thereby reducing the overall data transfer performance [17,18]. In this
work, our aim is to design a data integrity verification framework for object-based big
data transfer systems. Owing to the object nature of the data transfer, it is possible to
transfer the objects of a logical file in a random order. Therefore, serial and file-based
checksumming-based data integrity verification methods are not suitable.

To address the limitations of the traditional serial and file-based checksumming tools,
Xiong et al. [19] proposed a standalone, scalable data integrity check tool for large-scale
datasets. This tool breaks the files in the data storage into chunks of reasonable size and
calculates chunk-level checksums in parallel. However, the parallel nature of the execution
results in checksum ordering issues. To overcome checksum ordering issues, as well as
to optimize the memory, a Bloom filter data structure is used. Though this method is
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efficient in data storage systems, this method of data integrity falls short in detecting and
recovering from silent data corruption errors in the end-to-end path of the data transfer. In
this work, our aim is to support an end-to-end data integrity verification framework for
object-based big data transfer systems while minimizing the impact on the overall data
transfer performance.

In this paper, our proposed two-phase Bloom-filter (TPBF)-based data integrity verifi-
cation framework aims to reduce the memory and storage footprint without affecting the
data transfer performance. To the best of our knowledge, our proposed framework is the
first of its kind to address end-to-end data integrity verification for object-based big data
transfer systems. The major contributions of our work are listed below.

• A data- and layout-aware Bloom filter (DLBF) mechanism for effectively handling object
and file level data integrity verification with object-based big data transfer systems.

• For efficiently handling dataset level integrity verification, we developed a two-phase
Bloom-filter (TPBF)-based end-to-end data integrity verification framework for opti-
mizing the memory and storage footprint when compared with state-of-the-art data
integrity solutions.

• We utilized a Lustre file system [20–22] that interacts over an InfiniBand (IB) net-
work [23,24] to evaluate the proposed design. Based on the experimental results, we
can conclude that the proposed data integrity framework is very effective at detecting
and resolving data integrity issues at all of object, file, and dataset levels.

• Data transfer performance, memory, and storage overhead have been evaluated to
assess the overhead of the proposed end-to-end integrity verification framework in
the context of data transmission. The experimental findings show that the suggested
framework had 5% and 10% overhead on the total data transmission rate and on the
total memory usage, respectively. Moreover, we observed significant ≥50% savings
in terms of storage requirements, when compared with state-of-the-art solutions.

• The false-positive error rate was evaluated to assess the effectiveness of the proposed
data integrity framework by manually inducing faults after transferring 20%, 40%,
60%, and 80% of the total data. Our experimental results showed that the proposed
framework significantly reduced false-positive errors and was up to 80% more effective
than current state-of-the-art solutions.

The rest of the paper is structured as follows. The background and motivation for our
work is described in Section 2. Section 3 summarizes related work. Section 4 discusses
the design and implementation details of the proposed two-phase Bloom-filter-based data
integrity verification framework. Section 5 highlights the evaluation results and in Section 6,
we conclude our study.

2. Background and Motivation
2.1. Background
2.1.1. Object-Based Big Data Transfer Systems

Traditional big data transfer frameworks ignore the underlying storage system ar-
chitecture and rely solely on file logical representation [25–27]. Due to this, objects of the
same file are transferred in sequence. If a single I/O thread is assigned to transfer the file,
it will work on that file sequentially until the entire file is transferred. As only one file is
transferred at a time, the big data transfer framework consumes a considerable amount of
time to transfer all the files in the dataset. To improve the data transfer performance, it is
possible to assign multiple I/O threads to process the data transfer. However, employing
multiple I/O threads without knowledge of the physical distribution of the file might result
in disk contention issues as multiple threads compete for the same object storage server
(OSS) or object storage target (OST) [8,21,28]. Due to this contention, the data transfer
performance of the application will be degraded.

In contrast to the traditional big data transfer frameworks, object-based big data
transfer systems address storage contention issues by considering the physical distribution
of the files across different OSTs [11,29]. Owing to this, the workload is considered as
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objects rather than files, where each object represents a maximum transmission unit (MTU)
of data. Object-based big data transfer systems utilize file(s) layout information to load
balance the OSTs. Therefore, a thread can be assigned to an object of any file on any OST
without requiring that all the objects of a particular file be transferred before objects of
another file. Due to this enhanced layout-aware scheduling and parallel processing, object-
based big data transfer systems avoid OST contention and hence, improve data transfer
rates [9–11,30].

Figure 1 depicts an illustration of OST contention in file and object-based big data
transfer systems. In this example, we consider two files, Filea and Fileb, that are distributed
across four different OSTs (OST1 to OST4). As shown in Figure 1a, traditional big data
transfer systems assign T1 and T2 I/O threads for transferring Filea and Fileb, respectively.
On initiating the data transfer, owing to the serial and file based data transfer nature of
the traditional big data transfer systems, both T1 and T2 threads attempt to access the first
object of Filea and Fileb, respectively. However, as both the objects are placed in OST1, one
of the threads has to wait until the other thread completes its job. As shown in Figure 1a,
thread T2 experiences the delay and hence consumes more time to read the first object of
Filea. Similarly, threads T1 and T2 contend for resource OST3 while processing the third
object of Filea and Fileb. Due to this, as shown in Figure 1a, thread T2 execution is delayed
and hence consumes more time to process the third object of Filea. This kind of resource
contention has a negative impact on the overall data transfer rates in traditional big data
transfer systems.
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Figure 1. Illustration of OST contention in file and object-based transfer systems. (a) File-based
transfer system. (b) Object-based transfer system.

On the other hand, object-based big data transfer systems ensure that no two threads
compete for the same resource at any given time by scheduling the objects using their
enhanced layout-aware and congestion-aware scheduling algorithms [9–11]. For example,
as shown in Figure 1b, threads T1 and T2 contend for resource OST1 while processing
the first object of Filea and Fileb. To avoid such a contention, the layout-aware scheduler
schedules the second object of Filea ahead of the first object. A similar mechanism is used
to schedule all other objects of the dataset. Though this method of object scheduling avoids
resource contention, it also results in out-of-order object transfers. From Figure 1b, we
can observe that the second object of Filea is transferred first, followed by the first object.
Similarly, we can observe the out-of-order object transfer for Fileb too. A similar kind of
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out-of-order object transfer mechanism can be observed for all other files in the dataset.
Due to these improved layout-aware data scheduling algorithms and data parallelism,
the data throughput of object-based big data transfer systems is much higher than the
traditional big data transfer frameworks [9–11,30].

Despite the fact that object-based big data transfer systems significantly increase data
transfer rates, the out-of-order nature of data transmission, as well as parallel processing, ne-
cessitates complex sorting algorithms, as well as higher storage and memory requirements,
to support end-to-end data integrity. Therefore, in this study, we propose a TPBF-based
integrity verification framework for handling end-to-end data integrity in object-based big
data transfer systems.

2.1.2. End-to-End Data Integrity

Figure 2 depicts the scope of the network and end-to-end data integrity verification
during large scale data transfers. As shown in Figure 2, various components, such as
source and sink host machines, storage systems, and network elements, are involved in
the end-to-end path of the data transfer. Network data integrity accounts for the data
corruption issues over the network and will be handled by the network stack. In addition
to the network, data corruption can also happen at storage systems during file read or write
operations due to hardware, storage media, firmware, and controller malfunction. This
leads to undetected silent data corruption errors. Recovering from such errors will incur
significant overheads, and it may not always be possible for the storage devices to fully
recover from these errors [31]. Thus, end-to-end data integrity verification accounts for the
integrity verification between source and sink storage devices.

Network data 
Integrity

OST0 … … OSTn OST0 … … OSTnEnd-to-End data Integrity

OSS OSS

Figure 2. End-to-end data integrity.

While many intermediate data transfer components, such as file systems [32–35],
support integrity verification, they are insufficient to ensure end-to-end data integrity.
The only way to ensure that the data transferred to the sink-end PFS is the same as the
data created by a user or application at the source-end PFS is to perform end-to-end data
integrity verification. In this study, we propose methods for ensuring block, file, and dataset
level end-to-end data integrity verification.

2.1.3. Big Data Transfer Frameworks

Big data transfer frameworks face two primary issues when transferring huge amounts
of data across geographically diverse data centers: high performance and reliability. Re-
searchers have proposed different big data transfer frameworks to address high-performance
and reliability requirements.

One of the most popular protocols for rapid data transmission on the grid is
GridFTP [26,27]. This protocol is an extended version of the FTP (file transfer protocol),
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which provides a general purpose mechanism for transmitting data in a reliable, secure, and
high-performance manner. This framework employs a parallel data transfer mechanism
to aggregate the overall bandwidth by employing multiple transmission control protocol
(TCP) streams. Striping is also used in this framework to facilitate multi-host-to-multi-host
data transmission. GridFTP also handles file-level data corruption errors by incorporating
on-the-fly checksum-based data integrity verification. However, this serial and file-based
method of data integrity verification falls short as far as large-scale datasets are concerned.
If the dataset contains large files, then the checksum computation either fails owing to the
size of the data or takes an extremely long time to process. Hence, the parallel checksum
approach is needed and preferred. In this study, we consider transferring the data as
objects based on their layout; hence, the serial and file-based data integrity verification
mechanisms cannot be implemented in our framework.

The BaBar Copy Program (BBCP) [25] is a potential alternative to GridFTP for trans-
mitting huge volumes of data between data centers. Similar to GridFTP, this tool also
divides a transfer into several concurrent streams. As a result, data is transferred at sub-
stantially higher rates than using single stream utilities, such as SCP (secure copy protocol)
and SFTP (SSH file transfer protocol). Since BBCP sequentially transfers the whole file
data, it supports network data integrity verification (data integrity verification only during
network transfer). However, this is not really end-to-end, since it does not account for all
the data integrity issues along the path between the host and destination endpoints.

The eXtreme DD Toolset (XDD) [12] offers the software infrastructure required for
transferring large scale datasets with high reliability and performance. It has several
configurable features that make it easier to transfer files efficiently, including threads,
device access methods, impedance matching, as well as I/O scheduling principles. Owing
to its improved I/O scheduling policies, objects of the same file are transferred in an out-
of-order manner from the source to the destination. Similar to our framework, this tool
also considers data transmission as objects rather than files. However, the data integrity
verification was not addressed in this tool.

Layout aware data scheduling (LADS) [9–11] leverages storage architecture at each
endpoint to optimize throughput while not affecting the functionality of shared resources
for other users. Therefore, LADS considers the physical view of the files rather than their
logical view. Owing to the physical view of the files, as well as concurrent processing, this
framework transfers the objects of the same logical file from the source endpoint to the sink
endpoint in an out-of-order fashion. However, similar to XDD, this object-based big data
transfer tool also does not provide any solution to handle data integrity verification.

Table 1 summarizes the level of data integrity verification supported by different data
transfer tools. According to this table, the GridFTP big data transfer framework supports
both network data integrity and file-level end-to-end integrity verification. However,
the serial and file-based nature of the data integrity verification of GridFTP will have a
significant negative effect on the overall data transfer performance. Although, the BBCP
data transfer tool supports network data integrity verification, it does not support any
type of end-to-end integrity verification. Furthermore, the table shows that none of the
object-based data transfer tools supports data integrity verification.

Table 1. Summary of data integrity verification.

Data Transfer Tool Network Integrity
End-to-End Integrity

Object File Dataset

Grid FTP Yes No Yes No

BBCP Yes No No No

XDD No No No No

LADS No No No No
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2.2. Motivation

Object-based big data transfer systems, as described in Section 2.1.1, exploit the storage
layout architecture to enhance the data transfer rates. Consequently, while transferring
data, the physical distribution of the workload is taken into account rather than the logical
nature of the files. Thus, the workload is transferred in the form of objects, not files. Owing
to the object nature of the workload, as well as the parallel processing, objects of different
logical files are transferred in parallel, and objects of the same logical file are transferred out-
of-order, as shown in Figure 1b. Although this type of mechanism significantly improves
the data transfer performance, complex methodologies need to be employed for ensuring
data integrity during the data transfer.

To ensure the authenticity of the data, big data transfer frameworks should handle the
data integrity verification during the data transfer. Traditional big data transfer tools, such
as GridFTP [26,27] and BBCP [25], transfer the file data sequentially, as shown in Figure 1a.
Due to this, it is feasible to support data integrity verification using traditional serial and
file-based checksum techniques. For example, GridFTP generates a file-level root hash by
concatenating all the block-level checksums into a hash list and then computing the top
hash from that or by employing a Merkle tree. However, object-based big data transfer
systems transfer objects of the same logical file in an out-of-order fashion. Due to this, object
checksums required for data integrity verification are also generated in an out-of-order
manner. Therefore, generating a single and consistent file or dataset level signature for data
integrity verification necessitates the need for complex sorting algorithms, as well as higher
memory and storage requirements due to the sheer size of the data.

The major challenges for supporting data integrity with object-based big data transfer
systems are memory, storage, and computational overheads. In our research, we aimed to
address the following issues:

• How can the impact of the data integrity framework on the overall data transfer rate
of object-based big data transfer systems be minimized?

• How can the memory and storage requirements of the data integrity framework be
reduced?

To address the aforementioned challenges, we propose a two-phase Bloom-filter-based
end-to-end data integrity verification framework for reducing the memory, storage, and
computational overheads of object-based big data transfer systems.

3. Related Work

Ensuring the correctness of the transferred data is one of the primary concerns of
data transfer frameworks. Many studies have been performed on the design and imple-
mentation of data integrity verification and their optimization in data storage [34,36,37],
cloud storage [38–42], file systems [32–35,43], databases [32,44,45], and data transfer
systems [18,19,46,47].

GridFTP [26,27], a widely used protocol for scientific data transfer, has built-in data
integrity verification support. This file transfer service computes a 128-bit checksum by
reading the file at the destination after it is written to the disk, and the same is compared
against the source-end checksum to verify file data integrity. It supports file-level pipelining
to minimize the integrity verification overhead. File-level pipelining transfers the file data
by overlapping with the checksum calculation of the previously transferred file in multi-file
transfers. However, this pipelining approach fails when the dataset comprises mixed file
sizes, where the file transfer takes longer than the checksum computation of the previously
transferred file or vice versa. To optimize this, Jung et al. [18,46] proposed block-level
pipelining (with various block sizes) to overlap the processes of data transfer and checksum
computation. As GridFTP transfers the logical file data sequentially, concatenating all
block-level checksums to a hash list and calculating the top hash based on it (or) using a
Merkle tree to generate the root hash is possible. However, our work considers transferring
the data as objects based on their layout; hence, the objects of the same logical file are
transferred out-of-order. Therefore, to generate a hash list or a Merkle tree, storing the
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checksums of all objects is necessary. However, this method is not feasible for datasets
containing large file sizes. Hence, this method cannot be implemented using our data
transfer framework.

I/O overhead is reduced and improved pipelining is achieved by using FIVER [47]
for data integrity verification. FIVER focuses on overlapping checksum calculation and
transfer procedures for the same file, unlike prior research that focused on overlapping
operations for distinct files or blocks. In addition, as opposed to reading each file from
storage twice (once for file transfer and the second time for checksum computation), FIVER
reads the files only once and shares the I/O between checksum and transfer operations.
It offers the same level of integrity protection as other existing techniques, but with a
significant performance advantage. However, similar to GridFTP, FIVER also transfers
logical file data sequentially. Hence, this method of data integrity is not suitable for our
data transfer framework.

Xiong et al. [19] proposed a scalable parallel dataset checksumming tool called fsum.
It is built upon the principle of parallel tree walk and work stealing patterns to maximize
parallelism and overcome the limitations of traditional serial and file-based checksumming
tools. This method of data integrity generates a single and consistent dataset-level signature
by aggregating chunk-level checksums. However, owing to the parallel nature of execution,
checksums are generated in different orders. Therefore, sorting is necessary to generate
root hashes. However, it is not scalable because the root process has to gather checksums
from all processes and store them in memory as a hash list or a Merkle tree at some point.
To avoid these drawbacks due to sorting, a Bloom filter is used to aggregate the chunk-level
checksums. This method of data integrity is both memory and computation efficient than
other approaches. However, owing to its false-positive detections, data integrity errors
went unnoticed when duplicate contents were present in the dataset. In this study, our
proposed two-phase Bloom filter structure effectively handles the end-to-end integrity
verification for all types of datasets by reducing the storage footprint and false-positive
detections when compared with the fsum tool.

4. Data Integrity Verification Framework

In this section, we present the design and implementation details of the proposed
data integrity verification framework. First the design aspects of the Bloom filter are
described. Next, we present two-phase Bloom filter (TPBF) design and implementation
details. Finally, we conclude by analyzing the memory requirements of the proposed
two-phase Bloom filter.

4.1. Bloom Filter Design

In this section, we first describe the Bloom filter data structure. Subsequently, we focus
on the hash function optimization details to reduce computational overhead. Next, we
discuss the design details of the data and the layout-aware Bloom filter (DLBF) [48] used
for verifying the file-level data integrity. Finally, we conclude by illustrating an example of
DLBF for insert and query operations.

4.1.1. Bloom Filter Data Structure

A Bloom filter is a compact data structure which supports constant time insert and
query operations [49–51]. The Bloom filter representing a set of n elements is composed of
m-bits. Initially, all these m-bits of the Bloom filter array are set to 0. Bloom filter utilizes k
independent hash functions, for inserting an element or for querying the membership of an
element. These hash functions generate k hash values that are uniformly distributed over
the range, 1 . . . m. When an element is inserted, the bits at these k-positions in the Bloom
filter array are set to 1. When an object membership query is performed, the Bloom filter
array values at these k-positions are compared, and, if any of the bits at these positions is
equal to 0, then the element is presumed to be not present in the set. Otherwise, we assume
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that the element is in the set. However, if any of the bits at these k-positions were set as a
result of hash collisions, this assumption leads to false-positive errors.

The probability that an object is not existing in the set, often known as the false-positive
error probability, is calculated as below. For a given number of hash functions, k, and larger
m, the probability, p, that a specific bit will remain 0, after all the entries in a dataset have
been hashed into the Bloom filter, may be described as

p = (1− 1
m
)kn ≈ (e−kn/m). (1)

As a result, the probability that the bit is 1 is represented as

p = 1− (1− 1
m
)kn ≈ (1− e−kn/m). (2)

While testing the membership of an object that is not present in set, the false-positive
error probability, ε, can be represented as

ε = (1− (1− 1
m
)kn)k ≈ (1− e−kn/m)k. (3)

The number of objects in the dataset (n), hash functions (k), and total filter size (m)
all influence the Bloom filter’s false-positive error probability (ε). Practically k would be
an integer; a suboptimal smaller k is preferable since it minimizes the number of hash
functions to be computed and thus reduces the overall computational overhead of the
Bloom filter. The number of hash functions needed to reduce false-positive errors for a
given m and n can be represented as

k =
m
n

ln2. (4)

4.1.2. Hash Optimization

Multiple independent hash functions are used for building a Bloom filter. Thus, hash
functions are the core computational operations of the Bloom filter. Therefore, minimizing
the computational overhead of these hash functions is very much necessary for optimiz-
ing the overall Bloom filter computation. For optimizing hash function computational
overhead, researchers have proposed strategies to generate distinct hash values using a
fewer number of hash functions [52–54]. Using this approach, in our experiments, we
employed murmur [55] and DJB2 [56] as base hash functions, and additional hash values
were generated using these two hash algorithms. Specifically, Equation (5) was used to
compute the additional k hash values:

hi(x) = h1(x) + i ∗ h2(x) mod m (5)

where:

i = 0 ≤ i ≤ k− 1
m = Bloom filter size

4.1.3. Data- and Layout-Aware Bloom Filter (DLBF)

Space efficiency and insertion order independence are the two major design consid-
erations in using a Bloom filter data structure for supporting data integrity verification
with object-based big data transfer systems. However, the probabilistic nature of the Bloom
filter results in false-positive errors [57,58]. Therefore, in this section, we present a modified
Bloom filter, the data and layout aware Bloom filter (DLBF), for efficiently handling the
false-positive errors of a standard Bloom filter.
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A data- and layout-aware Bloom filter is generated by mapping the object of an
arbitrary size to a fixed size using an SHA-1 engine as depicted in Figure 3. This block hash
is deterministic and serves as the input to the hash functions.

(a) (b)

Figure 3. Illustrative example of data- and layout-aware Bloom filter data structure. (a) Insert
operation. (b) Query operation.

The Bloom filter, as described in Section 4.1.1, is an m-bit vector (B) with k independent
hash functions (h1, . . . , hk) that translates every element in a dataset (S = {x1, . . . , xn}) to a
range (Rm = {0, 1, . . . , m− 1}). We suppose that every hash function hk uniformly maps
each element in the dataset to a random integer with equal probability across the range Rm.
All m-bits of bit vector B are initially set to “0”.

• Insert: For each object xi ∈ S, compute h1(xi), . . . , hk(xi) and set B[h1(xi)] = B[h2(xi)]
= . . . = B[hk(xi)] = 1.

• Query: To check whether an object, xi, is in S, compute h1(xi), . . . , hk(xi). If B[h1(xi)]
= B[h2(xi)] = . . . = B[hk(xi)] = 1, the answer is yes; otherwise, the answer is no.
However, if h1(xi),. . . , hk(xi) in the bit vector B are set to 1 as a result of hash collisions,
then it results in false-positive errors.

To avoid such false-positive membership query results of the Bloom filter, the object
layout data (n-bits) is prepended as additional information about the object. As a result, the
Bloom filter’s total size is extended to (n+m) bits, and all these bits are initially set to “0”.

• Insert: For each object xi ∈ S, compute h1(xi), . . . , hk(xi), and set B[n + h1(xi)]
= B[n + h2(xi)] = . . . = B[n + hk(xi)] = 1, and also set the object layout information
bit, B[i] = 1. Where, ‘i’ represents the layout of the object.

• Query: To check whether an object, xi, is in S, compute h1(xi), . . . , hk(xi). If
B[n + h1(xi)] = B[n + h2(xi)] = . . . = B[n + hk(xi)] = 1 and B[i] = 1, the answer is
yes; otherwise, the answer is no.

As shown above, by using object layout information along with the standard Bloom
filter, we are able to avoid the false-positive errors of the Bloom filter data structure.

4.1.4. Illustration of Data and Layout Aware Bloom Filter

Figure 3 shows an example of a data- and layout-aware Bloom filter. In this example,
we considered the total number of objects in the dataset n = 6, the number of hash functions
k = 3, and the total size of the Bloom filter as m = 30. For demonstration purposes, we
illustrate the example where objects A, B, and C are inserted into the Bloom filter and
objects C, D, and E to exhibit success, fail, as well as false-positive match queries.

The Bloom filter array is categorized into two sections, as illustrated in Figure 3, the
Bloom filter and the layout sections. Following successful object transfer and integrity veri-
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fication, the layout section of the Bloom filter array is filled with object layout information.
On the other hand, the Bloom filter section of the array is used to map the objects into k
positions randomly by utilizing k independent hash functions. All (n + m) bits of the filter
array are set to zero when the data transfer is initialized.

• Insert: The insert operation is shown in Figure 3a. To uniquely represent the object, the
SHA-1 engine is employed to calculate the block hash on the dataset. In this illustrative
example, objects A, B, and C are inserted into the Bloom filter. Hash functions {h1, h2,
and h3} are employed on the hashed object data to uniformly map the objects into k
random positions. The Bloom filter bits at positions {13, 16, and 20} are set to 1 using
the {h1, h2, and h3} hash functions on hashed ObjectA data. Additionally, bit {0} of the
Bloom filter array is set to 1 as the layout of ObjectA is zero. Similarly, bits at positions
{1, 8, 28 32}, and {2, 20, 24, 26} are set to 1 for ObjectB and ObjectC, respectively.

• Query: The query operation is shown in Figure 3b. We considered objects C, D, and
E for membership query operation. We presume the object membership if all the k
bits in the Bloom filter section, along with the layout bit in the layout sections, are
set to 1. For ObjectC the Bloom filter returns “Positive” for membership query as the
hash positions {20, 24, and 26} along with its layout bit at position {2} is set to 1. The
membership query of ObjectD returns “Negative” as the bit at position {11} is not
set. On the other hand, ObjectE membership query results in “Negative”, despite the
fact that the bits at positions {8, 28, and 32} are all set. This is due to the fact that the
object layout bit at position {4} is not set. Without the layout information, ObjectE
membership query may result in “False Positive” since the bits at positions {8, 28,
and 32} are all set. Hence, we prevented false-positive matches of the Bloom filter by
utilizing the object layout information in conjunction with the Bloom filter.

4.2. System Architecture

Figure 4 depicts the system architecture of the proposed data integrity verification
framework for object-based big data transfer systems. File Handler and Object Handler are the
two core components of the data integrity verification framework. The File Handler manages
the file-level activities, such as scheduling the file objects for transfer and performing the
file level data integrity verification. On the other hand, the Object Handler handles the core
operations of data transfer, as well as object-level data integrity management.

Object 
Scheduler

Sink

R
EC

EIV
ER

File Handler

Object Handler

Object Integrity Verification

File Integrity Verification

Dataset Integrity Verification

DLBF

SHA1

Reader

SHA1

SE
N

D
ER

Writer

Reader

SHA1

SHA1

Source

DLBF

TPBFTPBF

DLBF -Data and Layout aware Bloom Filter
TPBF - Two Phase Bloom Filter

Figure 4. Two-phase Bloom-filter-based end-to-end data integrity framework architecture.

On initiating the data transfer, the source end File Handler prepares the list of the files
to be transferred and schedules the file(s) objects for transfer. The sink-end File Handler
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acknowledges the objects and files that were successfully written to the sink-end PFS after
ensuring the data integrity. As shown in Figure 4, DLBF and TPBF are used to maintain
information about the successfully transferred objects and files in the dataset, respectively.
On successful object transfer and integrity verification, DLBF is populated with k-hash
positions, computed on the object signature, along with its layout information. Similarly,
upon successful file transfer and integrity verification, TPBF is populated with k-hash
positions computed on the file level signature. If a fault occurs during the data transfer
and the transfer is resumed from the fault point, TPBF and DLBF are used to retrieve the
successfully transferred files and file(s) objects, respectively. These successfully transferred
files and objects will be excluded from the re-transfer. For the remaining objects, the source-
end File Handler schedules the transfer. This process is repeated until all objects and files in
the dataset are successfully transferred to the sink endpoint without any integrity errors.

4.3. Design and Implementation

The design and implementation details of the proposed two-phase Bloom-filter-based
data integrity verification framework is described in this section.

4.3.1. Communication Protocol

The communication protocol of the proposed data integrity framework is as shown
in Figure 5 and Listing 1 lists the communication messages between the source and sink
endpoints. On initiating the data transfer,

1. The source endpoint sends a CONNECT request to the sink endpoint, and the sink
endpoint responds with SUCCESS if the connection is successful.

2. The source endpoint compiles a list of files to be transferred and then issues a
NEW_FILE request for each file. The sink endpoint opens the file based on the
information in the NEW_FILE request and adds the file descriptor to the FILE_ID
response.

3. The source endpoint schedules all the objects of a file and initiates object transfer using
NEW_OBJECT request. The sink endpoint receives the object data and writes the
same to the sink-end PFS. On successful write operation, the sink endpoint compares
the block hash with the hash received in the NEW_OBJECT request and responds
with OBJECT_SYNC.

4. On successful integrity verification, both source and sink endpoints aggregate the
file-based data and the layout-aware Bloom filter; otherwise, the source endpoint
schedules the object for re-transfer.

5. Steps 3 and 4 are repeated for all the objects in the file.
6. On transferring all the objects of a file successfully, the sink endpoint compares the file

hash with the hash received in the last object’s NEW_OBJECT request and responds
with FILE_CLOSE response.

7. On successful integrity verification, both source and sink endpoints aggregate the
dataset level two phase Bloom filter; otherwise, the source endpoint schedules the file
for re-transfer.

8. Steps 2 to 7 are repeated for all the files in the dataset.
9. After successfully transferring all of the files in the dataset, dataset level integrity

verification is performed. If the integrity check is successful, the source endpoint will
send a DISCONNECT request; otherwise, steps 2 to 9 will be repeated.
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Listing 1. Communication message type.

typedef enum msg_type {
CONNECT = 0, // Connection Request
SUCCESS , // Connection accepted
NEW_FILE , //New File request
FILE_ID , //Sink File ID.
NEW_OBJECT , // Ready for object transfer
OBJECT_SYNC , //Sync with Sink PFS
FILE_CLOSE , //File close
DISCONNECT // Ready to disconnect
} msg_type_t;

Source Sink

CONNECT

SUCCESS

connect() handle_connect()

NEW_FILE

FILE_ID

process_file() handle_file()

NEW_OBJECT

OBJECT_SYNC

process_object() handle_object()

write_object()

read_object()

integrity_check_object()

process_object_sync() handle_object_sync()

compose_dlbf()compose_dlbf()

<for all objects>

<for all files>

FILE_CLOSE handle_file_close()process_file_close()

DISCONNECTdisconnect() handle_disconnect()

compose_tpbf()compose_tpbf()

integrity_check_file()

integrity_check_dataset()

Figure 5. Communication sequence of two-phase Bloom-filter-based end-to-end data integrity
framework.

4.3.2. Data- and Layout-Aware Bloom Filter (DLBF)

The design and implementation aspects of DLBF are described in this section. Figure 6
depicts the flowchart of the proposed data integrity framework. On initiating the data
transfer, the source-end object handler reads the object data from storage and computes a
block hash, to uniquely represent the object, using the SHA1 engine and issues a transfer
request to the sink. Upon receiving the object data, the sink-end object handler writes the
object data to the storage and, on successful write operation, the object handler reads the
object data back from the storage and then computes the object hash using the SHA1 engine.
This computed hash value is compared against the received hash value from the source
endpoint to validate the block data. If both the hash values are the same, then it marks
the block as successful and acknowledges the source endpoint about the successful object
transfer. Otherwise, it marks the block as corrupted and then sends a retransmit request to
the source endpoint. Upon successful completion of the block transfer, both source and sink
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endpoints update the file level, data- and layout-aware Bloom filter (DLBF) using the block
hash. On receiving the retransmit request from the sink endpoint, the source endpoint
schedules the block again for transfer. This procedure is repeated until all the objects of the
logical file have been successfully transmitted to the sink endpoint.

Algorithm 1 depicts the pseudo-code for generating the data- and layout-aware Bloom
filter (procedure GenerateDLBF). As shown in Algorithm 1, k-hash functions are used for
generating the k-hash bit positions. On successful object transfer and integrity verification,
the k-hash bit positions along with the object layout bit of DLBF are set to 1. On transmitting
all the objects of a logical file, a file level signature is generated by hashing file level DLBF.

Algorithm 1 Two-phase Bloom Filter

1: procedure GENERATEDLBF((S))
2: for each si ∈ S do . For all objects in a file
3: Objsig(si)← SHA1(si) . Map object of arbitrary size to fixed size
4: for each j← 1 to j ≤ k do . k hash functions
5: pos← hj(Objsig(si)) . Calculate k hash bit positions
6: Sb f (pos) = 1 . Set k hash positions of DLBF to 1
7: end for
8: Sb f (i) = 1 . Set the layout bit of DLBF to 1
9: end for

10: Ssig ← SHA1(Sb f ) . File signature
11: return Ssig
12: end procedure

13: procedure GENERATETPBF((N))
14: for each fi ∈ N do . For all files in a dataset
15: Filesig( fi)← GenerateDLBF( fi) . Generate file level DLBF
16: for each j← 1 to j ≤ k do . k hash functions
17: pos← hj(Filesig( fi)) . Calculate k hash bit positions
18: Nb f (pos) = 1 . Set k hash positions of TPBF to 1
19: end for
20: end for
21: Nsig ← SHA1(Nb f ) . Dataset signature
22: return Nsig
23: end procedure

4.3.3. Two-Phase Bloom Filter (TPBF)

This section describes the design and implementation aspects of the TPBF. As shown in
Figure 6, after successfully transferring all of the objects of a logical file, both the endpoints
compute the file level hash from the aggregated data- and layout-aware Bloom filter (DLBF).
This hash value is verified to ensure the file level data integrity. If the computed hash value
matches at both the endpoints, then the file transfer is considered successful and the dataset
level-two-phase Bloom filter (TPBF) is updated at both endpoints using the hash value of
DLBF. Otherwise, it marks the file as corrupted and schedules it for retransmission. This
procedure is repeated until all of the files in the dataset have been successfully transmitted
to the sink endpoint.
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Figure 6. Flow chart of two-phase Bloom-filter-based end-to-end data integrity framework.

The pseudo-code for generating the two-phase Bloom filter (procedure GenerateTPBF)
is represented by the Algorithm 1. As shown in Algorithm 1, k-hash functions are used for
generating k-hash bit positions. On successful file transfer and integrity verification, the
k-hash bit positions of TPBF are set to 1. After transferring all of the files in the dataset,
the dataset level signature is computed from the aggregated two-phase Bloom filter. This
signature is used to verify the dataset level data integrity.

4.4. Memory Overhead Analysis

In this section, we analyze and compare the memory overhead of the proposed
two-phase Bloom filter with that of a state-of-the-art Bloom filter-based data integrity
solution [19].

Given the number of elements to be inserted, n, the desired false-positive probability,
ε, and the number of hash functions, k, the number of bits required for the Bloom filter,
m, can be computed by substituting the value of k from Equation (4) in the probability
expression, Equation (3).

ε = (1− e(
m
n ln2) n

m )
m
n ln2. (6)

which can be simplified as

lnε = −m
n

ln22 (7)

Thus, the optimal number of bits required are

m = −nlnε

ln22 (8)
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Consider a dataset with a total number of files, N, each with S objects or blocks. For
this dataset, for a given false-positive probability, the minimum number of bits required for
the standard Bloom-filter-based data integrity is

m = − (N ∗ S)lnε

ln22 (9)

Assuming S == N and ignoring the constant values, we can approximate the number
of bits required as follows:

m ≈ (N2) (10)

Whereas, for the two-phase Bloom filter, the total number of bits required are the sum
of bits required for both DLBF and TPBF Bloom filters. Substituting n at each phase of the
Bloom filter in Equation (7), the total number of bits required are

m = −( (S ∗ C)lnε

ln22 ) +−( (N)lnε

ln22 ) (11)

where

C = number of active file transfers

Assuming S == N and C � N, and ignoring the constant values, we can approximate
the number of bits required as

m = − (2N)lnε

ln22 ≈ N (12)

From Equation (12), we can observe that the number of bits required for the two-
phase Bloom filter are linearly proportional to the number of elements in the dataset, while
Equation (10) suggests the number of bits required by the state-of-the-art Bloom-filter-based
data integrity solution has a quadratic relation with the number of elements in the dataset.
From this, we can conclude that the proposed two-phase Bloom filter efficiently reduces
memory and storage requirements.

5. Evaluation

This section describes the testbed and workload specifications and provides the ex-
perimental findings, along with their interpretation. First, we assess the overhead of the
proposed data integrity verification framework on the overall data transfer performance.
Subsequently, we explore the effectiveness of the suggested two-phase Bloom-filter-based
data integrity verification framework by comparing the computational time overhead,
memory overhead, storage overhead, and the number of false-positive errors with that of
a state-of-the-art solution, which is based on fsum [19]. All of our trials were carried out
under the same conditions.

5.1. Testbed and Workload Specifications
5.1.1. Testbed

For our evaluations, we employed a testbed with source and sink nodes interfaced by
an InfiniBand (IB) network interface. Servers powered by Intel(R) Xeon(R) CPU E5-2650 v4
@ 2.10GHz, having 16GB DRAM and 32 cores with Linux kernel version 3.10.0-1062, were
employed at both source and sink endpoints. Furthermore, both these servers employed
the Lustre file system (version 2.9.0) [59] with a single OSS (object storage server) and four
OSTs (object storage targets), mounted over a 1TB drive. The Lustre file system at both the
endpoints was configured with a stripe count (the stripe count defines the number of OSTs
a file is written across) of four and a stripe size (stripe size refers to the size of the stripe
written as a single block to an OST) of 1 megabyte (MB).
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5.1.2. Workload

We utilized the Lustre Atlas 1 and 2 file system distribution data [60] provided by the
“Oak Ridge Leadership Computing Facility” [1] to examine the file size distribution. The
file size versus number of files is shown in Figure 7. It may be seen from the statistics that
91.55 percent of the files were under 4 MB and 84.17 percent were under 1 MB. Moreover,
only around 10 percent of the files were larger than 4 MB, even though such files took up
the majority of the file system capacity. As a result, we employed three sets of files with
varied sizes for our assessment. The first group (D1) had large workloads (100 1 GB files);
the second group (D2) contained smaller workloads (100,000 1 MB files); and the third
group (D3) contained mixed workloads with 50 1 GB files, 10,000 4 MB files, and 10,000
1 MB files. For evaluating our framework, we populated the source file system with D1,
D2 and D3 workloads by striping the data across all the source end OSTs. As described in
Section 5.1.1, a stripe count of four and a stripe size of 1 MB were used for striping the data
to OSTs.
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5.1.3. Bloom Filter Configuration

The false-positive rate, ε, is a function of the Bloom filter size, m as expressed in
Equation (9). Thus, increasing the Bloom filter size reduces the false-positive error rate and
vice versa. Therefore, a trade-off between the Bloom filter size and the false-positive error
rate is an important design aspect of the Bloom filter. To optimize the memory and storage
overheads of the Bloom filter, the false-positive error rate was considered as�0.0001%
for all workloads. Based on this configuration, the Bloom filter size was calculated using
Equation (8) and the optimum number of hash functions was calculated using Equation (4).

5.2. Performance Evaluation
5.2.1. Data Transfer Time

Using a two-phase Bloom-filter-based data integrity verification framework, we in-
vestigated the effect on the overall data transfer time. The data transmission time for all
workloads, as described in Section 5.1.2, is shown in Figure 8. In this figure, we compared
the total data transfer time of the proposed two-phase Bloom filter (TPBF) with that of the
standalone (without integrity) data transfer time. We represented the total data transfer
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5.1.3. Bloom Filter Configuration

The false-positive rate, ε, is a function of the Bloom filter size, m as expressed in
Equation (9). Thus, increasing the Bloom filter size reduces the false-positive error rate and
vice versa. Therefore, a trade-off between the Bloom filter size and the false-positive error
rate is an important design aspect of the Bloom filter. To optimize the memory and storage
overheads of the Bloom filter, the false-positive error rate was considered as�0.0001%
for all workloads. Based on this configuration, the Bloom filter size was calculated using
Equation (8) and the optimum number of hash functions was calculated using Equation (4).

5.2. Performance Evaluation
5.2.1. Data Transfer Time

Using a two-phase Bloom-filter-based data integrity verification framework, we in-
vestigated the effect on the overall data transfer time. The data transmission time for all
workloads, as described in Section 5.1.2, is shown in Figure 8. In this figure, we compared
the total data transfer time of the proposed two-phase Bloom filter (TPBF) with that of the
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standalone (without integrity) data transfer time. We represented the total data transfer
time for both standalone and TPBF solutions as bar graphs. Error bars were also used to
denote the 99% confidence intervals.
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Figure 8. Data transfer time.

From Figure 8, we observe that, the TPBF method of data integrity verification exhib-
ited overheads of 3%, 7%, and 4%, respectively, for D1, D2, and D3 workloads. Despite
the fact that TPBF computation is expensive, we optimized the overhead by using hash
optimization and pipelining techniques. Hash optimization, as stated in Section 5.1.2, mini-
mizes the computational overhead of hash functions and hence the Bloom filter. Along with
the hash optimization, we also utilized a pipelining technique to achieve high-performance
data transfer with two-phase Bloom-filter-based data integrity. Our pipeline included the
read(write), hash, Bloom filter generation, and data transfer operations. Each function in
our system was designed to overlap with the activities of a different block. On the whole,
based on the results of Figure 8, we can infer that the TPBF method of data integrity had a
minimum to insignificant impact on the overall data transmission time.

5.2.2. Computational Overhead

One of the primary goals of the suggested TPBF method of data integrity is to minimize
the total data transmission time by reducing the computational overhead. The computa-
tional overhead of the proposed TPBF method of data integrity is estimated as below

DIt = TPt − SAt (13)

where,

DIt = Estimated data integrity overhead
TPt = TPBF average runtime
SAt = Standalone average runtime

Figure 9 depicts the computational overhead of the proposed data and layout aware
TPBF method of data integrity with a state-of-the-art solution, fsum for all the workloads, as
described in Section 5.1.2. From Figure 9, we observe that the overhead of the proposed data
integrity verification framework was much less than that of the state-of-the-art solution.
However, we observed slightly higher overhead for the D2 workloads when compared
with the D1 and D3 workloads. This variation may have been due to the Lustre file system’s
file management (metadata retrieval) overhead. Based on this, we can conclude that the
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proposed data- and layout-aware TPBF method of data integrity had fewer computational
requirements than the state-of-the-art solution.
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Figure 9. Computational overhead comparison of fsum and TPBF.

5.2.3. Memory Overhead

Memory efficiency is a prominent aspect of the Bloom filter data structure. Section 4.4
describes the memory overhead analysis of the proposed TPBF method of data integrity.
In this section, we discuss the memory load requirements for the TPBF data integrity
verification framework.

Figure 10 depicts the memory load comparison for all workloads, as described in
Section 5.1.2. In this figure, we compared the total memory load of the proposed two-phase
Bloom filter with that of the standalone method (without integrity). The bar graph is used
to represent the memory load for both the standalone and TPBF methods. From Figure 10,
we observe that the TPBF method of data integrity exhibited an overhead of 10% for all
workloads. However, this was quite a lot less compared with the traditional serial and
file-based data integrity mechanisms, which needed ≈2 GiB of memory to store all the
chunk level checksums (assuming each chunk is represented using a 160-bit SHA-1 hash
value). Overall, from Figure 10, we can conclude that the suggested TPBF method of the
data integrity verification framework had a negligible influence on the overall memory
requirements.
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5.2.4. Storage Overhead

Another important aspect of adopting the TPBF technique for data integrity is reducing
the amount of storage occupied by the data integrity framework metadata during data
transfer. Figure 11 depicts the storage overhead of the state-of-the-art data integrity solution,
fsum, along with the TPBF method of data integrity for all workloads, as described in
Section 5.1.2. For analysis, we calculated the theoretical storage overhead for the state-
of-the-art data integrity solution, fsum, by configuring the Bloom filter with a similar
false-positive error rate as the TPBF method of data integrity.
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Figure 11. Storage overhead comparison of fsum and TPBF.

From Figure 11, we can observe that, for big and mixed workloads (D1 and D3), the
storage overhead of the proposed TPBF method of data integrity was considerably lower
than that of the state-of-the-art solution. This is because the storage overhead of the TPBF
method of data integrity is directly proportional to the number of files in the dataset. In
contrast, the state-of-the-art solution has a quadratic relationship with the number of files
in the dataset, as described in Section 5.1.2. However, we observed a slightly higher storage
overhead for small workloads (D2) than that of the state-of-the-art solution. This is because
the file size and the stripe size of the small workload were the same, that is, 1 MB. Hence,
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the total number of objects to be transferred matched the total number of files. As a result,
the storage overhead associated with the TPBF data integrity approach was equivalent
to that associated with the state-of-the-art solution. In general, as seen in Figure 11, the
TPBF method of data integrity resulted in significant savings with respect to the storage
requirements.

5.2.5. False-Positive Matches

Owing to the probabilistic nature of the Bloom filter, the TPBF method of data integrity
framework is prone to false-positive matches for membership queries. As a result, certain
items that have not been moved to the sink end are incorrectly assumed to have been
sent. As a consequence, data gets corrupted, rendering it unsuitable for further processing.
Reducing the false-positive matches of the object membership queries is another important
design aspect of this framework. In this section, we present the average false-positive
matches of the proposed TPBF method of the data integrity framework for all the workloads
defined in Section 5.1.2. Additionally, to assess the suggested solution’s efficacy, we
compared the false-positive matches of the TPBF method of data integrity verification
framework to the state-of-the-art solution, fsum.

To analyze false-positive matches, we created and simulated faults after transmitting
20%, 40%, 60%, and 80% of the total data. Due to the fact that these faults might occur at
any point in the end-to-end data transfer path, it is possible to simulate these faults at either
end of the data transfer. However, in our verification, we generated these faults at the
source endpoint. In addition, as the number of false-positive errors varied from iteration
to iteration, we presented the average number of false-positives detected over multiple
iterations of the experiments.

Figure 12 depicts the average false-positive matches for all workloads, as described in
Section 5.1.2, at varying fault points. We can see from Figure 12 that the average number
of false-positive matches was quite low for all the workloads. In addition, we can see
that the later the fault point, the lower the frequency of the false-positive matches. This is
because the later the fault point, the lower was the number of objects to be transferred to
the sink end.

Figure 13 illustrates the average false-positive errors of the proposed TPBF method of
data integrity with a state-of-the-art solution, fsum, for mixed workloads (D3), as described
in Section 5.1.2. From this Figure 13, we observe that the proposed data and layout-aware
TPBF method of data integrity outperformed the state-of-the-art solution, fsum, and was
80% more efficient in avoiding false-positive matches at all simulated fault points. With
this, we can conclude that the TPBF data integrity verification framework was superior in
avoiding false-positive errors compared to the state-of-the-art solution.
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Figure 12. False-positive match analysis at different fault points.
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Figure 13. False-positive errors comparison of fsum and TPBF.

6. Conclusions

Object-based data transfer systems outperform existing data transfer tools with respect
to data transfer rates. However, this method of data transfer, due to its out-of-order nature
of object transfer, has a significant effect on the memory, storage, and computational
overhead in ensuring the correctness of the transferred data. In the present work, we
implemented an end-to-end data integrity verification framework using a two-phase Bloom
filter to effectively handle data integrity errors by minimizing the memory, storage, and
computational overhead. We analyzed and compared the impact of the TPBF method of
data integrity on the overall data transfer performance and determined that the suggested
framework had no apparent effect on data transfer performance for all kinds of workloads.
Moreover, to evaluate the computational and memory overhead, we compared the data
integrity overhead of the suggested framework with a state-of-the-art solution, fsum. The
experimental results demonstrated that the proposed framework had fewer computational
and memory requirements than the state-of-the-art solution. We also evaluated the storage
overhead, and compared it with the state-of-the-art data integrity solution, fsum. The
experimental results demonstrated 90% and 50% lower storage requirements than fsum for
the D1 and D3 workloads, respectively. However, we observed similar storage requirements
as fsum for the D2 workloads.
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Although the proposed TPBF method of data integrity verification framework is very
effective concerning computational, memory, and storage requirements, the probabilistic
nature of the data structure leads to false-positive errors. Therefore, to assess the sug-
gested framework’s efficiency in decreasing false-positive errors, we created a simulation
environment that generated faults at 20%, 40%, 60%, and 80% of data transfer points.
The experimental outcomes revealed that the proposed TPBF data integrity verification
framework outperformed the state-of-the-art solution, fsum, and was 80% more efficient in
avoiding false-positive matches at all simulated fault points.

In summary, the proposed two-phase Bloom-filter-based data integrity framework
complements existing object-based big data transfer systems with end-to-end data integrity
support without negatively impacting data transfer performance.
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