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Abstract: Asynchronous Video Interviewing (AVI) is considered one of the most recent and promising
innovations in the recruitment process. Using AVI in combination with AI-based technologies
enables recruiters/employers to automate many of the tasks that are typically required for screening,
assessing, and selecting candidates. In fact, the automated assessment and selection process is a
complex and uncertain problem involving highly subjective, multiple interrelated criteria. In order
to address these issues, an effective and practical approach is proposed that is able to transform,
weight, combine, and rank automated AVI assessments obtained through AI technologies and
machine learning. The suggested approach combines Cumulative Belief Structures with the Weighted
Bonferroni-OWA operator, which allows (i) aggregating assessment scores obtained in different forms
and scales; (ii) incorporating interrelationships between criteria into the analysis (iii) considering
accuracies of the learning algorithms as weights of criteria; and (iv) weighting criteria objectively.
The proposed approach ensures a completely data-driven and efficient approach to the personnel
selection process. To justify the effectiveness and applicability of the suggested approach, an example
case is presented in which the new approach is compared to classical MCDM techniques.

Keywords: asynchronous video interviewing; personnel selection; multi-criteria decision making;
cumulative belief structures; Bonferroni mean; ordered weighted averaging operator; machine
learning; automated assessment
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1. Introduction

Recent technological advances offer the opportunity for the human resources (HR)
function to redesign its processes. In particular, the recruitment and selection process has
the potential for significant improvement [1]. The traditional recruitment and selection
process that is still used in the HR field has been proven to have certain drawbacks such
as (i) inaccessibility of candidates located in different geographic regions; (ii) inability
to re-evaluate non-verbal cues; (iii) high travel expenses; (iv) difficulty in scheduling
interview times; (v) inability to archive interviews; (vi) making recruitment decisions with
a limited number of evaluators; and (vii) long recruitment times. Therefore, technology-
based intelligent approaches are needed to provide flexibility to both candidates and
organizations, and to ensure that vacancies are filled quickly and effectively at low cost [2,3].

More recently though, how recruiters work and job seekers search for jobs has begun
to change. Globalization and the internet made physical distance much less relevant and
allowed employers to carry out much of their recruitment process online [1]. Job boards/job
sites, company career sites, and social networking websites are common platforms used for
online recruitment [4]. However, these developments raise new challenges to be addressed.
In particular, how to deal with much larger numbers of applications in terms of screening,
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interviewing, and selection is a critical issue. Reducing the applicants pool, holding
interviews, and selecting the most suitable candidate(s) all require a great deal of time and
may exceed HR’s working capacity [1,5].

Asynchronous Video Interviewing (AVI), which aims to address these challenges, is con-
sidered one of the most recent and promising innovations in the recruitment process [6–8].
Additionally, known as a digital or one-way interview in the literature, AVI is a type of
interview in which candidates record (and upload) their answers to a predetermined set of
interview questions without meeting or speaking with a human interviewer [4,9]. Since an
interview video allows multiple playbacks, conveys much more information than text, and
assesses candidates in a standardized way, AVI provides an effective solution for selecting
promising candidates [10]. In addition, AVI allows for the provision of equal opportunity to
candidates (especially to long-distance candidates), reducing cost per hire, shortening time
to fill open vacancies, observing candidates’ body language, preventing inherent biases in
the interview process, and reducing the potential negative impact of memory [11,12].

Assessments of the recordings of the candidates rely mostly on the intuition of inter-
viewers. However, using AVI in combination with other techniques and technologies such
as automatic speech recognition (ASR), natural language processing (NLP), and machine
learning (ML) offers further improvements in the assessment process. The latter enables
recruiters/employers to automate many of the tasks that are typically required for person-
nel selection, such as screening and assessing candidates [1,13]. Another important benefit
to employers is the increased capacity for dealing with a large number of candidates [7].
The automated assessment option of AVI platforms is more likely to be utilized in the
early stages of the hiring process to screen for higher-quality candidates to be invited for
an initial in-person interview [4,7]. Alternatively, in the traditional process, preliminary
screening of eligibility is performed solely based on resumes and/or phone conversations,
which provide only limited insight.

Intelligent hiring and AI-enabled AVI platforms such as HireVue [14], Modern Hire [15]
(formerly Montage), and Talview [16] are gaining increased attention. Large companies
around the world such as Unilever, IBM, Mercedes Benz, Walmart, L’Oréal, and Hilton
have already adopted an AI-enabled AVI and assessment platform [1,9,17]. Unfortunately,
in comparison to the growing use of AVI and automated assessment tools in practice, little
research has been conducted on this topic [4]. Studies in the literature can be roughly
categorized into two main research directions: (i) empirical studies concerning perceptions,
fairness, flexibility, and use of AVI ([1,11,18], among others); and (ii) methodological studies
concerning technology- and assessment-related issues. Because of their relevance to this
study, only the second research direction will be discussed in this study.

Technology and assessment related studies suggest using statistical and AI-based ap-
proaches to learn and predict patterns in candidate video responses. These studies attempt
to assess several different criteria such as job-related skills and personality traits based on
verbal and non-verbal (e.g., gestural, facial) indicators of the candidates during the inter-
views. Because of the uncertain multi-criteria multimodal nature of the problem, many of
the proposed technology-related approaches, especially all-in-one approaches, suffer from
highly complex modeling and lack of large and adequate datasets (see [19–21]). For exam-
ple, assessing five job-related skills and eight different personality traits of 100 candidates
based on both verbal and non-verbal contents (tone of voice, facial expressions, and body
gestures) requires modeling “verbal response—non-verbal behavior—score” patterns for
several different skills, traits, and their respective questions (e.g., five questions for each
skill). As in the given example, dealing with large numbers of candidates, involving a
wide range of related skills, behavioral cues, and highly subjective responses, makes the
automated assessment and prediction process highly complex ([11,12,21]). Considering
all skills, behavioral cues, and questions in one single model or separately is a critical
decision in terms of complexity, efficiency, accuracy, and data availability. The latter option
is relatively simple, with the chance of more accurate results for even smaller datasets.
This, in turn, raises the question of how to transform, weight, combine, and rank the
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results of separate models (for different questions, skills, and/or modals), which is one
of the main concerns of this paper. Moreover, all-in-one models, especially those using
sophisticated learning algorithms such as deep learning, are not able to provide candidates
with explicit reasons for their results. Although explainable AI is on the way to solve
this problem [18], explainability and accountability of automated selection algorithms will
remain an important concern in the near future.

Another methodologically oriented research direction involves studies that treat the
personnel assessment and selection process as an MCDM problem. These decision-making-
related studies aim to model and analyze the problem by obtaining, weighting, and aggre-
gating interviewer assessments based on multiple criteria. None of these studies report
modeling of automated assessments of asynchronous video interviews. Instead, models
developed in this category typically use subjective assessments obtained from classical face-
to-face interviews and/or tests (e.g., personality, psychometric), and therefore may involve
human bias. Relying on human raters decreases the efficiency of MCDM techniques that
are based on comparisons, especially in case of large numbers of candidates. On the other
hand, decision-making-related studies provide a number of advantages, such as (i) offering
a large range of techniques for weighting and aggregating assessments; (ii) dealing with
uncertainty and subjectivity involved in the assessment process; and (iii) considering both
qualitative and quantitative data.

Although personnel selection is not a new topic in the MCDM literature, using assess-
ments obtained from learning-based (data-driven) methods to make complex decisions is
rather a new research direction. In other words, integrating learning-based techniques with
MCDM techniques is gaining more interest [22]. To the best knowledge of the authors, there
is no study reporting the use of automated AVI assessment data in MCDM models. AVI
assessments as mentioned above involve multiple interrelated (sub-)criteria that can take
various forms. In order to handle the complexity and uncertainty inherent in the assessment
process, a flexible approach that is able to transform various forms of assessments into a
common scale and aggregate them is needed.

To address these needs, this paper suggests an extended cumulative belief degree
(CBD) approach to personnel selection based on automated AVI assessment scores. CBD as
a flexible aggregation method [23] is proposed to transform these scores, which may be
obtained in different forms from separate predictive models, into (cumulative) belief de-
grees. To aggregate cumulative belief degrees the Weighted Bonferroni-Ordered Weighted
Averaging (wBON-OWA) operator is proposed. Using this objective weighting and aver-
aging operator ensures a completely data-driven and computationally efficient approach
to the whole selection process. Since CBD yields an aggregated score as a distribution
over a predefined linguistic term set, it provides further insight into the suitability of a
candidate. The proposed approach also incorporates the accuracy values of the learning
algorithms as weights into the aggregation function. Using the generalized Bonferroni
mean to capture the expressed interrelationship between the (sub-)criteria [24] is another
significant contribution of this paper.

Consequently, the methodological and practical contributions of the suggested ap-
proach can be summarized as follows:

• The proposed approach is a prime example for the integration of learning-based tech-
niques with MCDM techniques. This is the first study that transforms and aggregates
automated AVI assessments in a multi-criteria environment for personnel selection.

• To the best knowledge of the authors, this is the first study that combines wBON-
OWA with the CBD approach to consider (i) accuracies of the learning algorithms as
weights of criteria; (ii) interrelationships between sub-criteria (i.e., interview questions);
and (iii) objective weights of (sub-)criteria where higher (lower) scores are given
more importance.

• Unlike the current MCDM approaches in the literature, a completely data-driven as-
sessment and selection process without the need for any expert intervention is suggested.
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• Depending on the ML algorithm used, the score obtained for each interview question
can be in different forms and scales (e.g., probability, distance, test score, linguistic
term). The proposed approach does not require any particular scaling properties of
the data.

• Using a fuzzy linguistic term set to transform the scores into a common scale also
allows consideration of the uncertainty inherent in the assessment process.

• Finally, the proposed approach effectively and efficiently copes with large numbers of
(sub-)criteria and candidates.

The rest of the paper is structured as follows. In the next section, a review of related
work is provided. In order to provide theoretical background for the proposed approach,
the cumulative belief degree approach and the aggregation operators used are summarized
in Section 3. The details of the proposed wBON-OWA-based cumulative belief degree
approach are then presented in Section 4. In Section 5, an example case to illustrate the
applicability and effectiveness of the proposed approach is presented. Finally, conclusions
and future research directions are provided in the last section.

2. Related Works

Assessment and selection of candidates is not a new research topic and has been
widely studied over the years. It is a complex and uncertain decision problem involving
subjective interrelated multiple criteria. Here, two lines of research that are directly related
to this study will be reviewed.

The first research direction involves studies, most of which aim to automate the whole
assessment and selection process using AI technologies such as ASR, NLP, computer vision,
and ML. Several automated assessment and prediction frameworks have been suggested
based on a variety of online and offline methods available for interviewing candidates.
Only recent studies based on automated assessment of asynchronous video interviews will
be discussed here.

In AVI, candidates and interviewers do not meet. Interviewers upload predetermined
interview questions for candidates to view and respond to at any time convenient to them
within a predefined time interval. The candidates record themselves answering the given
questions and submit their videos for assessment. AVI provides the opportunity to assess
several different criteria, such as job-related skills and personality traits based on verbal and
non-verbal indicators of the candidates, to learn and predict patterns in video responses.
While verbal content involves what is being said and organization of ideas, non-verbal cues
involve features such as tone of voice, facial expressions, and body gestures that help to
recognize feelings, attitudes, and personality traits [8,20,25].

Methods proposed in the literature for automated assessment and prediction com-
monly involve the following stages (cf. [20]): (i) audio–visual recording of interviews;
(ii) extraction of verbal and/or non-verbal features (i.e., unimodal or multimodal); and
(iii) learning patterns to predict the job suitability of candidates either as a class through
classification, or a continuous value through regression. Studies in the literature differ
according to their contribution to one or more of these stages. For example, L. Chen, Feng,
Martin-Raugh et al. [26] suggest an automated interview scoring system for monologue
video interviews. The overall interview performance is predicted using ML algorithms
based on a set of verbal (speech and lexical) and non-verbal (visual) features. Various
feature-extraction tools and regression-based algorithms are used to model and predict
the overall score. In another study by L. Chen, Feng, Leong et al. [13], an automatic video
rating approach based on a new doc2vec feature-extraction method is proposed. In this
approach, multimodal signals are clustered using K-means to visual words and documents
consisting of these visual words are represented as feature vectors using doc2vec. The
feature vectors are then used as input for ML algorithms. Similarly, Rasipuram et al. [27]
develop an automated system to model and predict communication skills of candidates
in AVI by extracting verbal and non-verbal behavioral cues and using regression and
classification-based ML algorithms. A more recent study by L. Chen et al. [28] presents an
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automated scoring approach to effectively converting and joining multimodal behaviors
based on a large-sized corpus of 1891 monologue videos collected through Amazon Me-
chanical Turk workers. After converting candidates’ audio responses to texts using ASR,
Bag of Words feature representation and text-based classifiers are used to predict the overall
performance and personality scores. In another study, Rao et al. [8] suggest a model using
automatically extracted multimodal features (such as lexical, audio, and visual features)
and classical ML methods to assess communication skills of candidates in asynchronous
video interviews. As in most classical learning-based studies, the structured interviews are
manually annotated by human experts on given rubrics.

More recent studies are focusing on question–answer pairs using hierarchical models
based on neural networks. For example, Hemamou et al. [25] suggest a new hierarchical
attention neural network, which aims to automatically extract verbal and non-verbal
behaviors in asynchronous video interviews and classify candidates into hirable and not-
hirable classes. The network model is able to represent the hierarchical and sequential
structure of an interview assessment. In other words, it considers the sequentiality of
the multimodal features present in the interview, as well as the hierarchical structure of
an interview involving the candidate, the answer, and the word levels. A fine-grained
interview-assessment approach based on long short-term memory and a hierarchical
keyword-question attention mechanism is proposed by C. Chen et al. [6]. The method
automatically assesses the candidates’ personality traits and predicts their overall interview
scores. Most recently, work by K. Chen et al. [29] aimed to automatically assess the
competency of candidates based on textual features obtained through ASR. To do this, the
study developed a hierarchical reasoning graph neural network model. The model allows
consideration of the dependency relation and semantic-level interaction between questions
and answers.

The multi-criteria multimodal nature of the problem causes much of the automated
assessment and selection approaches to suffer from highly complex modeling and lack of
large and adequate datasets (see [19,20]). The effectiveness of automated assessment of
video interviews depends on factors such as unbiased data and annotation, effective feature
extraction, integration of information from multiple criteria and modalities, and learning
algorithms [20,21]. In addition, models using sophisticated learning algorithms such as
deep learning are not able to explain the reasons for candidates’ results. Therefore, how
to derive, represent, weight, combine, and rank the outcomes of automated assessments
becomes a critical issue for developing an effective, practical and explainable approach.
Integrating MCDM techniques, especially for weighting, aggregation and ranking issues,
would be a promising approach, which is also one of the major concerns of this study.

The second research direction involves studies that treat the assessment and selection
process as an MCDM problem. A common characteristic of these studies is that the
suitability of candidates is evaluated by interviewers with respect to subjective criteria in
face-to-face interviews and/or by test-oriented objective approaches. None of these studies
reports modeling of automated assessments of asynchronous video interviews. Many
different MCDM methods (summarized below) have been proposed for personnel selection.
In particular, most recent studies suggest hybrid approaches where typically one method
is used for criteria weighting, and another one for evaluating candidates based on these
criteria. More sophisticated approaches in which more than two methods are combined
are also available (e.g., [30,31]). Another common characteristic of recent studies is that
various extensions of the MCDM methods based on linguistic, fuzzy, or grey values are
introduced to deal with the uncertainty inherent in the assessment process. Unlike many of
the automated assessment frameworks discussed in the first research direction, MCDM
approaches provide insight into the decision-making rationale used to draw a conclusion.

Here, only the most recent MCDM studies will be summarized. For more compre-
hensive reviews, the reader should refer to Chuang et al. [32], Kilic et al. [33], and Yalçın
and Yapıcı Pehlivan [34]. Karabašević et al. [35] propose a hybrid MCDM approach for
personnel selection based on the methods SWARA and ARAS. SWARA is preferred for
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weighting the criteria, since it requires less pairwise comparison compared to other meth-
ods such as AHP; and ARAS is used for the evaluation of the candidates. In another
study by Karabasevic et al. [36], SWARA and EDAS are used for weighting and evaluation
purposes, respectively. Interviewers often prefer to use different linguistic terms to evaluate
candidates, for which reason Liu et al. [37] suggest an extended VIKOR method based on
interval 2-tuple linguistic variables for choosing the best candidates. In another study, Sang
et al. [38] present an improved fuzzy TOPSIS method using the Karnik–Mendel algorithm
to solve the personnel selection problem under uncertain information. Ji et al. [39] develop
a projection-based TODIM method based on multi-valued neutrosophic numbers to be
able to handle the hesitancy and fuzziness in the processes of personnel selection. Luo and
Xing [31] propose a hybrid decision-making framework where they integrate PROMETHEE
into MABAC to overcome the compensatory assumption of the MABAC method, since
non-compensation among some criteria may occur in personnel selection problems. They
also use an extended Best–Worst Method based on linguistic values to weight criteria.
Özgörmüş et al. [40] distinguish between social and technical criteria in personnel selection.
They propose an integrated fuzzy QFD-MCDM framework where Fuzzy DEMATEL is
used to weight social criteria and Fuzzy QFD for technical criteria. Then, Fuzzy Grey
Relational Analysis is employed to rank candidates by considering these criteria weights.
Yalçın and Yapıcı Pehlivan [34] present a methodology where Hesitant Fuzzy Linguistic
Term Sets based on comparative linguistic expressions are used to evaluate criteria and
candidates in the personnel selection problem. Candidates are finally ranked by applying
a fuzzy extension of the CODAS method. Krishankumar et al. [41] used intuitionistic
fuzzy sets (IFSs) to represent the judgments of experts and integrated the VIKOR method
with IFS to effectively deal with the personnel selection problem. To handle data that are
vague and grey, Ulutaş et al. [42] suggested a grey extension of the PIPRECIA method
for the evaluation of criteria importance. For the final ranking of the candidates, they
used a grey extension of OCRA-G. Another hybrid MCDM approach proposed by Chuang
et al. [32] applied rough set theory to derive the degree of interdependence and significance
relation among criteria, which were merged into a relation matrix. They used a DEMATEL-
based analytical network process to derive weights of criteria from this matrix. Next, the
PROMETHEE-AS method was used to determine the ranking of candidates. Finally, C.-T.
Chen and Hung [30] suggested a two-phase model for personnel selection that integrates
TOPSIS, entropy method, 2-tuple linguistic variables, and PROMETHEE.

Consequently, a new approach is required that combines the benefits of learning-based
techniques with MCDM techniques. This approach should be completely data-driven
and efficient in order to minimize expert intervention and the subjectivity inherent in
the assessment process. A flexible aggregation method that is able to aggregate assess-
ment scores obtained in different forms and scales using objectively determined weights
is needed. The approach should be able to consider (i) the interrelationships between
(sub-)criteria; (ii) uncertainty inherent in the assessment process; and (iii) the accuracy
levels of the learning algorithms. Additionally, it should fulfill all these requirements
effectively and efficiently for a large number of (sub-)criteria and candidates. To address
these requirements, this paper suggests an extended CBD approach to personnel selection
based on automated AVI assessment scores.

3. The Theoretical Basis of the Proposed Approach

In order to clarify the theoretical foundations of the suggested approach, this section
introduces the formal definitions and properties of the methods used in the approach.

3.1. Cumulative Belief Degree Approach

Introduced by Kabak and Ruan [23], the CBD approach aims to represent any infor-
mation by a belief structure based on fuzzy linguistic terms. Before the formal definition
of belief structure is given, it will be useful to define a fuzzy linguistic term set. Consider
a finite and completely ordered linguistic term set S = {sk}, k ∈ {0, . . . , K}, where sk
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denotes a possible value for a linguistic variable. The semantics of the linguistic terms in S
is given by fuzzy numbers defined in the interval [0, 1], which are characterized by their
membership functions [43]. For instance, a set of five linguistic terms and their meanings
could be described as follows:

S = {s1 : very poor, s2 : poor, s3 : f air, s4 : good, s5 : very good}. Note that sets of lin-
guistic terms may differ according to the nature of the problem [44].

Definition 1. The belief structure as used in this study can be defined as follows (cf. [23]):

Bij =
{(

βijk, sk

)
, k = 1, . . . , k

}
, ∀i, ∀j (1)

k

∑
k=1

βijk ≤ 1, ∀i, ∀j (2)

where i and j denote the alternatives and criteria, respectively, and βijk denotes the belief degree for
ith alternative with respect to the jth criterion at sk level.

The belief structure is used to represent a distribution of belief degrees over a set of
linguistic terms, regarding the fulfillment of a criterion by an alternative. For example, an
alternative’s (i = 1) performance score on a particular criterion (j = 1) evaluated by an
expert is associated with linguistic term s2 (poor) with 70% confidence and linguistic term
s3 (fair) with 30% confidence. Here, the belief degrees 70% and 30% indicate the extent
to which the corresponding linguistic terms s2 and s3 are realized. The belief structure of
this assessment can be expressed as follows: B11 = {(0.7, s2), (0.3, s3)}. The belief degrees
corresponding to the other linguistic terms (i.e., s1, s4, s5) are zero, and therefore are not
shown.

One important distinguishing feature of the CBD approach is its ability to handle
assessments in different forms without any loss of information. For example, assessments
in the form of numerical, interval, linguistic, or fuzzy values can be easily transformed
into belief structures. For details of transformation formulas suggested in the literature,
the reader should refer to Ervural and Kabak [45]. The flexibility of belief structures in
representing information also allows effective handling of missing values caused by lack of
information or expert knowledge [23]. Another important feature of the CBD approach is
its ability to aggregate values under vague and uncertain information environment.

To make operations on belief structures possible, Kabak and Ruan [23] suggest con-
verting belief degrees into CBDs. This allows aggregating assessments at different linguistic
term levels under multiple criteria.

Definition 2. CBD at sk level can be defined as the aggregated belief degrees of the linguistic terms
greater than or equal to sk. More formally, CBD can be formulated as follows (cf. [23,46]):

Cij =
{(

γijk, sk

)
, k = 1, . . . , K

}
, ∀i, ∀j (3)

γijk =
K

∑
p=k

βijp, ∀i, ∀j (4)

where γijk is the CBD for the ith alternative with respect to the jth criterion at sk level.

For instance, the cumulative belief structure of the belief degrees given in the example
above can be formed as C11 = {(1, s1), (1, s2), (0.3, s3), (0, s4), (0, s5)}. After CBDs are
calculated for each criterion by using Equations (3) and (4), they are aggregated to obtain a
final result, which indicates the total performance of an alternative.
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Definition 3. A general formulation of the multi-criteria aggregation function is given below [47]:

Ci = {(γik, sk), k = 1, . . . , k}, ∀i (5)

γik =
J

∑
j=1

wjγijk (6)

where wj denotes the weight (i.e., importance) of the jth criterion such that wj ∈ [0, 1]; j = 1, 2, . . . , J;

∑J
j=1 wj = 1; and γik is the total performance score (i.e., aggregated CBD) of alternative i at level sk.

One critical decision in the aggregation process is how to derive the weights of the
criteria [48]. Various weighting methods are suggested in the literature, which can be
grouped under subjective and objective methods. Direct rating and pairwise comparison
are among the most common methods used for subjective weighting in the CBD literature
(see [45,47,49,50]). Determining weights based on expert judgments is often a highly
subjective, costly, and time-consuming task. Moreover, subjective judgments obtained from
experts for the same criteria may significantly differ because of the difference in personal
views, expertise, and backgrounds [51]. On the other hand, to obtain reliable weights,
objective methods can be preferred. One of the most common methods used for objective
weighting is the Ordered Weighted Averaging (OWA) operator (see [46,48,52]). Proposed by
Yager [53], the OWA operator is a mean type aggregation function that associates weights
with the ranks of the given values. Another approach proposed by Kabak and Ruan [23]
aggregates values using rules, which are related to the existence of criteria.

Representing the results in form of a distribution of aggregated belief degrees over
a set of linguistic terms provides more insight into the performance of an alternative to
decision makers. This is another main benefit of the CBD approach. For ranking purposes,
a single performance value may also be derived based on the final belief structure. The
details of the ranking approach are provided in the next section.

3.2. Weighting of Criteria

To aggregate belief degrees in cumulative form, this paper suggests a weighted
Bonferroni-OWA operator. This subsection introduces the formal definitions and properties
of this operator.

3.2.1. Bonferroni Mean (BM) Operator

The choice of an appropriate aggregation function in multi-criteria problems is a
critical issue. While standard operators such as averaging often yield reasonable results,
more advanced aggregation functions are required to capture any existing interrelationship
of criteria [24,54]. Originally proposed by [55], the Bonferroni mean is such an advanced
mean type aggregation operator that is able to represent interrelationships between criteria.
Because of its decomposable structure and distinguishable components, BM has been
successfully applied to a wide range of problems [56–58]. The BM operator in its original
form is formulated as follows.

Definition 4 ([55]). Let p and q ≥ 0 and x = (x1, . . . , xn) be a vector of values where xi ∈ [0, 1],
then the BM of these values is defined as:

Bp,q(x) =

(
1

n(n− 1)

n

∑
i,j=1, i 6=j

xp
i xq

j

) 1
p+q

(7)

Monotone and bounded by the min and max operators, the BM averages all the prod-
uct pairs of non-identical inputs [54]. It is interpreted by Yager [24] as “a kind of combined
averaging and anding operator”. The special case where p = q = 1 is commonly used to
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aggregate values in multi-criteria problems. By rearranging the terms in Equations (7) and
letting p = q = 1, the BM reduces to the following expression [24]:

B(x) =

(
1
n

n

∑
i=1

xiui

) 1
2

(8)

where xi represents the performance score of alternative a with respect to criteria Xi;
ui =

1
n−1 ∑n

j=1,j 6=i xj, i = 1, . . . , n, represents the average performance score concerning all
criteria except Xi. In other words, each argument of the outer arithmetic mean in BM is the
product of criterion score xi with the average score of the remaining criteria xj, j 6= i [59].

3.2.2. Bonferroni Mean with OWA

To improve the modeling capability of BM, Yager [24] suggested some generalizations
that involve replacing the simple average with other mean type aggregation functions
such as OWA, as well as incorporating importance weights of criteria. Here, the OWA
extension of BM will be explained. As mentioned above, the OWA operator does not
associate weights directly with criteria, but rather with the ranks of scores on these criteria.

Definition 5 ([24]). Let xj 6=i = (x1, . . . , xi−1, xi+1, . . . , xn) denote a vector in [0, 1]n−1 and
w denote an OWA weighting vector of dimension n − 1 with components wk ∈ [0, 1] when
∑k wk = 1. Then, the OWA function of xj, j 6= i that replaces the inner arithmetic mean ui in BM
can be defined as follows:

OWAw
(
xj 6=i

)
=

n−1

∑
k=1

wkx(k) (9)

where the (.) notation denotes the components of xj 6=i being arranged in non-increasing order
x(1) ≥ x(2) ≥ . . . ≥ x(n−1).

Using this function, the extended BM can be expressed as follows [24]:

BON−OWA(x) =

(
1
n

n

∑
i=1

xiOWAw
(
xj 6=i

)) 1
2

(10)

In order to perform the BON−OWA(x) operator, the weighting vector of dimension
n − 1 needs to be specified. Based on this vector, the OWA operator is able to provide
a rich family of aggregation functions varying from an AND operator (satisfying all the
criteria) to an OR operator (satisfying at least one of the criteria) [53]. In other words, the
form of the weighting vector determines the nature of the aggregation and therefore needs
to be carefully chosen. Several approaches have been proposed for this purpose, which
involve different techniques such as linguistic quantifiers [53], orness and entropy [60,61],
exponential smoothing [62], linear objective-programming [63], normal distribution [64],
kernel density estimation [65], and convolutional neural networks [66].

In this study, a method based on a measure of dispersion suggested by O’Hagan [60]
and analytically solved by Fuller and Majlender [61] is used. This method neither needs
to specify a particular monotone continuous function nor use any empirical data. To
characterize the behavior of the OWA operator, the measures of orness and dispersion of
the aggregation need to be calculated. The measure of orness introduced by Yager [53] is
defined as follows.

Definition 6 ([53]). Let w = (w1, . . . , wn) indicate the OWA weighting vector. The degree of
orness associated with the weighting vector of OWA is defined as:

orness(w) =
1

n− 1

n

∑
i=1

(n− i)wi (11)
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where orness(w) = α is a situation parameter and characterizes the degree to which the aggregation
is like an OR operation. Note that for any weighting vector, orness(w) ∈ [0, 1].

The concept of dispersion, as a kind of entropy, measures how much of the information
in the arguments included in the aggregation is really used. It is formally defined as follows.

Definition 7. The measure of dispersion of w is formulated as

dispersion(w) = −
n

∑
i=1

wi ln wi (12)

The more uniformly the weights are distributed, the more information is considered in
the aggregation. The maximum value of dispersion is obtained with a w where wi = 1/n
for every i = 1, . . . , n [67].

O’Hagan [60] formulates the OWA weights determination problem as a constrained
non-linear optimization model where dispersion (i.e., objective function) is maximized
for a predefined degree of orness (i.e., constraint). The optimization model suggested by
O’Hagan [60] is as follows:

Maximize : −
n

∑
i=1

wi ln wi (13)

Subject to :
1

n− 1

n

∑
i=1

(n− i)wi = α, 0 ≤ α ≤ 1, (14)

n

∑
i=1

wi = 1, 0 ≤ wi ≤ 1, i = 1, . . . , n (15)

Fuller and Majlender [61] applied the method of Lagrange multipliers to convert the
constrained optimization problem to a polynomial equation that can be solved analytically
to derive the optimal weighting vector. The weighting vector is obtained by solving the
following equations:

wj =
n−1
√

wn−j
1 wj−1

n (16)

wn =
((n− 1)α− n)w1 + 1
(n− 1)α + 1− nw1

(17)

w1[(n− 1)α + 1− nw1]
n = ((n− 1)α)n−1[((n− 1)α− n)w1 + 1] (18)

First, the value of w1 is obtained for a given orness degree, using Equation (18). Then,
by substituting the value of w1 in Equation (17) wn is determined. After w1 and wn are
obtained, all other weights can be calculated using Equation (16). Note that (i) if n = 2,
then w1 = α and w2 = 1− α; (ii) if α = 0 or α = 1, then the weighting vectors are obtained
as w = (0, 0, . . . , 1) and w = (1, 0, . . . , 0), respectively, with dispersion(w) = 0; (iii) if n ≥ 3
and 0 < α < 1, then Equations (16)–(18) are used to obtain the weighting vector [61].

4. Proposed Approach

In this subsection, the details of the weighted Bon-OWA-based CBD approach pro-
posed for personnel selection are presented. It is explained how outcomes of automated
AVI assessments of candidates can be derived, represented, weighted, combined, and
ranked under multiple criteria. Extending the CBD approach by replacing the simple
average with the weighted Bon-OWA operator improves its modeling capability such that
it enables considering (i) accuracy levels of the learning algorithms as weights; (ii) inter-
relationships between sub-criteria; and (iii) objective weights of (sub-)criteria. Thus, this
completely data-driven and highly flexible approach effectively handles the complexity
and uncertainty involved in the assessment and selection process and increases the capacity
for handling large numbers of candidates.
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The proposed approach consists of two consecutive stages: (i) the Assessments Stage,
where patterns in candidate video responses are learned and predicted using AVI in
combination with statistical and AI-based approaches; and (ii) the Selection Stage, where
automated AVI assessment scores are transformed and aggregated using an extended CBD
approach in a multi-criteria environment. The proposed approach combines the benefits
of learning-based techniques with MCDM techniques and makes unique methodological
contributions to the selection stage. The proposed approach, depicted in Figure 1, comprises
the following steps.
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Step 1. Planning the Recruitment Process: The process begins with identifying job
vacancies followed by preparing job descriptions that are required to describe the positions.
The aim is to attract as many high-quality candidates as possible that should “fit” open
positions. Job openings are advertised internally and externally on the company’s own
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career sites and/or on popular social sites or job portals. Online advertising and searching
is still the most preferred means to attract job seekers to the vacancies [4].

Step 2. Identifying Personnel Selection Criteria and Interview Questions: The next stage of
the process aims to identify specifications that are required to fill the respective positions.
Specifications indicate the hiring criteria used to assess candidates, which include knowl-
edge, experience, specific skills and competencies, and personality traits, among others.
These criteria are often evaluated through multiple questions. Once the assessment criteria
are identified, the questions associated with each criterion to be asked in the asynchronous
video interviews are formulated.

Step 3. Obtaining and Assessing Candidate Video Responses: Candidates who wish to
apply for the open position(s) are first requested to register online and send their resumes.
After automatically screening candidates’ available information, only candidates that
match the basic requirements (e.g., educational qualification, work experience) necessary
to proceed to the next stages of the process are determined. These selected candidates
are invited to complete an online asynchronous video interview at any time and place
convenient to them within a predefined time interval. In the interview, candidates are
requested to record their responses to the predetermined set of interview questions and
submit them online.

For each recorded response, verbal and/or non-verbal indicators of a candidate are
extracted by using AI-based approaches to learn and predict patterns in the video response.
For verbal content, the candidate responses are first converted to text using ASR and
then mapped to feature vectors using NLP techniques (e.g., document embedding). For
non-verbal cues, features such as tone of voice, facial expressions, and body gestures can be
extracted using visual words and audio words. These visual/audio words are represented
as feature vectors using NLP tools. Then, these vectors are used as input to ML algorithms
to predict the interview performance with respect to each interview question. Predictions
are obtained either as discrete class labels (and their probabilities, if available) through
classification algorithms or as continuous values through regression algorithms. These
predictions need to be combined effectively to assess a candidate’s overall suitability for
the position and the organization (see steps 4 and 5).

Step 4. Representing Automated AVI Assessment Scores with (Cumulative) Belief Degrees:
Before making a decision on the most suitable candidate(s), the hiring managers would con-
sider scores predicted for each single question and, more essentially, the overall suitability
of candidates obtained by aggregating these scores. While this appears deceptively simple,
there are a variety of issues that need to be addressed in the aggregation process, which
can be summarized as follows. Based on the features extracted and the learning algorithms
used, the predicted scores (or class information) can be in different forms and scales such
as probability values, interval values, ratings, test scores, distances, or linguistic values.
Thus, there is a need for a flexible and easy-to-use approach that enables the aggregation
of scores in different forms. Moreover, the automated assessment scores may involve
some uncertainty. Here, uncertainty is used in a broader sense that considers subjectivity,
missing values, and inaccuracy as important sources. Essentially, automated assessments
are based on learned patterns obtained from previous evaluations of interviewers and
may carry some subjectivity. Missing data and accuracy of the learning algorithms are
further factors that influence the aggregation of the scores and, in turn, the job suitability of
candidates. Finally, the questions associated with each criterion used to assess candidates’
video responses may be highly interrelated. To address these issues, an aggregation process
based on CBDs is suggested and employed as follows.

Step 4.1. Transforming Scores to Belief Degrees: To be able to aggregate automated AVI
assessment scores represented in different forms and scales, the scores are first transformed
into belief structures as defined in Equations (1) and (2). The belief structure represents the
fulfillment of a (sub-)criterion by a candidate through a distribution of belief degrees over a
set of linguistic terms. The set of linguistic terms used in this study and their meanings are
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described as follows S = {sk}, k ∈ {1, . . . , 5}where s1 : unsatisfactory, s2 : needs improvement,
s3 : meets expectations, s4 : exceeds expectations, s5 : exceptional.

The method of associating a candidate’s score on a particular question with linguistic
terms depends on the form and scale of the assessment. Automated AVI assessment scores
are often obtained in form of probability values, ratings, test scores, or distances. For these
types of values, the direct value assignment approach suggested by Kabak and Ruan [23]
can be applied to transform the values into belief structures. According to this approach,
scores based on predefined scales (e.g., 0–100) are transformed into belief degrees through
membership functions (µs̃k

) defined for each linguistic term (sk) and interview question (q).
More formally, the belief structure related to a given score vijq is formulated as follows [23]:

B
(

vijq

)
=
{(

µs̃k

(
vijq

)
, sk

)
, k = 1, . . . , K

}
, ∀i, ∀j, ∀q (19)

The membership function of each linguistic term is defined as a triangular fuzzy
number (TFN). A TFN of linguistic term sk is simply designated with three parameters

(lk, mk, uk) and its membership function µs̃k

(
vijq

)
is defined as [68]:

µs̃k

(
vijq

)
=


(

vijq − lk
)

/(mk − lk), lk ≤ vijq ≤ mk(
uk − vijq

)
/(uk −mk), mk ≤ vijq ≤ uk

0, otherwise

(20)

where lk and uk denote the lower and upper values of the support of TFN of linguistic term
sk, respectively, and mk denotes the modal value. The linguistic term set used in this study
consists of five terms; hence, for each term, a TFN has to be defined. Figure 2 shows an
example for the transformation of a score (vijq = 0.58) in the form of probability (obtained
from a classification algorithm) into belief degrees using Equation (20). The membership
degrees 0.68 and 0.32 indicate the extent to which the corresponding linguistic terms s3 and
s4 are realized, respectively. The belief structure of the given score will be formulated as
Bijq = {(0.68, s3), (0.32, s4)}.
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In case the criteria are not limited to any specific range, the scores need to be first
normalized before they are transformed into belief structures. Various normalization
techniques such as linear normalization (e.g., min–max scaling, Tchebychev distance),
vector normalization (e.g., scaling to unit length), non-linear normalization (e.g., sigmoid
function, hyperbolic tangent) are available for this purpose.

As mentioned earlier, belief structures allow us to effectively deal with missing values
in representing information. For example, if a candidate i does not/cannot respond to an
interview question q, then the belief degrees βijqk of all linguistic terms except s1 (unsatis-
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factory) are set to zero. On the other hand, if the AI model technically fails to produce a
score for the response of a candidate to a particular question, then all the linguistic term
options will be considered as possible and the total belief is distributed to all linguistic
terms evenly (see [23]).

Notice that besides the described direct value assignment approach, various transfor-
mation formulas have been suggested in the literature to handle other additional types of
data (for more detail see [45]).

Step 4.2. Calculating Cumulative Belief Degrees (for each Interview Question): To make
operations on belief structures possible, the belief degrees are converted into CBDs. This
is necessary since belief structures cannot be directly ranked and they involve multiple
dimensions rather than a single score [48]. Using Equations (3) and (4), the CBD (γijqk) for
the ith candidate with respect to the qth interview question associated with the jth criterion
at sk level is calculated.

To explain the idea of CBDs, suppose that the suitability of a candidate is determined
according to a threshold that is specified as one of the terms (e.g., s3) in the linguistic term
set. Then, the belief degrees of the terms that are greater than or equal to the threshold (i.e.,
s3, s4, s5) give the total belief of the suitability of the candidate.

Step 5. Calculating Aggregated Scores: Since each criterion is evaluated through mul-
tiple interview questions that constitute a hierarchic composition, the cumulative belief
structures are aggregated in a hierarchical way. First, CBDs obtained for interview ques-
tions associated with a particular criterion are aggregated using an objective weighting
approach. Then, the resulting aggregated cumulative belief structures, each corresponding
to a particular criterion, are aggregated to determine a candidate’s overall suitability for
the position.

Step 5.1. Determining Criteria and Sub-Criteria Weights: To avoid highly subjective,
costly, and time-consuming tasks and ensure a completely data-driven assessment and
selection process without the need for any expert intervention, the OWA operator is used.
The optimal OWA weighting vector (w) is obtained by applying Equations (16)–(18). As
explained in Section 3, the behavior of the OWA operator depends on a predefined level
of orness (α). According to the chosen level, two alternative weighting schemes can be
distinguished for the personnel selection problem:

• A high orness degree is chosen to place more importance on higher scores without
ignoring lower ones. This avoids missing any promising candidate who has (very)
low scores on only few (sub-)criteria.

• A low orness degree is chosen to place more importance on lower scores without
ignoring higher ones. This avoids considering candidates with unacceptably low
scores on some (sub-)criteria.

Step 5.2. Aggregating CBDs for each candidate at question and criteria level: For each
candidate, the CBDs obtained for interview questions associated with a particular criterion
are aggregated using an extended version of the BON-OWA Operator. The proposed
operator incorporates the accuracy of a learning algorithm as a weighting factor. More
accurate models are assigned higher weights to make sure that these models have a greater
effect on the final result. Several different accuracy measures are suggested in the literature.
For example, proportion of correct classifications, area under the curve (AUC), and F1
score are common accuracy measures used in classification problems. On the other hand,
the accuracy of a regression model can be represented by the root mean squared error
(RMSE), mean absolute percentage error (MAPE), and coefficient of determination (R2),
among others.
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Definition 8. Given the accuracy (ajq ∈ [0, 1]) of the learning algorithms formulated for the
questions associated with criterion j, the suggested Weighted BON-OWA operator can be formulated
as follows:

γijk =

(
1
A

Q

∑
q=1

ajq γijqkOWAw

(
γijp 6=qk

)) 1
2

, ∀i, ∀j, ∀k (21)

OWAw

(
γijp 6=qk

)
=

Q−1

∑
r=1

wjr γij(r)k (22)

where γijp 6=qk =
(

γij1k, . . . , γijq−1k, γijq+1k, . . . , γijQk

)
denotes a vector in [0, 1]Q−1, A = ∑Q

q=1 ajq ,
w denotes an OWA weighting vector of dimension Q − 1 with components wjr ∈ [0, 1] when
∑r wjr = 1. The (.) notation denotes the components of γijq 6=pk being arranged in non-increasing
order γij(1)k ≥ γij(2)k ≥ · · · ≥ γij(Q−1)k.

This aggregation operator is monotonic concerning the arguments and this satisfies
the boundary conditions when all γijqk = 1 or γijqk = 0. Notice that when ajq = 1 for all
q, then the original case is obtained. At least two non-zero inputs (i.e., γijqk, γijpk > 0) are
required to obtain a non-zero output. To avoid a zero score for the case of only one non-zero
input, the arithmetic mean can be performed for the particular pair.

Once the aggregated cumulative belief structures are obtained for each criterion, the
next step is to aggregate these values to determine a candidate’s overall suitability for the
position. To do this (after ranking γijk values in descending order), the simple average in
Equation (6) is replaced by the classical OWA function as shown below:

γik =
J

∑
r=1

wrγi(r)k, ∀i, ∀k (23)

Step 6. Ranking Candidates: Two approaches can be used to compare and rank the final
cumulative belief structures of the candidates.

• Ranking candidates using the Aggregated Score Approach: The candidates are ranked
according to the overall suitability scores obtained by converting the final cumulative
belief structures into single values. This is achieved by first assigning predefined
numerical values to the linguistic terms, then decomposing CBDs into belief degrees,
and finally summing the product of each numeric value and its associated belief degree.
More formally, the overall suitability score (OSS) of each candidate is calculated by the
following formula [23]:

OSSi =

(
K−1

∑
k=1

vk(γik − γik+1)

)
+ vKγiK, ∀i (24)

where vk denotes a numerical value for the linguistic term sk and γik denotes the
overall suitability of candidate i at level sk. If no other information is available, the
numerical values of each linguistic term are set to vk = k, k = 1, . . . , K. To express
OSSs in percentage, the scores should be multiplied by 100/K [48].

• Ranking Candidates Using the Linguistic-Cut Approach: According to this approach, the
final cumulative belief structure of a candidate is transformed into a single linguistic
term. First, a threshold (τ) is chosen that specifies the minimum CBD required to
sufficiently fulfill a linguistic term. Accordingly, a single term sk is assigned to a
candidate if sk is the highest linguistic term with a CBD greater than or equal to τ. It
is also possible to determine the threshold by examining a graphical representation
of the results [23]. By considering alternative thresholds, sensitivity and robustness
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analyses can be performed [45]. The transformation into a single linguistic term can
be defined as follows [52]:

LSSτ
i = Supk=1,...,K[ sk|γik ≥ τ] (25)

where LSSτ
i denotes the Linguistic Suitability Score of candidate i for a given threshold

value τ ∈ [0, 1]. Candidates are ranked based on their linguistic suitability scores. The
hiring manager may set a minimum expectation (in terms of LSS) for the open position
to be met by the candidates.

Step 7. Recommending Candidates: The list of recommended candidates and important
insights are then shared with the hiring manager(s) for review. The hiring manager(s)
review(s) the candidates’ interviews, resumes, and suitability scores. Consequently, a
final decision on the shortlist of candidates that will move through the next stages of the
interview process is made. In this final step of the proposed assessment and selection
process, the chosen candidates are invited for an online (synchronous) interview with the
hiring manager(s) and/or HR executive.

5. Example Case

In this section, an example case is presented to illustrate the applicability and effec-
tiveness of the proposed approach. In the example, a HR software company is in search
of a sales specialist to join their company. The main concern of the company is to apply
a completely data-driven approach in the early stages of the hiring process to screen for
high-quality candidates to be invited for an initial in-person interview. This will minimize
expert intervention and the subjectivity inherent in the assessment and selection process.
The steps of the process are explained below.

Step 1. Planning the Recruitment Process: First, a team responsible for the hiring
process was set up, including a hiring manager and a recruiter. The job description and
qualifications required to fill the open position (sales specialist) were advertised online on
popular job portals. To encourage maximum possible job seekers to apply and make the
hiring process more effective and efficient, the team decided to use AVI. The suitability
of the candidates was predicted using an automated video interview assessment process
where only the verbal content of the recorded responses was analyzed. The interviews,
assessments of video responses, and the selection (shortlisting) of potential candidates
were planned to be completed in one month. According to the plan, the shortlist should not
exceed three candidates who would advance to the next stages of the interview process.

Step 2. Identifying Personnel Selection Criteria and Interview Questions: In this step,
the hiring criteria used to assess the candidates were established. The team agreed on
using a competency-based assessment process, since using AVI in combination with AI-
based approaches allows candidates’ competencies to be assessed in earlier stages of
the assessment and selection process. Although competencies can be more difficult to
measure than hard skills, they provide more insight into a candidate’s past experiences,
abilities, and behavioral patterns. Every position is unique and requires a unique set
of competencies. The competencies (i.e., criteria) that were regarded as essential for the
open position were communication, persuasiveness, and results orientation. To get a
broader view, each competence was evaluated through multiple behavioral questions.
These interview questions focus on actions in particular workplace situations, which allow
a candidate’s experience to be compared to the requirements of the open position. The
behavioral competencies and the questions associated with each competency to be asked in
the asynchronous video interviews are summarized in Table 1.

Step 3. Obtaining and Assessing Candidate Video Responses: First, the resumes of the
applicants who applied for the open position were automatically screened. Only 12 out of
19 applicants matched the basic requirements (educational qualification, work experience,
etc.) necessary to proceed to the next stages of the process. The selected candidates
were invited to complete an online asynchronous video interview at any time and place
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convenient to them within one week. The online interview could be completed using a
PC with an external or built-in webcam or mobile device with a built-in camera. In the
asynchronous video interview, candidates were requested to record their responses to nine
interview questions presented in written format (listed in Table 1) and submit them online.
For each question, candidates were given one minute to read and organize their thoughts
before recording began and four minutes maximum to respond. Candidates did not have
the option to review their recorded responses or to re-record them; however, they were
given the opportunity to practice on sample questions before starting the interview.

Table 1. Behavioral competencies and associated questions.

Competency (j) Definition Interview Question (jp)

Communication
(j = 1)

Considering and responding to the needs,
ideas, and feelings of individuals or
groups in a professional, clear, and

accurate manner.

Tell about an experience in which you explained a complex
technical problem to a person who does not understand

tech-nical jargon? How did you handle this delicate situation?
What was the result? (j1)

How do you avoid “verbal overkill”? How do you reduce
mes-sages to their essence without losing the main intent and

con-tent? Give an example. (j2)
Tell about a time when you had to explain something you

knew well to someone who had difficulty understanding the
subject. How did you do it and what was the result? (j3)

Persuasiveness
(j = 2)

Using appropriate interpersonal styles
and communication methods to

persuade, influence, or impress others in
order to achieve understanding and

acceptance of a product, service, or idea.

Tell about an experience in which you effectively conveyed
your opinion to others. What was the idea you conveyed?

What was the result? What would you do differently if you
were faced with the same situation again? (j1)

Tell about an experience in which you did not give up and
made a determined effort despite having difficulty in

convincing the people around you. What were the reactions
you encountered? What were the things that challenged you?

What was the result? (j2 )
What was the most stressful professional negotiation you have

been involved in? How did you handle it? (j3 )

Results Orientation
(j = 3 )

Focusing effort on desired outcomes and
the ways to achieve them by translating

ideas into concrete actions, removing
barriers, and mobilizing resources.

Tell about a situation where you had to take several actions
over a period of time and overcome obstacles in order to

achieve a business objective. What were the obstacles in your
path? What was the result? (j1 )

Tell about an experience in which you accomplished a job you
pursued effectively and quickly. What did you do to complete

the job as quickly and effectively as possible? (j2 )
Describe a stretch goal or objective that you were able to

achieve. Why was this a stretch goal? What was the result? (j3 )

Once a candidate had finished the interview, the suitability of the candidate was
predicted using an automated assessment process. More precisely, for each recorded
response, the verbal content was scored automatically using AI-based approaches. The
candidate responses were first converted to text using the Google Speech-to-Text API [69].
This API powered by Google’s AI technologies apply the most recent deep-learning neural-
network algorithms for ASR.

After the interview responses were preprocessed, they were transformed into vectors
using pretrained models. These vectors, also known as embeddings, represent the meaning
of a text (or any other unit of natural language) as a point in a multidimensional vector
space [70]. Texts that are closer in the semantic space are expected to be more similar
in meaning. In the current example, document embedding based on fastText [71] was
used, which is a library for learning of word embeddings developed by Facebook’s Arti-
ficial Intelligence Research Lab. Consequently, a vector was obtained for each response
by aggregating word embeddings. This low-dimensional representation (consisting of
300 dimensions) allows us to simply integrate candidate responses in form of real-valued
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vectors into ML models. Table 2 shows the vector representations of the responses given by
Candidate 1.

Table 2. Vector representations of the responses of Candidate 1.

Competency Response Dim 1 Dim 2 . . . Dim 299 Dim 300

Communication Response to j1 0.0078009 −0.0041856 . . . −0.0122872 −0.0117441
(j = 1 ) Response to j2 0.0279355 −0.0020948 . . . −0.0029779 −0.0140276

Response to j3 0.0081928 −0.0036274 . . . −0.0012601 −0.0162252
Persuasiveness Response to j1 −0.0034173 −0.0187041 . . . −0.0015710 −0.0123723

(j = 2 ) Response to j2 −0.0057934 −0.0288823 . . . −0.0015282 −0.0124730
Response to j3 0.0022617 −0.0203922 . . . −0.0067732 −0.0028028

Results Orientation Response to j1 0.0162339 −0.0035523 . . . −0.0093317 0.0059282
(j = 3 ) Response to j2 0.0281698 0.0122494 . . . 0.0081218 0.0090014

Response to j3 0.0134955 0.0024308 . . . 0.0103870 0.0043022

The embeddings were used as input to a trained binary classification model to predict
the interview performance of a candidate with respect to each interview question. The
classifier, based on a multi-layer neural network model, predicts the probabilities with
which a response of a candidate belongs to the following classes: “not suitable” or “suitable”.
The choice for a binary classifier was motivated by the fact that a binary classifier is much
less complicated than a multi-class classifier. More precisely, binary classifiers often produce
more accurate results for even smaller datasets, but at a cost of a less detailed classification.
The accuracy of each applied classification model and the predictions, obtained in terms
of probabilities, is presented in Table 3. Each probability value indicates the likelihood
of belonging to the class “suitable”. For example, the response of Candidate 1 to the first
interview question of the competency “Communication” has a likelihood of 0.58 to be
suitable. The accuracy of a classifier was computed using 10-fold cross validation.

Table 3. Predictions of candidates’ interview performance with respect to each interview question.

Candidate Communication (j = 1) Persuasiveness (j = 2) Results Orientation (j = 3)
j1 j2 j3 j1 j2 j3 j1 j2 j3

(0.82) * (0.74) * (0.78) * (0.79) * (0.75) * (0.84) * (0.81) * (0.82) * (0.79) *

1 0.58 0.66 0.47 0.35 0.33 0.41 0.82 0.93 0.59
2 0.52 0.62 0.51 0.56 0.65 0.33 0.78 0.76 0.73
3 0.15 0.22 0.25 0.34 0.28 0.31 0.10 0.17 0.14
4 0.92 0.87 0.85 0.88 0.90 0.83 0.71 0.68 0.60
5 0.72 0.70 0.61 0.47 0.73 0.68 0.38 0.42 0.27
6 0.84 0.91 0.66 0.80 0.74 0.85 0.83 0.88 0.89
7 0.18 0.00 0.14 0.23 0.16 0.10 0.17 0.13 0.24
8 0.42 0.50 0.39 0.36 0.43 0.38 0.37 0.42 0.30
9 0.62 0.64 0.75 0.56 0.60 0.73 0.42 0.57 0.65

10 0.89 0.80 0.95 0.68 0.45 0.59 0.63 0.70 0.57
11 0.26 0.35 0.25 0.43 0.17 0.27 0.76 0.72 0.80
12 0.48 0.63 0.55 0.56 0.63 0.43 0.52 0.62 0.57

* Accuracy (F1 score) of the classification model

Step 4. Representing Automated AVI Assessment Scores with (Cumulative) Belief Degrees:
To be able to compare the results for each single question and effectively combine them to
assess a candidate’s overall suitability, the predictions obtained in step 3 were transformed
into (cumulative) belief degrees.

Step 4.1. Transforming Scores to Belief Degrees: Based on the features extracted and
the learning algorithms used, the predicted scores were obtained in the form of class
memberships and associated probabilities (vijq ). Appropriate for this type of value, the
direct value assignment approach was employed to transform the probabilities into belief
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structures. The set of fuzzy linguistic terms over which distributions of belief degrees are
represented was formulated as S = {sk}, k ∈ {1, . . . , 5} where s1 : unsatisfactory; s2 : needs
improvement; s3 : meets expectations; s4 : exceeds expectations; s5 : exceptional. The membership
function µs̃k

of each linguistic term sk (given in Figure 2) was defined as a TFN using
Equation (20). Table 4 presents the TFNs defined for the given linguistic terms.

Table 4. TFNs defined for the linguistic terms.

Linguistic Term Linguistic Expression TFN

s1 Unsatisfactory (0, 0, 0.25)
s2 Needs Improvement (0, 0.25, 0.50)
s3 Meets Expectations (0.25, 0.50, 0.75)
s4 Exceeds Expectations (0.50, 0.75, 1)
s5 Exceptional (0.75, 1, 1)

According to the direct value assignment approach, probabilities were transformed
into belief degrees through the membership functions (µs̃k

) defined for each linguistic
term (sk) and interview question (q) as shown in Equation (20). For example, the belief
structure associated with the response of Candidate 1 to the first interview question of the
competency “Communication” (i.e., for v111 = 0.58) is determined as follows:

µs̃1(0.58) =

{(
0.25− vijq

)
/(0.25− 0), 0 ≤ vijq ≤ 0.25

0, otherwise

µs̃2(0.58) =


(

vijq − 0
)

/(0.25− 0), 0 ≤ vijq ≤ 0.25(
0.50− vijq

)
/(0.50− 0.25), 0.25 ≤ vijq ≤ 0.50

0, otherwise

µs̃3(0.58) =


(

vijq − 0.25
)

/(0.50− 0.25), 0.25 ≤ vijq ≤ 0.50
(0.75−0.58)
(0.75−0.50) =0.68, 0.50≤vijq

≤0.75

0, otherwise

µs̃4(0.58) =


(0.58−0.50)
(0.75−0.50) =0.32, 0.50≤vijq

≤0.75(
1− vijq

)
/(1− 0.75), 0.75 ≤ vijq ≤ 1

0, otherwise

µs̃5(0.58) =

{(
vijq − 0.75

)
/(1− 0.75), 0.75 ≤ vijq ≤ 1

0, otherwise

The membership degrees 0.68 and 0.32 indicate the extent to which the corre-
sponding linguistic terms s3 : meets expectations and s4 : exceeds expectations are real-
ized, respectively. Thus, the belief structure of the given probability is formulated as
B
(
v111

)
= {(0.68, s3), (0.32, s4)}. The belief structures associated with the responses of Can-

didate 1 to the remaining questions were calculated in a similar way. Table 5 presents the
complete results for Candidate 1. For the belief structures of other candidates, the reader
should refer to Appendix A. Note that one of the candidates (i = 7) did not respond to
the second interview question of the competency “Communication”. For this particular
question, the candidate’s belief degrees (β712k) of all linguistic terms except s1 were set to
zero (see Table A6).
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Table 5. Belief degrees of Candidate 1.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.58 0.68 0.32 1 1 1 0.32 0
j2 0.66 0.36 0.64 1 1 1 0.64 0
j3 0.47 0.12 0.88 1 1 0.88 0 0

Persuasiveness
(j = 2 )

j1 0.35 0.6 0.4 1 1 0.40 0 0
j2 0.33 0.68 0.32 1 1 0.32 0 0
j3 0.41 0.36 0.64 1 1 0.64 0 0

Results Orientation
(j = 3 )

j1 0.82 0.72 0.28 1 1 1 1 0.28
j2 0.93 0.28 0.72 1 1 1 1 0.72
j3 0.59 0.64 0.36 1 1 1 0.36 0

Step 4.2. Calculating Cumulative Belief Degrees (for each Interview Question): To make
operations on belief structures and their ranking possible, the belief degrees were converted
into CBDs (γijqk) using Equations (3) and (4). For instance, the CBD of Candidate 1 with
respect to the first interview question associated with the competency “Communication” at
level s3 is calculated as follows:

γ1113 =
5

∑
k=3

β111k = 0.68 + 0.32 + 0 = 1

The sum of the belief degrees of the terms that are greater than or equal to the
specified level s3 gives the cumulative belief on the suitability of the candidate at
this level. Accordingly, the cumulative belief structure of Candidate 1 with respect
to question 1 associated with the competency “Communication” can be formed as
C111 = {(1, s1), (1, s2), (1, s3), (0.32, s4), (0, s5)}. The CBDs associated with each response of
Candidate 1 are given in Table 5. The results indicate that Candidate 1 just met expectations
for the competency “Persuasiveness” but achieved a much better interview performance
for the competency “Results Orientation” by exceeding expectations.

Step 5. Calculating Aggregated Scores: Since the assessment and selection process in-
volved multiple competencies, each of which was evaluated through multiple interview
questions, a candidate’s overall suitability for the open position was determined by ag-
gregating the cumulative belief structures in a hierarchical way. To ensure a completely
data-driven process without the need for any expert intervention, the aggregations at both
question and competency levels were performed by objective weighting approaches.

Step 5.1. Determining Weights: Before aggregating CBDs (at question level) with the
proposed Weighted BON-OWA operator, the optimal OWA weighting vector (wj) was
determined by applying Equations (16)–(18). As the form of the weighting vector depends
on the level of orness (α) and the hiring manager did not want to miss promising candidates
who had low scores on only a few questions, a high orness degree was chosen to place
more importance on higher scores. So, the level of orness was set to 0.7, which lies between
the average and max operators. The Weighted BON-OWA operator requires nj = Q− 1
weights to be determined, where Q denotes the total number of questions associated with a
particular competency j. Accordingly, the optimal two-dimensional OWA weighting vector
was determined as wj = (0.7, 0.3). Note that nj = 2 is a special case where wj1 = α and
wj2 = 1− α.

The aggregation at the competency level was performed by using the classical OWA
function. The associated weights were obtained through solving the same Equations (16)–(18)
for α = 0.7 and n = 3. Table 6 provides the optimal weighting vectors for different
α values and n = 3. Note that values in Table 6 may not add up to one due to the
conventions of rounding; however, the calculations were performed using original figures.
Accordingly, the optimal three-dimensional OWA weighting vector was determined as
w = (0.553955, 0.291992, 0.153999).
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Table 6. The optimal weighting vector for n = 3 [72].

α w1 w2 w3

0.5 0.333333 0.333333 0.333333
0.6 0.438355 0.323242 0.238392
0.7 0.553955 0.291992 0.153999
0.8 0.681854 0.235840 0.081892
0.9 0.826294 0.146973 0.026306
1 1 0 0

Step 5.2. Aggregating CBDs for each candidate at question and competency level: First, for
each candidate, the CBDs obtained for the interview questions associated with a particular
competency were aggregated using Equations (21) and (22). The proposed aggregation
operator requires, besides the optimal OWA weights, the accuracies of the classification
models used. The idea is to assign higher weights to more accurate models. The accuracies
were evaluated by the F1 score ranging from 0.74 to 0.84, as shown in Table 3. F1 score,
which is calculated as the harmonic mean of the precision and recall of a test, performs well
when there are imbalanced classes [73], as was the case in our example.

For instance, given the CBDs (γ11q4) associated with the responses of Candidate 1 to
the three interview questions of the competency “Communication”, the F1 scores (a1q ) of
each classification model, and the OWA weighting vector (w1r ), the aggregation operation
for the linguistic term s4 is performed as follows:

γ114 =

(
1
A

3

∑
q=1

a1q γ11q4

2

∑
r=1

w1r γ11(r)4

) 1
2

γ114 =

[
1

2.34
(0.82·0.32·(0.7·0.64 + 0.3·0) + 0.74·0.64·(0.7·0.32 + 0.3·0) + 0.78·0·(0.7·0.64 + 0.3·0.32))

]0.5
= 0.3091

The calculations for the remaining linguistic terms were made in a similar way and
produced the following results γ111 = 1, γ112 = 1, γ113 = 0.9675, γ115 = 0. Table 7 provides
the results for Candidate 1. The candidate has no low scores and achieved his best interview
performance for the competency “Results Orientation” by exceeding expectations.

Table 7. Aggregated CBDs of Candidate 1.

Competency s1 s2 s3 s4 s5

Communication 1 1 0.9675 0.3091 0
Persuasiveness 1 1 0.4631 0 0

Results Orientation 1 1 1 0.8135 0.3083

The resulting aggregated cumulative belief structures were then aggregated at com-
petency level to determine each candidate’s overall suitability for the open position. To
do this, γijk values were first ranked in descending order at each sk level separately. Then,
using Equation (23) with the optimal weighting vector w = (0.553955, 0.291992, 0.153999)
obtained in Step 5.1, the final cumulative belief structures were calculated. For instance,
the overall suitability of Candidate 1 at level s4 was calculated as follows:

γ14 =
3

∑
r=1

wrγ1(r)4 = 0.553955·0.8135 + 0.291992·0.3091 + 0.153999·0 = 0.5409

With similar calculations for the remaining linguistic terms, the general CBD structure rep-
resenting the overall suitability of Candidate 1 is C1 = {(1.0000, s1), (1.0000, s2), (0.9078, s3),
(0.5409, s4), (0.1708, s5)}. Table 8 provides the results for all Candidates.
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Table 8. Overall suitability of candidates.

Candidate Final Cumulative Belief Structure OSS * LSS
s1 s2 s3 s4 s5 τ=0.3 τ=0.5 τ=0.7 τ=0.9

4 1.0000 1.0000 1.0000 0.9496 0.4374 0.8774 s5 s4 s4 s4
6 1.0000 1.0000 1.0000 0.9813 0.3909 0.8744 s5 s4 s4 s4

10 1.0000 1.0000 0.9917 0.7679 0.2974 0.8114 s4 s4 s4 s3
2 1.0000 1.0000 0.9680 0.6410 0.0264 0.7270 s4 s4 s3 s3
1 1.0000 1.0000 0.9078 0.5409 0.1708 0.7239 s4 s4 s3 s3
9 1.0000 1.0000 0.9862 0.5749 0.0000 0.7122 s4 s4 s3 s3
5 1.0000 1.0000 0.9041 0.5651 0.0000 0.6938 s4 s4 s3 s3

11 1.0000 1.0000 0.6723 0.5358 0.0337 0.6483 s4 s4 s2 s2
12 1.0000 1.0000 0.9812 0.2595 0.0000 0.6481 s3 s3 s3 s3
8 1.0000 1.0000 0.6601 0.0000 0.0000 0.5320 s3 s3 s2 s2
3 1.0000 0.8867 0.1368 0.0000 0.0000 0.4047 s2 s2 s2 s1
7 1.0000 0.6700 0.0000 0.0000 0.0000 0.3340 s2 s2 s1 s1

*: Candidates are ranked according to their OSSs.

Step 6. Ranking Candidates: The final cumulative belief structures of the candidates
were compared according to two approaches. First, the candidates were ranked based on
their OSSs (see Table 8) obtained by converting the final cumulative belief structures into
single values (see Equation (24)). For example, the OSS of Candidate 1 was calculated as
follows:

OSS1 =

[(
4
∑

k=1
vk(γ1k − γ1k+1)

)
+ v5γ15

]
100
5

= [1·(1− 1) + 2·(1− 0.9078) + 3·(0.9078− 0.5409) + 4·(0.5409− 0.1708) + 5·0.1708]· 100
5 = 0.7239

In the formula, the numerical values of each linguistic term were set to vk = k,
k = 1, . . . , 5. According to the OSSs, the candidates were ranked as C4 > C6 > C10 > C2 >
C1 > C9 > C5 > C11 > C12 > C8 > C3 > C7. Since a maximum of three candidates were
planned to advance to the next stage of the interview process, the candidates C4, C6, and
C10 with the highest OSSs, respectively, seemed to be promising. Additionally, the sudden
change in OSSs down the rank order right after the first three candidates supported this
conclusion (see Table 8).

For the Linguistic-Cut Approach, the final cumulative belief structures of the candi-
dates were transformed into single linguistic terms using Equation (25). Four alternative
thresholds (0.3, 0.5, 0.7, and 0.9) were considered to observe possible changes in the fulfill-
ment of linguistic terms. For instance, the Linguistic Suitability Score of Candidate 1 for
the threshold 0.7 was determined as follows:

LSS0.7
1 = Supk=1,...,5[ sk|γ1k ≥ 0.7] = Supk=1,...,5[s1, s2, s3] = s3

In this example, s3 was the highest linguistic term with a CBD greater than or equal to
0.7. The complete distribution of the sufficiently fulfilled highest linguistic terms across
different threshold values and candidates is given in Table 8. If the threshold was set to 0.3,
eight candidates achieved LSSs that exceeded expectations or were exceptional. Similarly,
if the threshold was set to 0.5, eight candidates exceeded expectations. However, if the
threshold was set to 0.7, the number of candidates decreased to three. For higher thresholds,
even fewer candidates remained who exceed expectations. The hiring team set s4 as the
minimum expectation for the open position to be met by the candidates. In addition, as
mentioned before, a maximum of three candidates was planned to move forward to the
next stage. Under these constraints, the most appropriate threshold was 0.7 indicating
C4, C6, and C10 as the most promising candidates. Note that although it was also possible
to determine a fixed threshold in advance, it would not allow this sensitivity check to
be performed.
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The graphical representation of the final cumulative belief structures, given in Figure 3,
also indicates a three-candidate solution, which confirms the results obtained from the
Aggregated Score Approach. In the figure, it can be noticed that after level s3 the candidates
4, 6, and 10 are clearly dominating all other candidates.
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Finally, to check the sensitivity of the ranking obtained by the proposed approach, an
analysis of the rank stability in relation to the changes in weights was performed. Since
the form of the weighting vector depends on the level of orness (α), the analysis was
repeated with alternative orness degrees defined as α = 0, α = 0.3, α = 0.5, α = 0.7, and
α = 1. Here, the special cases are worth noting. For the orness degrees zero and one, the
OWA function turns into the minimum and maximum operator, respectively. On the other
hand, the level of orness set to 0.5 represents the special case where OWA is reduced to the
usual average operator. Figure 4 shows the effect of variations of weights on the ranking
of candidates. Comparison of the rankings indicates that although their rankings vary,
candidates 4, 6, and 10 share the top three places in all cases. This can be simply explained
by the high scores obtained by these candidates in almost all interview questions. The same
robustness to the variations in weights can be observed on the other end of the ranking.
Candidates 3 and 7 received relatively low scores in almost all interview questions and
remained ignorant to changes in weights. However, for the remaining candidates (1, 2, 5, 8,
9, 11, and 12) the change in rankings becomes, as expected, more evident. This apparent
change is caused by a few very low or very high scores obtained by these candidates from
the interview questions. For example, Candidate 11 has mostly low scores and only a few
were relatively high (refer to Table 3). While the low scores dominate the ranking at lower
orness degrees, at higher levels of orness, the high scores start to be more influential (see
Figure 4). Consequently, the obtained results and performed sensitivity analyses confirm
the reliability and robustness of the proposed approach.

Step 7. Recommending Candidates: From the results of the assessment and selection
process, it is clear that candidates 4, 6, and 10 deserved to advance to the next stage of the
interview process. Examination of the candidates’ predicted scores for each individual
question (see Table 3) shows that Candidate 10 had strong communication skills, Candidate
6 had strong communication and persuasiveness skills, and Candidate 4 was strong in all
skills. The hiring team reviewed the recommended candidates’ interviews, resumes and
suitability scores to confirm the shortlist of candidates. Consequently, candidates 4, 6, and
10 were invited for an online (synchronous) interview with the hiring manager.
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Comparative Analysis
To objectively evaluate the effectiveness of the proposed approach, the results were

compared to the results of the rule-based CBD (RCBD) approach, classical Simple Additive
Weighting (SAW), and Technique for Order Preference by Similarity to an Ideal Solution
(TOPSIS). The RCBD approach introduced by Kabak and Ruan [23] uses a rule-based
system to aggregate CBDs. This approach, as described in Section 3, ignores incorpo-
rating interrelationships between criteria, considering accuracy of learning algorithms
and weighting criteria objectively. For comparison purposes, the type of all interview
questions were assumed important and, consistent with the proposed approach, the rule
“two important questions are required to meet expectations for a competency at level si”
was defined. Finally, the max–min operator was used to aggregate the CBDs (for more
detail, refer to [23]). According to SAW, a total score for each candidate was calculated by
simply multiplying the (normalized) score for each response by the importance weight
assigned to the question, followed by summing these products over all questions (for more
details, the reader may refer to [74]). On the other hand, in TOPSIS [75] candidates are
evaluated based on their distances to two reference points, namely the ideal best and the
ideal worst. In this study, the Euclidean distances between the weighted normalized scores
and the best and worst solutions achievable were used. The rationale for choosing the
two classical MCDM techniques was that they are among the most cited and widely used
methods in the personnel selection literature and are often used for comparison purposes
(see [30,31,58,74], among others). Moreover, excluding the interrelationships and the OWA
operator from the proposed approach will reduce the aggregation stage to a simple additive
weighting technique. Thus, the comparison between the proposed approach and SAW
will provide valuable evidence on the importance of considering interrelationships and
using objective weighting. Another reason to restrict the comparisons to these two classical
MCDM methods (SAW and TOPSIS) is that all other approaches presented in Section 2
require additional information such as pairwise comparison data, preference functions,
and certain types of data (grey, intuitionistic, neutrosophic, etc.), which do not allow for
direct comparisons.

To ensure a valid comparison between the results of the four approaches, the same
assessment scores (predictions) and weights (accuracies), given in Table 3, were used. The
results of the analyses in terms of OSSs and rankings are shown in Table 9. The comparisons
show that while RCBD, SAW, and TOPSIS yielded highly similar rankings, the proposed
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approach produced a rather different one. More precisely, in comparison to RCBD, SAW,
and TOPSIS, the suggested approach delivered different rank orders for seven, seven,
and eight candidates, respectively. The only candidates whose rank orders remained the
same for all four approaches were candidates 3, 7, 8, and 10. This is not surprising; these
candidates had the most stable rankings in the sensitivity analysis. The differences in
rankings can be attributed to the (in)ability of the approaches to deal with uncertainty and
subjectivity inherent in the assessments, as well as the interrelationships between the sub-
criteria. Thus, the observed changes in the rankings provide evidence on the importance of
using objective weighting and incorporating interrelationships into the analysis. Moreover,
using a fuzzy linguistic term set to transform the scores also allowed consideration of the
uncertainty inherent in the assessments.

Table 9. Comparison of the results.

Candidate Proposed RCBD SWA TOPSIS

OSS Rank OSS Rank OSS Rank OSS Rank

1 0.7239 5 0.6667 7 0.6396 6 0.5522 7
2 0.7270 4 0.6907 4 0.6758 5 0.5939 5
3 0.4047 11 0.3787 11 0.2433 11 0.1534 11
4 0.8774 1 0.8480 2 0.8990 2 0.8356 2
5 0.6938 7 0.6693 6 0.6174 7 0.5533 6
6 0.8744 2 0.8720 1 0.9211 1 0.8556 1
7 0.3340 12 0.3253 12 0.1686 12 0.0529 12
8 0.5320 10 0.5120 10 0.4423 10 0.3552 10
9 0.7122 6 0.6827 5 0.6872 4 0.6357 4

10 0.8114 3 0.7627 3 0.7759 3 0.7078 3
11 0.6483 8 0.5600 9 0.5202 9 0.4424 9
12 0.6481 9 0.6480 8 0.6166 8 0.5475 8

Ranks in bold indicate pairwise disagreement between the proposed approach and the others.

Finally, to measure and statistically test the correspondence between the rankings
of the four approaches, a correlation analysis was conducted. Since the ranks of the
scores instead of the scores themselves are taken into consideration, a non-parametric
measurement of relations should be used. Several measures are employed to evaluate the
similarity between rankings, such as Kendall’s rank correlation coefficient, Spearman’s rank
correlation coefficient, and Goodman and Kruskal’s gamma coefficient. Recent studies have
shown that Kendall’s rank correlation coefficient is more robust, statistically more efficient,
and mathematically more tractable (especially when ties are present) than Spearman’s
coefficient (for more details, see [76]). Therefore, in this study, Kendall’s Tau-b statistic
was preferred to determine how well the rankings of the techniques correlated with each
other. It measures the monotonic relationship between rankings using the number of
concordances and discordances in paired observations. It is calculated by the formula given
below [77,78]:

τb =
Nc − Nd√

(N0 − N1)(N0 − N2)
(26)

N0 = n(n− 1)/2 (27)

N1 = ∑i ti(ti − 1)/2 (28)

N2 = ∑j uj
(
uj − 1

)
/2 (29)

where Nc represents the number of concordant pairs, Nd represents the number of discor-
dant pairs, ti denotes the number of tied values in the ith group of ties for the first quantity,
and uj denotes the number of tied values in the jth group of ties for the second quantity.
Kendall’s tau-b ranges from −1 to 1, where zero corresponds to no association and −1 and
+1 both correspond to perfect association.
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The results given in Table 10 show that all four approaches have statistically significant
correlations with each other, yet the correlations between the proposed approach and
the other three approaches are not as high as the correlations between RCBD and SAW
(τb = 0.939), RCBD and TOPSIS (τb = 0.970), SAW and TOPSIS (τb = 0.970), which are
considerably high, as expected. The lowest correlation was observed between the proposed
approach and TOPSIS (τb = 0.848). The deviations from a perfect association with the
classical approaches can be explained by the methodological differences introduced by the
proposed approach, namely using objective weighting and incorporating interrelationships
into the analysis.

Table 10. Correlation matrix (Kendall’s tau b).

Proposed RCBD SAW TOPSIS

Proposed
Correlation Coefficient 1.000 0.879 ** 0.879 ** 0.848 **
Significance (2-tailed) . 0.000 0.000 0.000

N 12 12 12 12

RCBD
Correlation Coefficient 0.879 ** 1.000 0.939 ** 0.970 **
Significance (2-tailed) 0.000 . 0.000 0.000

N 12 12 12 12

SAW
Correlation Coefficient 0.879 ** 0.939 ** 1.000 0.970 **
Significance (2-tailed) 0.000 0.000 . 0.000

N 12 12 12 12

TOPSIS
Correlation Coefficient 0.848 ** 0.970 ** 0.970 ** 1.000
Significance (2-tailed) 0.000 0.000 0.000 .

N 12 12 12 12

** Correlation is significant at the 0.01 level (2-tailed).

Consequently, both the sensitivity and comparative analyses have demonstrated
that using a CBD approach in combination with the weighted Bonferroni-OWA operator
delivers satisfactory results. The findings in the application provide sufficient evidence for
the effectiveness and applicability of the suggested approach.

The application presented here considered only verbal content to predict scores in the
form of classification probabilities with respect to multiple interrelated questions using
separate learning models. However, as previously mentioned, the proposed approach can
be directly extended to handle AVI assessments in various forms obtained from both verbal
and non-verbal content using different learning algorithms and models.

6. Conclusions and Further Research

AVI represents an emerging digital interview technology that more and more compa-
nies are adopting, especially in the early stages of the hiring process. In combination with
AI and ML, AVI platforms provide the opportunity to assess video responses based on
verbal and non-verbal indicators of the candidates to learn and predict patterns. Because of
the complex, subjective, and uncertain nature of the personnel selection problem, many of
the proposed learning-based approaches suffer from highly complex modeling and lack
of large and labeled datasets. Moreover, models using sophisticated learning algorithms
are often unable to explain the reasons for candidates’ results. Therefore, considering all
relevant (sub-)criteria in form of verbal and/or non-verbal cues in one single model or
separately is a critical decision.

In order to address these issues, an effective, practical, and explainable approach is
proposed that is able to transform, weight, combine, and rank automated AVI assessments
obtained using multiple criteria. The proposed approach consists of two stages. The
Assessments Stage learns and predicts patterns in candidate video responses using AVI
in combination with learning-based approaches. The Selection Stage transforms and
aggregates AVI assessment scores using an extended CBD approach in a multi-criteria
environment. The proposed approach combines the benefits of learning-based techniques
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with MCDM techniques and makes unique methodological contributions to the selection
stage. The methodological contributions of the proposed approach are summarized below:

• This is the first study that combines wBON-OWA with the CBD approach to aggregate
belief degrees in cumulative form. This integration allows us to capture the expressed
interrelationship between the (sub-)criteria. Additionally, it incorporates the accuracy
values of the learning algorithms as weights into the aggregation function to allow
better models that have a greater effect on the final result. Using objective weighting of
(sub-)criteria to give more importance to higher (or lower) scores is another significant
contribution of this new approach.

• Using cumulative belief structures in combination with objective weighting and aver-
aging ensures a completely data-driven and efficient approach to the whole selection
process. In other words, depending on the preference of the hiring team, the process
can be run without the need for any expert intervention and can efficiently deal with
large numbers of (sub-)criteria and candidates.

• Depending on the ML algorithms used, the AVI assessment scores predicted for each
response can be in different forms and scales (e.g., probability, distance, test score,
linguistic term). The proposed approach transforms scores obtained in different forms
into a common scale based on linguistic terms and thereby does not require any
particular scaling properties of the data for aggregation.

• Since the proposed approach represents an aggregated score as a distribution over a
predefined fuzzy linguistic term set, it provides further insight into the suitability of a
candidate and allows consideration of the uncertainty inherent in the predictions.

In order to demonstrate the effectiveness and applicability of the proposed approach,
an example case is presented in which candidates were selected in the early stages of the
hiring process to be invited for an initial in-person interview. The results show considerable
differences in the rankings of candidates between the proposed approach and classical
MCDM approaches. The differences can be attributed to the proposed approach’s ability to
transform, weight, combine, and rank automated AVI assessments under multiple criteria.

The proposed approach also offers practical advantages to the hiring team. It enables
the team to assess and select candidates more effectively and efficiently. The approach
enables the team to automate and standardize many of the tasks that are typically required
for candidate assessment and selection and minimize the subjectivity inherent in the process.
This, in turn, increases the validity and fairness of the hiring process and increases the
capacity for handling a large number of candidates. Using simpler separate prediction
models for each interview question and combining the results using the proposed CBD
approach provides not only a score/ranking but also the rationale behind it, which leads to
more informed and better decisions.

There are also some limitations and potential future directions that should be acknowl-
edged. The performance of the predictions in the assessment stage may also be influenced
by AVI design features such as preparation and response length, option to re-record re-
sponses, and the method of presenting questions. However, the study remains limited
to certain design features and left this issue as a concern for further research. Besides,
ML models used in the assessment stage reduce some of the biases inherent in subjective
assessments, but may suffer from biases arising from the development of these models. In
particular, the quality and representativeness of the dataset from which to learn and the
model used for training and prediction may influence the assessment of candidates and
thus deserves further attention. Another future research direction could be examining the
applicability and effectiveness of the proposed approach for the later stages of the selection
process. As was the case in our example, automated assessments are often utilized in early
stages of the assessment and selection process, but it is worth also considering later stages
where more comprehensive assessments are required. It would be also interesting to apply
the suggested approach to an augmented hiring process (see [12]) where AI supplements
human decision-makers rather than replacing them. Since the proposed approach is able to
flexibly transform and aggregate various forms of assessments, it can be easily extended to
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this type of selection process without loss of generality. Furthermore, in order to transform
assessments presented in different forms into belief structures, more advanced linguistic
term sets (e.g., interval, hesitant) can be considered, which would be a challenging future
study. Finally, developing an optimization model to determine the level of orness that
distinguishes the candidates optimally given the hiring team’s preferences (i.e., high or low
orness degree) is also worth examining.
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Appendix A

Table A1. Belief degrees of Candidate 2.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.52 0.92 0.08 1 1 1 0.08 0
j2 0.62 0.52 0.48 1 1 1 0.48 0
j3 0.51 0.96 0.04 1 1 1 0.04 0

Persuasiveness
(j = 2 )

j1 0.56 0.76 0.24 1 1 1 0.24 0
j2 0.65 0.40 0.60 1 1 1 0.60 0
j3 0.33 0.68 0.32 1 1 0.32 0 0

Results Orientation
(j = 3 )

j1 0.78 0.88 0.12 1 1 1 1 0.12
j2 0.76 0.96 0.04 1 1 1 1 0.04
j3 0.73 0.08 0.92 1 1 1 0.92 0

Table A2. Belief degrees of Candidate 3.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.15 0.400.60 1 0.60 0 0 0
j2 0.22 0.120.88 1 0.88 0 0 0
j3 0.25 1 1 1 0 0 0

Persuasiveness
(j = 2 )

j1 0.34 0.64 0.36 1 1 0.36 0 0
j2 0.28 0.88 0.12 1 1 0.12 0 0
j3 0.31 0.76 0.24 1 1 0.24 0 0

Results Orientation
(j = 3 )

j1 0.10 0.600.40 1 0.40 0 0 0
j2 0.17 0.320.68 1 0.68 0 0 0
j3 0.14 0.440.56 1 0.56 0 0 0
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Table A3. Belief degrees of Candidate 4.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.92 0.32 0.68 1 1 1 1 0.68
j2 0.87 0.52 0.48 1 1 1 1 0.48
j3 0.85 0.60 0.40 1 1 1 1 0.40

Persuasiveness
(j = 2 )

j1 0.88 0.48 0.52 1 1 1 1 0.52
j2 0.90 0.40 0.60 1 1 1 1 0.60
j3 0.83 0.68 0.32 1 1 1 1 0.32

Results Orientation
(j = 3 )

j1 0.71 0.16 0.84 1 1 1 0.84 0
j2 0.68 0.28 0.72 1 1 1 0.72 0
j3 0.60 0.60 0.40 1 1 1 0.40 0

Table A4. Belief degrees of Candidate 5.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.72 0.12 0.88 1 1 1 0.88 0
j2 0.70 0.20 0.80 1 1 1 0.80 0
j3 0.61 0.56 0.44 1 1 1 0.44 0

Persuasiveness
(j = 2 )

j1 0.47 0.12 0.88 1 1 0.88 0 0
j2 0.73 0.08 0.92 1 1 1 0.92 0
j3 0.68 0.28 0.72 1 1 1 0.72 0

Results Orientation
(j = 3 )

j1 0.38 0.48 0.52 1 1 0.52 0 0
j2 0.42 0.32 0.68 1 1 0.68 0 0
j3 0.27 0.92 0.08 1 1 0.08 0 0

Table A5. Belief degrees of Candidate 6.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.84 0.64 0.36 1 1 1 1 0.36
j2 0.91 0.36 0.64 1 1 1 1 0.64
j3 0.66 0.36 0.64 1 1 1 0.64 0

Persuasiveness
(j = 2 )

j1 0.80 0.80 0.20 1 1 1 1 0.20
j2 0.74 0.04 0.96 1 1 1 0.96 0
j3 0.85 0.60 0.40 1 1 1 1 0.40

Results Orientation
(j = 3 )

j1 0.83 0.68 0.32 1 1 1 1 0.32
j2 0.88 0.48 0.52 1 1 1 1 0.52
j3 0.89 0.44 0.56 1 1 1 1 0.56

Table A6. Belief degrees of Candidate 7.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.18 0.280.72 1 0.72 0 0 0
j2 0.00 1 1 0 0 0 0
j3 0.14 0.440.56 1 0.56 0 0 0

Persuasiveness
(j = 2 )

j1 0.23 0.080.92 1 0.92 0 0 0
j2 0.16 0.360.64 1 0.64 0 0 0
j3 0.10 0.600.40 1 0.40 0 0 0

Results Orientation
(j = 3 )

j1 0.17 0.320.68 1 0.68 0 0 0
j2 0.13 0.480.52 1 0.52 0 0 0
j3 0.24 0.040.96 1 0.96 0 0 0
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Table A7. Belief degrees of Candidate 8.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.42 0.32 0.68 1 1 0.68 0 0
j2 0.50 1 1 1 1 0 0
j3 0.39 0.44 0.56 1 1 0.56 0 0

Persuasiveness
(j = 2 )

j1 0.36 0.56 0.44 1 1 0.44 0 0
j2 0.43 0.28 0.72 1 1 0.72 0 0
j3 0.38 0.48 0.52 1 1 0.52 0 0

Results Orientation
(j = 3 )

j1 0.37 0.52 0.48 1 1 0.48 0 0
j2 0.42 0.32 0.68 1 1 0.68 0 0
j3 0.30 0.80 0.20 1 1 0.20 0 0

Table A8. Belief degrees of Candidate 9.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.62 0.52 0.48 1 1 1 0.48 0
j2 0.64 0.44 0.56 1 1 1 0.56 0
j3 0.75 1 1 1 1 1 0

Persuasiveness
(j = 2 )

j1 0.56 0.76 0.24 1 1 1 0.24 0
j2 0.60 0.60 0.40 1 1 1 0.40 0
j3 0.73 0.08 0.92 1 1 1 0.92 0

Results Orientation
(j = 3 )

j1 0.42 0.32 0.68 1 1 0.68 0 0
j2 0.57 0.72 0.28 1 1 1 0.28 0
j3 0.65 0.40 0.60 1 1 1 0.60 0

Table A9. Belief degrees of Candidate 10.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.89 0.44 0.56 1 1 1 1 0.56
j2 0.80 0.80 0.20 1 1 1 1 0.20
j3 0.95 0.20 0.80 1 1 1 1 0.80

Persuasiveness
(j = 2 )

j1 0.68 0.28 0.72 1 1 1 0.72 0
j2 0.45 0.20 0.80 1 1 0.80 0 0
j3 0.59 0.64 0.36 1 1 1 0.36 0

Results Orientation
(j = 3 )

j1 0.63 0.48 0.52 1 1 1 0.52 0
j2 0.70 0.20 0.80 1 1 1 0.80 0
j3 0.57 0.72 0.28 1 1 1 0.28 0

Table A10. Belief degrees of Candidate 11.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.26 0.96 0.04 1 1 0.04 0 0
j2 0.35 0.60 0.40 1 1 0.40 0 0
j3 0.25 1 1 1 0 0 0

Persuasiveness
(j = 2 )

j1 0.43 0.28 0.72 1 1 0.72 0 0
j2 0.33 0.68 0.32 1 1 0.32 0 0
j3 0.27 0.92 0.08 1 1 0.08 0 0

Results Orientation
(j = 3 )

j1 0.76 0.96 0.04 1 1 1 1 0.04
j2 0.72 0.12 0.88 1 1 1 0.88
j3 0.80 0.80 0.20 1 1 1 1 0.20
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Table A11. Belief degrees of Candidate 12.

Competency Question Prediction Belief Degrees CBDs

s1 s2 s3 s4 s5 s1 s2 s3 s4 s5

Communication
(j = 1 )

j1 0.48 0.08 0.92 1 1 0.92 0 0
j2 0.63 0.48 0.52 1 1 1 0.52 0
j3 0.55 0.80 0.20 1 1 1 0.20 0

Persuasiveness
(j = 2 )

j1 0.56 0.76 0.24 1 1 1 0.24 0
j2 0.63 0.48 0.52 1 1 1 0.52 0
j3 0.43 0.28 0.72 1 1 0.72 0 0

Results Orientation
(j = 3 )

j1 0.52 0.92 0.08 1 1 1 0.08 0
j2 0.62 0.52 0.48 1 1 1 0.48 0
j3 0.57 0.72 0.28 1 1 1 0.28 0
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