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Abstract: Due to the promising performance of pre-trained language models for task-oriented
dialogue systems (DS) in English, some efforts to provide multilingual models for task-oriented
DS in low-resource languages have emerged. These efforts still face a long-standing challenge due
to the lack of high-quality data for these languages, especially Arabic. To circumvent the cost and
time-intensive data collection and annotation, cross-lingual transfer learning can be used when few
training data are available in the low-resource target language. Therefore, this study aims to explore
the effectiveness of cross-lingual transfer learning in building an end-to-end Arabic task-oriented DS
using the mT5 transformer model. We use the Arabic task-oriented dialogue dataset (Arabic-TOD)
in the training and testing of the model. We present the cross-lingual transfer learning deployed
with three different approaches: mSeq2Seq, Cross-lingual Pre-training (CPT), and Mixed-Language
Pre-training (MLT). We obtain good results for our model compared to the literature for Chinese
language using the same settings. Furthermore, cross-lingual transfer learning deployed with the
MLT approach outperform the other two approaches. Finally, we show that our results can be
improved by increasing the training dataset size.

Keywords: cross-lingual transfer learning; task-oriented dialogue systems; Arabic language;
mixed-language pre-training; multilingual transformer model; mT5; natural language processing

MSC: 68T50

1. Introduction

Task-oriented dialogue systems (DS) are systems that help users to achieve a vast
range of tasks using natural language conversations, such as restaurant reservations,
flight bookings, and weather-forecast inquiries [1]. The demand on such systems has
increased rapidly, due to the promising performance of English-based conversational
DS [2–5]. However, most of these systems are unable to support various low-resource
languages because of the lack of high quality annotated data for these languages. Arabic is
one of the low-resource languages that is suffering from a lack of task-oriented dialogue
datasets, and as such it is lagging behind DS development [6]. One of the common strategies
to address this issue is to collect and annotate more data for every language, which is a cost-
intensive process. Therefore, in order to address the lack of dialogue datasets, cross-lingual
transfer learning is used. In this type of learning, knowledge of high-resource languages
(such as English) is transferred into low-resource languages (such as Arabic) with few
training data in the low-resource target language [7]. Cross-lingual transfer learning has
shown good results for several tasks using pre-trained multilingual models [8,9].

In this work, we aimed to explore the effectiveness of cross-lingual transfer learning in
building end-to-end Arabic task-oriented DS using the multilingual pre-trained language
model mT5 [10]. These end-to-end systems must handle the tasks of tracking all entities in
the dialogue, as well as generating suitable responses. To the best of our knowledge, this is
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the first work to examine the cross-lingual transfer ability of mT5 on Arabic task-oriented
DS in few-shot scenarios. We aimed to answer two research questions:

- To what extent is cross-lingual transfer learning effective in end-to-end Arabic task-
oriented DS using the mT5 model?

- To what extent does the size of the training dataset affect the quality of Arabic task-
oriented DS in few-shot scenarios?

The rest of the paper is organized as follows: Related work in the area of task-oriented
DS for multilingual models and cross-lingual transfer learning is explored in Section 2.
Section 3 delineates the methodology of cross-lingual transfer learning used in this research.
In Section 4, we present our experimental setup and the dataset used. The results and
findings are discussed in Section 5. Finally, in Section 6, we summarize the research and
highlight avenues for future research.

2. Related Works

In task-oriented DS, high-resource languages are those that have many dataset samples,
whereas in low-resource languages there are few dataset samples. Therefore, it is important
to provide datasets for these languages to advance research on end-to-end task-oriented
DS. Cross-lingual transfer learning is a common and effective approach to build end-
to-end task-oriented DS in low-resource languages [8,11,12]. Machine-translation and
multilingual representations are the most used approaches in cross-lingual research. The
authors of [8] introduced a multilingual dataset for task-oriented DS. It contained many
annotated utterances in English, but few translated annotated English utterances to Spanish
and Thai covering the weather, alarm, and reminder domains. They evaluated their
approach using three cross-lingual transfer learning approaches: translating the training
data, cross-lingual contextual word representations, and a multilingual machine-translation
encoder. Their experiment showed that the latter two approaches outperformed the one in
which the training data were translated. However, translating the training data achieves
the best results in cases of zero-shot settings where there are no available target-language
data. Moreover, they proved that joint training on both high-resource and low-resource
target languages improved the performance on the target language.

In [11], Liu et al. proposed an attention-informed Mixed-Language Training (MLT)
approach. This is a zero-shot adaptation approach for cross-lingual task-oriented DS. They
used a code-switching approach, where code-switching sentences are generated from
source-language sentences in English by replacing particular selected source words with
their translations in German and Italian. They used task-related parallel word pairs in order
to generate code-switching (mixed language) sentences. They obtained better generalization
in the target language because of the inter-lingual semantics across languages. Their model
achieved a significantly better performance with the zero-shot setting for both cross-lingual
dialogue state tracking (DST) and natural language understanding (NLU) tasks than other
approaches using a large amount of bilingual data.

Lin et al. [12] proposed a bilingual multidomain dataset for end-to-end task-oriented
DS (BiToD). BiToD contains over 7000 multidomain dialogues for both English (EN) and
Chinese (ZH), with a large bilingual knowledge base (KB). They trained their models
using mT5 and mBART [13]. They evaluated their system in monolingual, bilingual, and
cross-lingual settings. In the monolingual setting, they trained and tested the models on
either English or Chinese dialogue data. In the bilingual setting, they trained the models on
dialogue data in both languages. In the cross-lingual setting, they studied data in a specific
language, and thus they used transfer learning to study the transferability of knowledge
from a high-resource language to a low-resource language. For end-to-end task evaluation,
they used: BLEU; Task Success Rate (TSR), to measure if the system provided the correct
entity and answered all the requested information of a specific task; Dialogue Success Rate
(DSR), to assess if the system completed all the tasks in the dialogue; and API Call Accuracy
(APIAcc), to assess if the system generated a correct API call. In addition, they used the joint
goal accuracy (JGA) metric to measure the performance of the DST. They suggested the
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possibility of improving system performance under low-resource conditions by leveraging
the bilingual KB and cross-lingual transfer learning. In fact, BiToD achieved important
progress in building a robust multilingual task-oriented DS.

Table 1 summarizes the performance of the most common state-of-the-art models in
multilingual task-oriented DS using cross-lingual transfer learning. It is clear that there is a
lack of standardized datasets in addition to a lack of fixed standards in using evaluation
metrics [14].

Table 1. Performance comparison of the most common state-of-the-art multilingual models in
task-oriented dialogue systems (DS) for cross-lingual settings.

Study Dataset Dataset Size
(Train/Validate/Test) Metrics

[8] Cross-lingual
settings using

cross-lingual pre-trained
embeddings

Their own dataset
across three domains:

weather, alarm
and reminder.

English (43k)
30,521/4181/8621 —

Spanish (8.6k)
3617/1983/3043

Exact match = 75.96, Domain accuracy (acc.) = 99.47,
Intent acc. = 97.51, Slot F1 = 83.38

Thai (5k)
2156/1235/1692

Exact match = 86.12, Domain acc. = 99.33,
Intent acc. = 9.87, Slot F1 = 91.51

[8] Cross-lingual
settings using
translating the
training data

English (43k)
30,521/4181/8621 —

Spanish (8.6k)
3617/1983/3043

Exact match = 72.49, Domain acc. = 99.65,
Intent acc. = 98.47, Slot F1 = 80.60

Thai (5k)
2156/1235/1692

Exact match = 73.37, Domain acc. = 99.37,
Intent acc. = 97.41, Slot F1 = 80.38

[11] Zero-shot setting
using mBERT +

transformer
Multilingual WOZ 2.0

English (1k)
600/200/400 —

German (1k)
600/200/400 Slot acc. = 70.77, JGA. = 34.36, Request acc. = 86.97

Italian (1k)
600/200/400 Slot acc. = 71.45, JGA = 33.35, Request acc. = 84.96

BiToD [12] cross-lingual

BiToD (cross-lingual)
(ZH→ EN)

English (EN) (3.6k)
2952/295/442

mT5 TSR = 6.78, DSR = 1.36, APIAcc = 17.75,
BLEU = 10.35, JGA = 19.86

mBART TSR = 1.11, DSR = 0.23, APIAcc = 0.60,
BLEU = 3.17, JGA = 4.64

mT5 + CPT TSR = 44.94, DSR = 24.66, APIAcc = 47.60,
BLEU = 29.53, JGA = 48.77

mBART + CPT TSR = 36.19, DSR = 16.06, APIAcc = 41.51,
BLEU = 22.50, JGA = 42.84

mT5 + MLT TSR = 56.78, DSR = 33.71, APIAcc = 56.78,
BLEU = 32.43, JGA = 58.3

mBART + MLT TSR = 33.62, DSR = 11.99, APIAcc = 41.08,
BLEU = 20.01, JGA = 55.39

BiToD
(EN→ ZH)

Chinese (ZH) (3.5k)
2835/248/460

mT5 TSR = 4.16, DSR = 2.20, APIAcc = 6.67,
BLEU = 3.30, JGA = 12.63

mBART TSR = 0.00, DSR = 0.00, APIAcc = 0.00,
BLEU = 0.01, JGA = 2.14

mT5 + CPT TSR = 43.27, DSR = 23.70, APIAcc = 49.70,
BLEU = 13.89, JGA = 51.40

mBART + CPT TSR = 24.64, DSR = 11.96, APIAcc = 29.04,
BLEU = 8.29, JGA = 28.57

mT5 + MLT TSR = 49.20, DSR = 27.17, APIAcc = 50.55,
BLEU = 14.44, JGA = 55.05

mBART + MLT TSR = 44.71, DSR = 21.96, APIAcc = 54.87,
BLEU = 14.19, JGA = 60.71

The symbol (→) means that the model was built using cross-lingual transfer language approach by transfer the
knowledge from the source language (on the left of the arrow) to the target language (on the right of the arrow).

In addition to the previous studies, Louvan et al. [15] suggested using a data aug-
mentation approach to resolve the data scarcity in task-oriented DS. Data augmentation
aims to produce extra training data, and it proved its success in different NLP tasks for
English data [15]. As such, the authors studied its performance for task-oriented DS for
non-English data. They evaluated their approach on five languages: Italian, Spanish, Hindi,
Turkish, and Thai. They found that data augmentation improved the performance for all
languages. Furthermore, data augmentation improved the performance of the mBERT
model, especially for a slot-filling task.
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To the best of our knowledge, the study of [12] is the most closely related work to
ours. The authors leveraged mT5 and mBART to fine-tune a task-oriented dialogue task
based on a new bilingual dialogue dataset. Although the performances of the pre-trained
language models for task-oriented DS in English has encouraged the emergence of the
multilingual models for task-oriented DS in low-resource languages, there is still a gap
between the system performance of both low-resource and high-resource languages, due to
the lack of high-quality data in the low-resource languages. To the best of our knowledge,
no study exists for Arabic language task-oriented DS using multilingual models. Therefore,
according to the current landscape of cross-lingual transfer learning in addition to the
achieved performance of multilingual language models in task-oriented DS, we aimed to
explore how far can mT5 be useful in building an Arabic end-to-end task-oriented DS using
cross-lingual settings.

3. Methodology

The workflow of our task-oriented DS is based on a single Seq2Seq model using the pre-
trained multilingual model mT5 [10]. D is the dialogue session that represents a sequence
of user utterances (Ut) and system utterances (St) at turn t, where D = {U1, S1, . . . , Ut, St}.
The interaction between the user and system at turn t creates a dialogue history (Ht) that
holds all the previous utterances of both the user and system determined by the context
window size (w), where Ht = {Ut-w, St-w, . . . , St−1; Ut}. Over the turn (t) of a dialogue
session, the system tracks the dialogue state (Bt) and knowledge state (Kt), then generates
the response (R). We first set the dialogue state and knowledge state to empty strings as B0
and K0, respectively. Then, the input at turn t was composed of the current dialogue history
(Ht), previous dialogue state (Bt−1), and previous knowledge state (Kt−1). For each turn,
the dialogue state updated from (Bt−1) to (Bt) and produced the Levenshtein Belief Spans
at turn t (Levt), which holds the updated information. Finally, the system was queried with
the determined constraint from the dialogue state in order to generate the API name, and
then the system updated the knowledge state form (Kt−1) to (Kt). Both Kt and the API
name were used to generate the response, which was returned to the user.

3.1. Dataset

Arabic-TOD, a multidomain Arabic dataset, was used for training and evaluating
end-to-end task-oriented DS. This dataset was created by manually translating the original
English BiToD dataset into Arabic. Of 3689 English dialogues, the Arabic-TOD dataset con-
tained 1500 dialogues with 30,000 utterances covering four domains (Hotels, Restaurants,
Weather, and Attractions). The dataset comprised 14 intent types and 26 slot types. The
Arabic-TOD dataset was preprocessed and prepared for the training step, then divided into
67%, 7%, and 26% for training, validation, and testing, respectively.

3.2. Evaluation Metrics

For DST evaluation, we used the JGA metric [16] to compare the predicted dialogue
states to the ground truth for each dialogue turn. If all the predicted slot values exactly
match the ground-truth values, the output of the model is correct.

For the end-to-end generation task, we employed the original evaluation metrics
in [12]. The APIAcc metric was used to measure if the system generated the correct API call.
The TSR metric was used to measure whether the system had found the correct entity and
answered all the task’s requested information. The DSR metric was used to evaluate if the
system completed all the dialogue tasks. Additionally, we computed the BLEU score [17]
to measure the fluency of the generated response.

4. Experiments

We investigated the effectiveness of the powerful multilingual model mT5 for few-
shot cross-lingual learning for end-to-end Arabic task-oriented DS. In the cross-lingual
transfer learning, we transferred the knowledge from a high-resource language (English) to
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a low-resource language (Arabic). We used three approaches from the literature, [8,11,12]:
mSeq2Seq, cross-lingual pre-training (CPT), and mixed-language pre-training (MLT).

mSeq2Seq approach: In this setting, we utilized the existing pre-trained mSeq2Seq model
mT5, and directly fine-tuned these models on the Arabic dialogue data.

Cross-lingual pre-training (CPT) approach: In this setting, we pre-trained the mSeq2Seq
model mT5 on English, and then fine-tuned the pre-trained models on the Arabic dia-
logue data.

Mixed-language pre-training (MLT) approach: In this setting, we used a KB (dictionary)
that contained a mixed-lingual context (Arabic and English) for most of the entities. As
such, we generated the mixed-language training data by replacing the most task-related
keyword entities in English with corresponding keyword entities in Arabic from a parallel
dictionary for both input and output sequences. The process of generating the mixed-
language context is shown in Figure 1. In this setting, we initially pre-trained the mSeq2Seq
model mT5 with the generated mixed language-training dialogue data, then fine-tuned the
pre-trained models on the Arabic dialogue data. During the training, our model learned to
capture the most task-related keywords in the mixed utterances, which helped the model
capture the other unimportant task-related words that have similar semantics, e.g., days of
the week—“ �

I�. �Ë@” (Saturday) and “ZA
�
KC

�
JË @” (Tuesday).
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Figure 1. Mixed-language context (MLC) generation process.

In all these three approaches, we used the English BiToD dataset [12]. The Arabic-TOD
dataset contained 10% of the English one. We intended to investigate if transferring the
pre-trained multilingual language model mT5 to task-oriented DS could handle the paucity
of the Arabic dialogue data.

Experiment Setup

We set up our experimental framework using the multilingual model mT5-small. We
used the PyTorch framework [18] and the Transformers library [19]. We set the optimizer
to AdamW [20] with a 0.0005 learning rate. We set the dialogue context window size at 2
and the batch size at 128, based on the best results in the existing literature. We first trained
the models on English dialogues for 8 epochs, then fine-tuned the model on Arabic for
10 epochs. All the trainings took about 12 h using Google Colab.

5. Results and Discussion

Table 2 presents our findings compared to the previous experiments described in [12]
on English and Chinese with the same settings in the three approaches: mSeq2Seq, CPT,
and MLT. The results were calculated in terms of BLEU, APIACC, TSR, DSR, and JGA.
We compared our findings with those generated from [12], where in both works English
represented the high-resource language used to transfer knowledge to the target language.
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In [12], Chinese was considered as the low-resource target language, with 10% of the
training dialogue, while in this work, Arabic was the low-resource target language, with
10% of the training dialogue.

Table 2. Cross-lingual experiment results of dialogue state tracking (DST) and end-to-end dialogue
generation with 10% of Arabic-TOD dataset (AR) compared to 10% of Chinese dialogues in BiToD
(ZH) [12]. Bold numbers indicate the best result according to the column’s metric value.

mSeq2Seq Approach

TSR DSR APIAcc BLEU JGA

AR 18.63 3.72 15.26 9.55 17.67

ZH [12] 4.16 2.20 6.67 3.30 12.63

CPT Approach

AR 42.16 14.18 46.63 23.09 32.71

ZH [12] 43.27 23.70 49.70 13.89 51.40

MLT Approach

AR 42.16 14.49 46.77 23.98 32.75

ZH [12] 49.20 27.17 50.55 14.44 55.05

Our model outperformed the Chinese model using the cross-lingual model deployed
by the mSeq2Seq approach, while the Chinese model outperformed ours on the other
two approaches, except for BLEU. However, these poor results can be improved by in-
creasing the Arabic-TOD dataset size under the few-shot learning scenarios. Due to the
smallness of the Arabic-TOD dataset, we tried to re-implement the experiment utilizing
all the data of the Arabic-TOD dataset, which comprised 27% of the size of the Chinese
dataset in [12]. In so doing, we improved the results of the Arabic models, as shown in
Table 3. We found a high improvement from the first approach, which still outperformed
the Chinese model. Furthermore, Arabic obtained better results in terms of TSR, APIAcc,
and BLEU than Chinese using the cross-lingual model deployed by the CPT approach. The
cross-lingual model deployed by the MLT approach outperformed the Chinese model in
terms of APIAcc and BLEU.

Table 3. Three approaches in cross-lingual settings results of DST and end-to-end dialogue generation
with all the Arabic-TOD dataset. Numbers in bold font indicate superior corresponding values to the
Chinese model that were mentioned in Table 2.

Approach
Evaluation Metrics

TSR DSR APIAcc BLEU JGA

AR (mseq2seq) 42.88 13.95 48.68 29.28 35.74

AR
(CPT) 47.18 18.14 52.10 31.16 36.32

AR
(MLT) 48.10 18.84 52.58 31.74 37.17

Overall, our findings indicate the excellent transferability of the cross-lingual multi-
lingual language model mT5. Moreover, the MLT approach improved the performance
of few-shot cross-lingual learning, which indicates that bilingual KB can facilitate the
cross-lingual knowledge transfer in low-resource scenarios, such as in Arabic. In addi-
tion, the JGA values were relatively small for the Arabic models, due to the difficulty
and multiplicity of tasks existing in Arabic-TOD datasets. As we mentioned earlier, we
only translated the task-related keywords in the dialogues and did not translate names,
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locations, and addresses, which in return made parsing the Arabic utterances easier in a
cross-lingual setting.

In summary, the cross-lingual setting is an effective approach for building an Arabic
end-to-end task-oriented DS, in cases in which there is a scarcity of training data. Our
results can be considered a baseline for the future of Arabic conversational systems.

Impact of Arabic-TOD Dataset Size on Arabic Task-Oriented DS Performance

We also investigated how our cross-lingual model deployed with MLT performed with
different training dataset sizes in few-shot learning settings. We conducted further experi-
ments with varying training data percentages on the Arabic-TOD dataset, ranging from 5%
(50 examples) to 100% (1000 examples). We observed improvements when increasing the
dataset size for cross-lingual training, as shown in Table 3. In this experiment, we focused
on the cross-lingual model with the MLT approach, due to its previous performance. We
fine-tuned the pre-trained models with the MLT approach on the few-shot Arabic dialogue
data. To conclude, our results can be improved with dataset increases, as shown in Table 4.
Although the dialogue dataset was small, it was sufficient to study the effectiveness of the
cross-lingual model using the multilingual language model mT5 for Arabic end-to-end
task-oriented DS.

Table 4. Few-shot learning results of cross-lingual model deployed with MTL approach on the
Arabic-TOD dataset using training dataset of different sizes. Bold numbers indicate the best result
according to the column’s metric value.

Dataset Size
Evaluation Metrics

TSR DSR APIAcc BLEU JGA

5% 30.09 10.23 33.07 20.26 24.85

10% 34.90 11.86 37.89 20.87 28.26

20% 40.73 14.42 44.47 23.84 32.05

50% 42.16 14.88 48.51 24.94 34.03

100% 48.10 18.84 52.58 31.74 37.17

6. Conclusions and Future Work

In this work, we studied the effectiveness of cross-lingual transfer learning using
the multilingual language model mT5 for Arabic end-to-end task-oriented DS. We used
the Arabic-TOD dataset in training and testing the model. To address the problem of the
small Arabic dialogue dataset, we presented cross-lingual transfer learning using three
approaches. We obtained good results for our model compared to those in the literature
for Chinese with the same settings. Therefore, cross-lingual transfer learning can improve
the system performance of Arabic in cases of small datasets. Furthermore, we explored
the impact of Arabic training dialogue data size on cross-lingual learning in few-shot
scenarios and found improvements when increasing the training dataset size. Finally, the
results obtained from our proposed model on the Arabic-TOD dataset can be considered
a baseline for future researchers to build robust end-to-end Arabic task-oriented DS that
tackle complex scenarios. In addition to the training dataset size, there are other factors
that may influence the model’s performance, such as the number of tasks and the number
of turns (length) in the dialogue. Further experimentation to validate the influence of these
factors will be addressed in future work.
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