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Abstract

:

Problems of search and enumeration of binary and ternary equidistant codes are considered in the paper. We investigate some combinatorial algorithms and develop specialized computer packages to find non-equivalent optimal binary and ternary equidistant codes for 3 ≤ d ≤ n ≤ 9.
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1. Introduction


We can define a q-ary      (  n , M , d  )   q    code as a set of M vectors with length n over the alphabet    Z q  =  {  0 , 1 , 2 , … , q − 1  }    and with additional conditions that any two different vectors (codewords) differ in at least d coordinates. If we add a restriction for all the codewords to have Hamming weight w, then it becomes a constant weight. The notation is      (  n , M , d , w  )   q   . Research on such codes is presented in [1,2,3,4,5,6,7,8]. If    A q   (  n , d , w  )    indicates the biggest value M for an      (  n , M , d , w  )   q    code, then a code with parameters      (  n ,  A q   (  n , d , w  )  , d , w  )   q    is considered optimal. More results about such codes can be found in [2,5,7,8]. An      (  n , M , d  )   q    equidistant code is a set of M codewords of length n over the alphabet    {  0 , 1 , … , q − 1  }   , and any two different codewords differ in exactly d positions. We can define an equidistant constant weight code      (  n , M , d , w  )   q    as a set of M codewords of length n over the alphabet    {  0 , 1 , … , q − 1  }   , any two different codewords differ in exactly d positions and all its codewords have the same weight w.



Let    B q   (  n , d  )    be the maximum number of codewords in an equidistant code with length n and distance d between codewords. Let    B q   (  n ,   d ,   w  )    be the maximum number of codewords in an equidistant constant weight code with length n, distance d between codewords and weight w of each codeword. An equidistant code with    B q   (  n , d  )    codewords is called optimal. An equidistant constant weight with    B q   (  n ,   d ,   w  )    codewords is called optimal. Equidistant codes have been investigated in [9,10,11,12,13].



In this paper, classification of optimal binary and ternary equidistant codes for   3   ≤   d   ≤   n   ≤   9      is   considered  .   There are two important problems in coding theory related to code generation and code enumeration up to equivalence. These are NP-complete tasks and that is why they are not trivial [14,15].



Section 2 considers some general bounds related to constant weight codes and equidistant codes. Section 3 presents computer methods that are used for a computer search of optimal equidistant codes. Section 4 gives the enumeration of binary and ternary equidistant codes by computer methods.




2. Preliminaries


The following theorems consider some known restrictions and bounds that will be used for code searching and enumeration. Let    A q  ( n , d )   denote the maximum number of codewords of a code over the alphabet with q elements, distance d and length n.



Theorem 1.






	
    A q   (  n , d , n  )  =  A  q − 1    (  n , d  )  .   



	
    A q   (  n , 2 , w  )  =  (     n     w     )     (  q − 1  )    w − 1   .   



	
   I f    A q   (  n , d , w  )  ≥ 2 ,   t h e n   d ≤ 2 w   a n d   d ≤ n .   



	
   A q   (  n , 2 w , w  )  = ⌊ n / w ⌋  .



	
(Johnson bound)    A q   (  n , d , w  )  ≤  n  n − w    A q   (  n − 1 , d , w  )   .



	
   A q   (  n , d , w  )  ≤   n  (  q − 1  )   w   A q   (  n − 1 , d , w − 1  )   .










Theorem 2.






	
    A 3   (  n , d , w  )  ≤    A 2   (  n , 2  (  d − w  )  , w  )    i f    d 2  ≤ w < d .   



	
    A 3   (  n , d , w  )  ≥ 2   e x a c t l y   w h e n   d ≤ m i n  {  2 w , n  }  .   



	
    A 3   (  n , d , w  )  ≥ 3   e x a c t l y   w h e n   d ≤ m i n  {  2 w ,  n 3  + w ,   5 n  3  − w  }  .   



	
[8]    A 3   (  n , d , w  )  = 1   e x a c t l y   w h e n   d > m i n  {  2 w , n  }  .  



	
    A 3   (  n , d , w  )  = 2   e x a c t l y   w h e n   m i n  {  n / 3 + w , 5 n / 3 − w  }  < d ≤ m i n  {  2 w , n  }  .   










Theorem 3.






	
    B q   (  n , n  )  = q .   



	
[16]    B q   (  n , d  )  = 1 +  B q   (  n , d , d  )   .



	
(Plotkin) [12,17]    B q   (  n , d  )  ≤   d q   d q − n  (  q − 1  )      if the denominator is positive.



	
(Delsarte) [18]    B q   (  n , d  )  ≤  (  q − 1  )  n + 1  .










These theorems are extensively used in computer algorithms used for code generation and code enumeration. Bounds for the size of codes restrict searching space and reduce the calculation time.



Moreover, in Section 4 will be discussed how code generation and code enumeration can be performed concurrently to optimize the performance of the whole process.




3. Code Searching


In [5,6,8,9], some combinatorial methods for obtaining the bounds on the size of the codes are presented. Here we will present methods for a computer search of binary and ternary equidistant codes that we will use in the enumeration process.



We say that the lexicographic order of two columns of a code   b =  {   b 1  ,    b 2  , … ,    b M   }    and   c =  {   c 1  ,    c 2  , … ,    c M   }    is preserved if    b i  =  c i   ,   i = 1 , … ,   k   and    b  k + 1   <  c  k + 1    , for some k,   k < M  .



3.1. Backtrack Search


	
Add the all-zero codeword to the code.



	
Fix the second codeword of the searched code with   a =     0 , 0 , … 0  ⏟    n − d   ,     1 , 1 , … 1  ⏟   d   .



	
The set of codewords that will be used for searching contains all the codewords that are at a distance exactly equal to d from the codeword a. They are stored lexicographically.



	
Backtrack search—a codeword from the considered space becomes part of the code if the distance stays equal to d and the lexicographic order of the columns of the code is preserved.



	
When we are at the end of the search space, we check the size of the generated code to find if its size is bigger than what was previously found. The search continues by changing the codewords backward on the search tree.







3.2. Lexicographic Search


	
Select the set of fixed codewords.



	
The set of codewords that will be used for searching contains all the codewords that are at a distance exactly equal to d from the fixed codewords. They are stored lexicographically.



	
A codeword from the considered space becomes part of the code if the distance stays exactly equal to d and the lexicographic order of the columns of the code is preserved.



	
As an opposite to the previous method there is no step back. At the end of the search space we have the final generated code.






There are several variations:




	
Automatically change the starting set of codewords to find the code with the larger size.



	
Cyclically shift the search set that gives better results in some cases rather than the standard order.









3.3. Graph Clique Search


Searching for better values of    A q   (  n , d  )    can be considered a graph clique search problem.



Let us consider a graph with vertices related to a codeword with a length n and a weight d and a set of edges that connects a pair of vertices only if the distance between the codewords in these vertices is exactly equal to d. Then we can apply an algorithm for the maximum clique searching in such a graph.



A more detailed explanation of this approach, in general, can be found in [19].




3.4. Construction with Extension


All search methods, described up to now, work only for small parameters or only in some special cases. That is why we combine them with extension methods. The essence is that the construction of the      (  n , M , d  )   q    code can be performed by extension of an already known      (  n − 1 ,  M ′  , d  )   q    code. We can use this fact and try to extend all non-equivalent      (  n − 1 ,  M ′  , d  )   q    codes in order to find the optimal one.





4. Enumeration of Binary and Ternary Equidistant Codes


Definition 1.

Let’s define the equivalence between two codes as a set of transformations that translates one of the codes into the other. These transformations are exchange of coordinates in the code or permutation of symbols.





In Propositions 1, 2, 3 and Theorem 4 we present and proof some new combinatorial results related to enumeration of equidistant codes.



Proposition 1.

There exists an optimal equidistant code with parameters (n,q,n)q, n ≥ 2. This code is unique up to equivalence.





It can be derived from Theorem 3a.



Theorem 4.

  W h e n   3 ≤ q  <  9   a n d   n  >  3   t h e n    B q   (  n ,   3  )  = 9   a n d   w h e n   q ≥ 9   a n d     n > 3   t h e n    B q   (  n ,   3  )  = q .  





Proof. 

We may assume that all the codewords are ordered in a lexicographic way. □





	
Without loss of generality 00…00000 and 00…00111 are from the code.



	
If there are only zeros in the first n − 3 coordinates, then each of the remaining codewords is of type 0000ttt, where t is a random element from the alphabet. It is evident that Bq(n, 3) ≤ q.



	
If in any of the first n − 3 coordinates there is a non-zero element, then without loss of generality 00…01012 is a codeword.




	
If there are only zeros in the first n − 4 coordinates, then the code is (4, M, 3)q, for which it is well known that M ≤ 9 [9].



	
If n ≥ q + 1 and in any of the first n − 4 coordinates there is a non-zero element, then without loss of generality 00…10013 is from the code. We can see easily that a word with distance 3 from the already known four codewords is equivalent to 00…100014 and so on until we obtain the (q + 1,q,3)q code.











For instance, the obtained      (  10 , 9 , 3  )   9    code for q = 9 is:


   0   0   …   0   0   0   0   0    0   0   …   0   0   1   1   1    0   0   …   0   1   0   1   2    0   0   …   1   0   0   1   3    …    1   0   …   0   0   0   1   8   



(1)







That is why if   3 ≤ q < 9   and   n > 3  , then    B q   (  n , 3  )  = 9   and when   q ≥ 9   and   n > 3  , then    B q   (  n , 3  )  = q  .



Construction 1.

The     (  n + k , M , d  )   q   code can be derived from     (  n , M , d  )   q   code A:  {  (      0 … 0  ⏟   k  ,   a  )  | a   ∈   A }  .





Proposition 2.

Equidistant codes with parameters      (  n , 9 , 3  )   q    for   n ≥ 4   and   q < 9   exist and are optimal. Each of the codes of this family is unique up to equivalence.





It follows from Theorem 4 and Construction 1.



Proposition 3.

Equidistant codes with parameters      (  n , q , 3  )   q    for   n ≥ q + 1   and   q ≥ 9   exist and are optimal. There are two families of such codes.





This follows from Theorem 4 and Construction 1.



There is a direct connection between equidistant codes and constant-weight codes. Let C be an      (  n , M , d , w  )   q    equidistant constant-weight code for w = d and    C 0  = C  ∪   { 0 }    be an      (  n ,  M 0  , d  )   q    equidistant code. This relation is expressed by Theorem 3b. Also we can use code lengthening approach to construct an      (  n ,  M ′  , d ,   d  )   q    code C from      (  n − 1 ,  M ′  , d , d  )   q    code C′.



The next theorem follows from Theorem 1e, Theorem 1f and Theorem 3b.



Theorem 5.

Any      (  n , M , d  )   q    equidistant code C contains      (  n − 1 ,  M ′  , d  )   q    codes with    M ′  =  ⌈ (  M − 1  )    n − d  n  ⌉ + 1   codewords.





There are two main problems: the existence and classification of equidistant codes.



The first problem is to construct all the      (  n , M , d , w = d  )   q    codes with M codewords, which contain C′ as a sub-code. The search space will only be the vectors which are at a distance exactly d from code C′. We will only have to care about the distance between codewords. This is a maximum clique problem, and we use a backtrack search. In the q-ary case we can construct the graph whose vertices represent q-ary vectors of length n. We join three vertices by an edge if, and only if, the Hamming distance between the vectors is exactly d. Then what we are interested in is the value of    B q   (  n , d  )  =  B q   (  n , d , d  )  + 1  , the size of the largest clique in this graph.



The second problem is to find all the inequivalent codes. Let    C 1    and    C 2    are ternary equidistant codes. Two codes    C 1    and    C 2    are equivalent if    C 2    can be obtained from    C 1    by: a permutation of the coordinates of the code, a permutation of the alphabet symbols in one or more coordinates, or any combination thereof. If we wish to compare two codes, we first convert those codes into graphs, and then check the graphs for isomorphism.



To obtain the classification results for q-ary equidistant codes, we use some theoretical and software tools [20].



Table 1, Table 2 and Table 3 present the main new classification results for equidistant codes. For code generation, we use computer algorithms described in Section 3 that have proved their correctness in many similar cases. For example, using the same techniques in [9] we found the exact values for    B q   (  n , d  )   , for many different values of q, n and d and all these results are also confirmed by combinatorial methods.



All the results related to code enumeration are obtained using the combinatorial restrictions from Proposition 1, 2, 3 and Theorem 4 and proved computer methods for code enumerations similar to those described in [21]. The main idea of the algorithm is to transform the problem of code equivalence to the problem of isomorphism of binary matrices. Finally, in Table 3 are listed all non-equivalent codes found by computer algorithms and combinatorial considerations so their correctness could be easily checked.



Proposition 4.

There are # inequivalent equidistant codes with parameters      (  n , M , d  )   3    for   5 ≤ n ≤ 10   . The codewords of the      (  n , M , d  )   3    codes are presented in Table 3 (up to equivalence).





The exact values for n = d are obtained by Theorem 3a.




5. Conclusions


In the paper, we use a specialized computer package QPlus to enumerate optimal binary and ternary equidistant codes for some parameters. Combinatorial methods are implemented in computer algorithms to restrict the number of codewords in the search sets.



The developed approach and techniques, related to the presented combinatorial objects and their application for digital data protection, are implemented in the project “Digital Accessibility for People with Special Needs: Methodology, Conceptual Models and Innovative Ecosystems”. The research in the project focuses mainly on semantic models for presenting unstructured data in the field of digital ecosystems and building an ontology for accessibility of people with disabilities. Some models for effective data organization and appropriate methods for creating, analysing, and protecting innovative accessible digital ecosystems are also explored. The research project develops methods for solving security problems by using discrete structures to ensure data security. Some of the codes considered in the paper are used for that protection.
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Table 1. Classification of binary equidistant codes.






Table 1. Classification of binary equidistant codes.





	
n

	
d = 2

	
n

	
d = 4

	
n

	
d = 6

	
n

	
d = 8

	
n

	
d = 10




	
M

	
#

	
M

	
#

	
M

	
#

	
M

	
#

	
M

	
#






	
2

	
2

	
1

	
4

	
2

	
1

	
6–8

	
2

	
1

	
8–11

	
2

	
1

	
10–14

	
2

	
1




	
3

	
4

	
1

	
5

	
2

	
2

	
9

	
4

	
1

	
12

	
4

	
1

	
15

	
4

	
1




	
4

	
4

	
2

	
6

	
4

	
1

	
10

	
6

	
1

	
13

	
4

	
2

	

	

	




	
5–15

	
n

	
1

	
7

	
8

	
1

	
11

	
12

	
1

	
14

	
8

	
4

	

	

	




	

	

	

	
8–15

	
8

	
3

	
12

	
12

	
8

	
15

	
16

	
5

	

	

	




	

	

	

	

	

	

	
13–14

	
13

	
1

	

	

	

	

	

	




	

	

	

	

	

	

	
15

	
14

	
2
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Table 2. Classification of ternary equidistant codes.






Table 2. Classification of ternary equidistant codes.





	
n

	
d = 3

	
d = 4

	
d = 5

	
d = 6

	
d = 7

	
d = 8

	
d = 9

	
d = 10




	
M/#

	
M/#

	
M/#

	
M/#

	
M/#

	
M/#

	
M/#

	
M/#






	
4

	
9/1

	
3/1

	

	

	

	

	

	




	
5

	
9/1

	
6/1

	
3/1

	

	

	

	

	




	
6

	
9/1

	
7/1

	
4/1

	
3/1

	

	

	

	




	
7

	
9/1

	
8/1

	
7/2

	
3/2

	
3/1

	

	

	




	
8

	
9/1

	
8/3

	
8/3

	
9/9

	
3/1

	
3/1

	

	




	
9

	
9/1

	
8/3

	
8/3

	
12/10

	
6/6

	
3/2

	
3/1

	




	
10

	
9/1

	
8/3

	
8/3

	
15/1

	
10/1

	
6/3

	
3/2

	
3/1








The symbol # denotes the number of inequivalent equidistant codes. The exact values for d = 3 are obtained by Theorem 4.
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Table 3. (n,M,d)3 inequivalent equidistant codes.






Table 3. (n,M,d)3 inequivalent equidistant codes.










	n
	#
	(n,M,d)3 Codes



	
	
	(n,M,4)3 codes



	5
	1
	(00000, 01111, 10122, 12201, 21220, 22012)



	6
	1
	(000000, 001111, 010122, 012201, 100221, 102102, 220101)



	7
	1
	(0000000, 0001111, 110011, 0111100, 1010101, 1011010, 1100110, 1101001)



	8
	3
	
	(1)

	
(00000000, 00001111, 00110011, 00111100, 01010101, 01011010, 01100110, 01101001)




	(2)

	
(00000000, 00001111, 00110011, 00111100, 01010101, 01011010, 01100110, 10010110)




	(3)

	
(00000000, 00001111, 00110011, 00111100, 01010101, 01011010, 10010110, 10011001









	9–10
	3
	The codes are obtained by Construction 1 up to equivalence.



	
	
	(n,M,5)3 codes



	6
	1
	(000000, 011111, 101222, 222012)



	7
	2

1
	
	(1)

	
(0000000, 0011111, 0101222, 0222012, 1012202, 1102110, 1121001)




	(2)

	
(0000000, 0011111, 0101222, 0222012, 1012202, 1200211, 1211020)









	8
	3
	
	(1)

	
(00000000, 00011111, 00101222, 00222012, 01012202, 01102110,01121001, 11001012)




	(2)

	
(00000000, 00011111, 00101222, 00222012, 01012202, 01102110, 01121001, 21001012)




	(3)

	
(00000000, 00011111, 00101222, 00222012, 01012202, 01102110, 01211020, 11001012









	9–10
	3
	The codes are obtained by Construction 1 up to equivalence.



	
	
	(n,M,6)3 codes



	7
	2
	
	(1)

	
(0000000, 0111111, 0222222)




	(2)

	
(0000000, 0111111, 1012222)









	8
	9
	(00000000, 00111111, 00222222, 11001122, 11112200,

11220011, 22002211, 22110022, 22221100)

—the first of these codes.



	9
	10
	(000000000, 000111111, 000222222, 011001122, 011112200, 011220011,

101010212, 101121020, 101202101, 110012021, 110120102, 110201210)

—the first of these codes.



	10
	1
	(0000000000, 0000111111, 0000222222, 0011001122, 0022002211,

0101010212, 0120201012, 0202101202,0210021210, 1001201210,

1020011202, 1200002112, 2002021012, 2010100212, 2100001221)



	
	
	(n,M,7)3 codes



	8
	1
	(00000000, 01111111, 02222222)



	9
	6
	
	(1)

	
(000000000, 001111111, 010122222, 112200112, 121212020, 122021201)




	(2)

	
(000000000, 001111111, 010122222, 112200112, 121212020, 222011202)




	(3)

	
(000000000, 001111111, 010122222, 112200112, 121212020, 222022101)




	(4)

	
(000000000, 001111111, 010122222, 112200112, 121222001, 122011220)




	(5)

	
(000000000, 001111111, 010122222, 112200112, 121222001, 222001221)




	(6)

	
(000000000, 001111111, 010122222, 112200112, 121222001, 222012120)









	10
	1
	(0000000000, 0001111111, 0010122222, 0112200112, 0121212020,

1100211202, 1102120021, 1201002122, 2120102101, 2211110002)



	
	
	(n,M,8)3 codes



	9
	2
	
	(1)

	
(000000000, 011111111, 022222222)




	(2)

	
(000000000, 011111111, 101222222)









	10
	3
	
	(1)

	
(0000000000, 0011111111, 1100112222, 1122220011, 2211222200, 2222001122)




	(2)

	
(0000000000, 0011111111, 1100112222, 1122220011, 2212021202, 2221202120)




	(3)

	
(0000000000, 0011111111, 1100112222, 1212220012, 2122021201, 2221202120)









	
	
	(n,M,9)3 codes



	10
	2
	
	(1)

	
(0000000000, 0111111111, 0222222222)




	(2)

	
(0000000000, 0111111111, 1012222222)
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