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Abstract: The problem of load distribution between hydraulic units at hydropower plants is a
difficult task due to the nonlinearity of hydro turbine characteristics and individual peculiarities
of the generation units, in which operating conditions are often different. It is necessary to apply
the most up-to-date optimization methods that take into account the nonlinearity of the turbine
characteristics. The methods must also consider strict constraints on the operation conditions of
the power equipment when searching for the extremum of the objective function specified in the
form of equalities and inequalities. When solving the aforementioned optimization problem, the
constraints on computing capacities of the digital automatic generation control systems that must
operate in real-time mode were taken into account. To solve the optimization task, the interior point
method was analyzed and the method of Lagrange multipliers was modified so that it could minimize
turbine discharge and active energy losses in the windings of the power generators and unit power
transformers. The article presents the simulation results of the developed optimization algorithms
and the results of the field tests of the automatic generation control system executing the proposed
algorithms. All of the tests showed a fairly high efficiency of the proposed optimization methods in
real operation conditions.

Keywords: hydraulic turbines; hydroelectric power plants; automatic generation control; water flow
optimization; active and reactive power control; steady-state stability of hydroelectric generator

MSC: 49M05

1. Introduction

Hydroelectric power plants (HPPs) gained great importance today. Not only these
types of power plants are environmentally friendly and generate cheap electrical energy,
but also are powerful tools for controlling the state of the electric power systems. The share
of the electric energy produced by solar and wind power plants known by their stochastic
nature constantly grows and so does the need for the fast and qualitative control of the
power systems having a significant share of renewable energy sources [1–4].

However, being a flexible source of electric power, HPPs do not always provide
high-quality control of the power system parameters [5–7]. The solution could be the
application of wide-area measurement systems (WAMS), which allows the detection of
active power fluctuations in bulk power systems, resulting from incorrect operation of
automatic generation controllers and speed governors [8].

Automatic generation control (AGC) performs centralized governing of active and
reactive power generation considering all hydropower generation units as a single entity.
This approach simplifies the process of frequency, power, and voltage control for the HPPs
having such systems [9]. Functionally, the AGC consists of two essential subsystems:
the group active power governor and the group reactive power and voltage regulation
system [10]. The speed controllers execute the commands of the AGC ensuring that every
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single power generation unit will produce the required value of active power and rotate at
the desired speed [11].

Among other reasons, the misoperation of the aforementioned digital control systems
can be caused by their incorrect configuration and the application of inappropriate algo-
rithms and control methods [12]. When performing the configuration of the AGC and
calculating its settings many complicated parameters should be taken into account, such as
nonlinear dynamic characteristics of the prime mover and guide vane servo drives, rotor
shaft torque, etc. [13]. When performing group control, the problem of distributing reactive
power between HPP power generation units is extremely important, but the majority of the
existing methods do not completely meet the quality requirements [14]. In today’s practice,
when performing group active power control, the following criteria and constraints are not
fully taken into account: transition time through the zones of undesirable operation and
the state of the trash rack. Improper consideration of the aforementioned constraints may
lead to the misoperation of the digital control systems of the HPPs.

According to [15], the generating units’ control system determines the optimal number
of working hydraulic units and their loading conditions, including the type of operation
mode—as synchronous generators or synchronous compensators. The proposed algo-
rithm considers the operation constraints of the power generation equipment and the
requirements of the grid operator [16–18].

The problem of the creation of the HPP generator control systems (which include
speed governors, AGC, and system for selecting the optimal number of the operated units)
is also considered in [10,19–23].

IAlterman, D.Z. was at the root of the creation of the AGC systems for hydraulic
units. He introduced the intelligent control method of parallel operating hydraulic units by
installing individual magnetic correctors into their speed governors. All these hardware
were then combined into an active power correction device—the prototype of the modern
AGCs [19].

The problem of optimal active power distribution and hydraulic unit commitment
is considered in [24–26]. At the same time, the above studies do not consider the cases of
optimal load distribution if an HPP has different-type hydraulic units. Moreover, the head
losses in the water-conveyance system are usually ignored (including the head losses in the
trash rack), which may result in considerable distortion of the solution results. The authors
of the paper suggest the approach, taking into account the aforementioned issues [15].

The issues of improving the reactive power distribution between the HPP power gen-
eration units when performing group control are considered in detail in [27]. The primary
criterion for the reactive power distribution is the minimization of the active losses (Joule
losses) in the stator windings of the power generator and the unit transformer windings.

At present, the wide application of digital control systems makes it possible to take
into account the non-linear characteristics of HPP power generation units and all the issues
mentioned above, which will improve the quality of power system control. For instance,
when performing active power distribution, the advanced computational capabilities of the
control system give the opportunity to realize innovative and high-performance algorithms
for searching the extremum of non-linear functions representing total water discharge of
the considered HPP. This makes it possible to take into account the individual nonlinear
turbine discharge characteristics, thereby achieving the maximum HPP efficiency.

A separate issue that arises when performing optimal load distribution between the
HPP power generation units is the need to meet the individual hydraulic units’ constraints
related to the increased vibration levels. The mentioned constraints are given in the form
of inequalities, which should be taken into account when searching for the extremum of
the objective function.

In order to deal with the power losses in the transformers and power generator stator
windings when distributing reactive power, the Lagrange multipliers method may be used
directly in the digital AGC at each program cycle. That means that the group controller will
be able to find the optimal power distribution characterized by minimal energy losses. Due
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to the growth of the computation capabilities, it also became possible to directly calculate
the individual constraints on the output reactive power of HPP units taking into account
the steady-state stability criterion using the nonlinear functions suggested by the authors
in the present study.

The remainder of the article is organized as follows. Sections 2 and 3 present the
results of the studies. In Section 4, the paper is concluded with discussions and highlights
for future work.

2. Materials and Methods
2.1. Optimal Active Power Distribution between the HPP Units

For the HPPs having the same type of power generation equipment, it is fair to assume
that the energy efficiency of the HPP hydraulic units is also the same. Hence, when the
load is distributed between the power generation units in equal shares, the condition of
equality of their efficiency factors is fulfilled:

PU1 = . . . = PUi = . . . = PUn ⇒ ηU1 = . . . = ηUi = . . . = ηUn ⇒ QU1 = . . . = QUi = . . . = QUn ⇒
QHPP =

n
∑
i

QUi ⇒ min; (1)

where PUn is the active power setpoint of the nth unit (i.e., the value of the active power to
be generated by the unit according to AGC command), MW; ηUn is the efficiency factor of
the nth unit, p.u.; QUn is the turbine water discharge of the nth unit, m3/s; QHPP is total
water discharge for the considered HPP, m3/s.

Figure 1 shows the relation between the HPP units’ efficiency at different water heads
and the unit’s active power output.
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When optimizing the active power distribution between the HPP units, we need to
determine the minimum possible HPP water discharge (given the fixed power output).
Thus, the optimization goal can be written as follows [28]:

QHPP(PU1, PU2, . . . , PUn) =
n

∑
i=1

QUi(PUi)⇒ min. (2)

Turbine water discharge, m3/s, for the ith power generation unit is calculated as follows:

QUi =
PUi

g · ηUi · Hnet.i
, (3)
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where PUi is the active power setpoint of the ith unit, MW; g is the gravity acceleration,
m/s2; ηUi is the efficiency factor of the ith unit, p.u.; Hnet.i is the net head of the ith unit, m.

As can be seen from (3), water discharge depends on the active power PUi, efficiency
factor, and the net head of the ith unit. As for the net head, it depends on the water
discharge (4) [29] and the efficiency factor as the function of the output power and the
water head (5):

Hnet.i = Hgr − k∆Hi ·Q2
Ui, (4)

ηUi = fηi(Hnet.i, PUi), (5)

where Hgr is the gross head, m; k∆Hi is the constant pressure loss factor (the factor can be
taken constantly as long as the state of the trash rack remains the same), s2/m5.

Finally, turbine water discharge can be determined by solving the following system of
nonlinear equations: 

QUi =
PUi

g·ηUi ·HUi
,

Hnet.i = fHi(QUi),
ηUi = fηi(Hnet.i, PUi).

(6)

when solving the set of Equation (6), the following constraints must be taken into account:

• the sum of the active power output of all the power generation units should be equal
to the HPPs active power setpoint, i.e., the value of the active power to be generated
by the HPP according to the load schedule (PS), MW:

PS =
n

∑
i=1

PUi; (7)

• the active power output of each unit must stay within the individual constraints:

Pmin
Ui ≤ PUi ≤ Pmax

Ui . (8)

In the paper [15] it was shown that the objective function is a multiextremal one
(Figure 2). Hence, we need to apply global extremum search methods. Moreover, it should
be noted that empirically obtained turbine characteristics are not always continuously
differentiable functions, since during the field tests the number of measured points is
limited. The approximation of the measured points with a smooth function will lead to
considerable distortions of the experimental data, hence the empirical turbine characteristics
are usually preserved in the original form, having several points of break [18].

Since the analytical expression for the function ηUn = f (Hnet.i, PUi) cannot be deter-
mined, numerical methods suitable for searching the global extremum with account for the
inequality (8) and Equation (7) are to be investigated.

Due to the mathematical nature of the problem under consideration, the efficiency
of the suggested algorithm for searching the optimal active power distribution (one that
takes into consideration the state of the trash rack) is compared with the standard genetic
algorithm, and the algorithm based on the interior point techniques [30].

In the general case, there are two classes of methods to solve the optimization problems
of technical systems: the use of precise optimization methods (interior point method,
simplex method, branch and bound method, etc.) or approximate metaheuristic methods
(population-based algorithms, simulated annealing, etc.). A priori selection of the most
suitable algorithm is difficult since the solution methods are of a different nature. In the
first case, it is the application of deterministic mathematical algorithms, and in the latter
case, it is the application of heuristics and randomization. Therefore, in practice, it makes
sense to use at least one method from each class.
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In the presented study, both approaches are applied: the interior point method, de-
scribed in detail in [30–32], the effectiveness of which in optimization problems of the
energy sector is demonstrated in [33–35]; and the genetic algorithm as one of the most
popular metaheuristic optimization approaches proved to be efficient in solving optimiza-
tion problems in the electric power industry [36,37]. Genetic algorithms are distinguished
by their great flexibility and the opportunity to apply genetic algorithms to various opti-
mization problems without changing the algorithm itself—only by specifying the way the
solution is encoded in the form of a genotype. At the same time, genetic algorithms make it
possible to quickly find an optimal or sufficiently close to the optimal solution. However,
due to their stochastic nature, they are less reliable and predictable than deterministic
approaches such as the interior point method.

Genetic optimization algorithms reproduce the mechanisms of natural selection and
genetic inheritance, which are the fundamental features of the evolution theory [35,36].
According to the principle of natural selection, the fittest individuals are more likely to
produce offspring, that is, individuals having the highest value of fitness function will
survive. Reaching the highest value of the fitness function is the optimization goal. In this
work, a classical evolutionary algorithm is used, the step-by-step procedure of which is
presented below.

Step 1. Algorithm initialization:

• determine the objective (fitness) function (2) taking into account (6);
• set the constraints (7) and (8);
• assign the number of population to 0 (t = 0).

Step 2. Initial population:

• randomly create chromosomes, representing the total power output (PS) distribution
between the HPP power generation units, taking into account (7) and (8);

• calculate the value of the fitness function for each of the chromosomes F(chi) taking
into account the system of Equation (6).

While the termination criterion is not satisfied do:
Step 3. Parent selection:

• select the parents using the “roulette-wheel” method:
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The whole population is presented in the form of a circle divided by the sectors. The
area of each segment Aseg is proportional to the fitness function of an individual divided by
the sum of the fitness function values of all the individuals:

Asegm =
F(ch∗i )

∑ F(ch∗i )
· 100%. (9)

Step 4. Chromosome modification:

• Randomly form the parent pairs from the population P(t) and apply crossover and
mutation operators;

Step 5. New population:

• Replace the old population with the newly generated population;
• Assign the number of population to t = t + 1;

end while;
Return the best solution F(chi)best.
The interior point method developed by I. Dikin in 1967 [31] allows for solving convex

optimization problems with constraints (including nonlinear ones or ones in the form of
inequalities) by means of a sequence of approximations. Assume it is required to find the
minimum of the function f (x) (2), observing the constraints h(x) (6), (7), and g(x) (8), as a
function of the active power output for each hydraulic unit (PUi):

min
x

f (x), with :h(x) = 0,g(x) ≤ 0. (10)

The initial problem (10) can be approximated for all µ as follows:

min
x

fµ(x, s) = min f (x)− µ∑
i

ln(si), with : h(x) = 0, g(x) + s = 0. (11)

In (11), the number of dependent variables si is equal to the number of inequalities in
the system g(x). The values of si must also be positive for the values of ln(si) to exist. When
decreasing µ to zero, the desired minimum fµ approaches the minimum of the original
function f. The logarithmic summand is a barrier function [33], and the search for the
minimum is reduced to solving a sequence of approximated expressions with constraints
in the form of equalities, which is much simpler than the original representation (10) with
inequalities. At the direct step, the algorithm solves the Karush-Kuhn-Tucker conditions
using the Newton method:

ε1 =


∇xL(x, λ) = 0,
λg,igi(x) = 0, ∀i,
g(x) ≤ 0,
h(x) = 0,
λg,i ≥ 0,

(12)

where ∇xL(x, λ) is the Lagrangian gradient of the objective function; λg,i are the Lagrange
multipliers. Write H for Hessian of the Lagrangian of the function fµ:

H = ∇2 f (x) + ∑
i

λi∇2gi(x) + ∑
j

λj∇2hj(x). (13)

Then the direct step iteration with respect to ∆x, ∆s is defined as follows:
H 0 JT

h JT
g

0 SΛ 0 −S
Jh 0 I 0
Jg −S 0 I




∆x
∆s
−∆y
−∆λ

 = −


∇ f − JT

h y− JT
g λ

Sλ− µe
h

g + s

, (14)
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where Jg is the Jacobian of the conditional function g(x); Jh is the Jacobian of the conditional
function h(x); S is a diagonal matrix of s; λ is a vector of Lagrange multipliers associated
with g(x); Λ is a diagonal matrix of λ; y is a vector of Lagrange multipliers associated with
h(x); e is a unitary vector with the number of dimensions equal to g(x).

Expression (14) is obtained from the system (12) by linearizing the Lagrangian function.
Solving (14) with respect to ∆x, ∆s requires an LDL-decomposition of the matrix, as well as
determining the Hessian (13) by which it is determined whether it is required to use the
conjugate gradient method instead of the direct step [38].

According to [10], the condition of the HPP optimal power distribution is the equality
of the incremental water discharges bi for each power generation unit:

b1 = b2 = bi = . . . = bn, (15)

where bi is the incremental water discharge of the ith unit, i = 1 . . . n, m3/(s·MW).
Given the fact that in the optimal state condition (15) it is convenient to use reverse

dependencies Pi(bi), then the value of b corresponding to the optimal conditions can be
obtained by solving the following equation:

n

∑
i=1

Pi(b) = Ps, (16)

where n is the number of hydraulic units, pcs.; Ps is the active power output setpoint for the
HPP, MW; b is the incremental water discharge, corresponding to the HPP optimal power
distribution, m3/(s·MW). The active power output for each hydraulic unit in the optimal
conditions will be equal to Poi = Pi(bo), where bo is the root of the Equation (16). However,
for some power generation units, the obtained values of Poi may be unacceptable since no
constraints were taken into consideration when solving the Equation (16).

In case an unacceptable value of Pok was obtained for the generator k, the output power
Pok should be set to the limiting value and then the optimal load distribution Ps—Pok for
the rest of the generators should be recalculated. Thus, depending on the certain conditions
from one to (n – 1) nonlinear Equation (16) is to be solved.

In order to avoid the situation of recalculation of the optimal load distribution, a
novel approach is suggested. The number of calculations in the proposed approach is
considerably lower than in the iterative one. Figure 3 shows the flowchart of the algorithm
for the calculation of the optimal power distribution based on the proposed approach.

In block 1, the power output to be distributed Pd is taken to be equal to the power
output setpoint for the HPP Ps. The flags indicating that ith generating unit will take part
in the power distribution procedure Ei are set to unity.

In block 2, the net head Hnet,i is calculated from the gross head Hgr. When calculating
the Hnet,i, the current values of the turbine discharges QUi and the steady-state values
of the constant pressure-loss factors k∆Hi are determined for each power generation unit.
Additionally, the incremental water discharge value bi (Hnet,i, Pi) is updated.

In block 3, the Brent-Dekker method [39] is used to solve the following equation:

n

∑
i=1

EiPi(b) = Pd, (17)

which is similar to (16) but takes into account the output powers of only those power
generation units for which the participation flag Ei is equal to 1. As a result, the equation
root bo is determined.

In block 4, the flag for the need of recalculation C is reset to 0, and then cycle 5 is
performed, in which the hydraulic units from 1 to n are handled. If the ith unit participates
in the power distribution, i.e., Ei = 1 (condition 6), then the output power Poi corresponding
to the optimal conditions is determined for it in block 7. If the value of Poi turns out to be
unacceptable (condition 8), then block 9 is executed, in which the value Pmax i is stored in
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Poi, the flag for the need of recalculation C is set to 1 and the active power output to be
distributed is reduced by Poi.
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After loop 5 is completed, condition 10 is checked, which will indicate the need for
recalculation. If the flag C is equal to 1 (due to the power output of one of the generation
units appearing out of the constraints) and there are still units participating in the distribu-
tion procedure (not all of them have reached the constraints on the power output), then the
transition to the 2nd block occurs. Otherwise, the calculation terminates.

The flowchart in Figure 3 considers only the restrictions on the maximum power
output of the hydraulic units—the right side of the expression (8). If necessary, restrictions
on the minimum power can be introduced into the algorithm in a similar way—the left
side of the expression (8).

2.2. Optimal Reactive Power Distribution between HPP Units

The following data is required to cope with the task of distributing the reactive
power: the active power output of the power generation units, the reactive power setpoint
(node voltage) for the HPP, and the reactive power load factors for each unit, as well as the
parameters of the power generators and the transformers constituting the power generation
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units. The following constraints must be considered when calculating individual reactive
power setpoints for each generation unit [40]:

1. Maximum rotor current limitation (to avoid rotor winding overheating);
2. Minimum rotor current limitation (to avoid the reversal of the polarity of the field);
3. Constraint on the stator end windings heating;
4. Constraint on the stator current (output apparent power);
5. Constraint on the steady-state stability.

The first two constraints are usually implemented in the hardware and software
systems for automated excitation control, and constraint 3 is not applicable to all types
of generators, so the last two constraints are discussed in detail further in the article.
For hydraulic units, the constraints listed above are often presented in the form of P-Q
diagrams. However, the application of the P-Q diagrams introduces considerable difficulties
associated with a number of approximations made when plotting the diagrams: the graphs
are plotted for only one set of parameters (particularly, stability limit is shown for a certain
voltage level); the margins are introduced to account for inaccuracies in the power generator
rated parameters [41]. Therefore, the authors suggest a novel analytical expression for
calculating the reactive power constraints in terms of the steady-state stability of a salient-
pole generator. The derivation of the formula is presented below (18). Steady-state stability
is the ability of the power system to transmit power to the receiving end without loss of
synchronism in the presence of small and gradual variations or changes in the operation
state. The numerical evaluation of this attribute is the steady-state stability margin kz [40]:

kZ =
Pm − PT

PT
, (18)

where Pm is the maximum power transfer, MW; PT is the power generated by the turbine,
MW. This is a regulated feature, so the values of kz must not be less than 20% in a normal
state of operation of the power system. To take into account the constraint on the steady-
state stability when distributing the reactive power, it is necessary to derive a formula that
allows for the calculation of the minimum permissible reactive load of the generator. The
active power-angle diagram of a salient pole synchronous machine is described as follows:

P =
EqU
xdΣ
· sin δ +

(
1

xqΣ
− 1

xdΣ

)
U2

2
· sin 2δ, (19)

where Eq is the electromagnetic force (EMF) of the generator, kV; U is the voltage level at
the receiving end (HPP switchgear voltage), kV; δ is the load angle, deg.; xdΣ is the total
direct-axis transfer reactance, Ohm; xqΣ is the total quadrant axis transfer reactance, Ohm.
A reactive power-angle diagram of a salient pole synchronous machine is given by the
following expression:

Q =
EqU
xdΣ
· cos δ +

(
1

xqΣ
− 1

xdΣ

)
U2

2
· cos 2δ−

(
1

xqΣ
+

1
xdΣ

)
U2

2
, (20)

The following notations are introduced for the expression (19):

Pm1 =
EqU
xdΣ

,

Pm2 =
(

1
xqΣ
− 1

xdΣ

)
U2

2 .
(21)

Then (19) can be written as follows:

P = Pm1 · sin δ + Pm2 · sin 2δ. (22)
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Having found the maximum value of (22) by finding its derivative with respect to δ
and setting it to zero and having completed the series of trigonometric conversions, the
final expression is substituted into the (18):

Pm1 ·

√√√√1−
[
− Pm1

8Pm2
+

√(
Pm1

8Pm2

)2
+ 0.5

]2

− PT(kZ + 1)

+2Pm2 ·

√√√√1−
[
− Pm1

8Pm2
+

√(
Pm1

8Pm2

)2
+ 0.5

]2

·
[
− Pm1

8Pm2
+

√(
Pm1

8Pm2

)2
+ 0.5

]
= 0

(23)

The obtained expression (23) is a non-linear function of one variable Eq. The solution
of (23) is the value of Eq min corresponding to the specified value of the steady-state stability
margin (18) and the current value of the turbine power PT. The current value of the load
angle δ can be obtained from (22). When substituting the found values into the (20), the
sought-for value of the minimum reactive output power Qmin is determined corresponding
to the limit of the steady-state stability:

Qmin =
EqminU

xdΣ
· cos δ +

(
1

xqΣ
− 1

xdΣ

)
U2

2
· cos 2δ−

(
1

xqΣ
+

1
xdΣ

)
U2

2
. (24)

when distributing reactive power between the power generators, the requirement to mini-
mize the active power losses (Joule losses) in the generator stator windings and the unit
transformer windings should be carefully addressed. The total active power losses ∆PΣ for
a unit-type power plant having n units are calculated as follows:

∆PΣ =
n

∑
i=1

∆Pi =
n

∑
i=1

(P2
i + Q2

i )

U2 Ri, (25)

where ∆Pi corresponds to the active power losses of the ith unit, MW; Ri is the total active
resistance of the ith unit, Ohm; Pi is the active power output of the ith unit, MW; and Qi is

the reactive power output of the ith unit, MVAr. If C =
n
∑

i=1

P2
i

U2 Ri,, then the expression (25)

can be written as follows:

∆PΣ = C +
n

∑
i=1

Q2
i

U2 Ri, (26)

where the value of C is a constant for the given distribution of the active power whereas
the rest of the expression varies. The condition for the optimal power distribution (i.e., the
minimum of the sum of the multiple variables) is the equality of their partial derivative.
For the expression (26) it is defined as follows:

∂∆Pi
∂Qi

=
2Qi
U2 Ri. (27)

From (27) the criterion for minimizing the active losses caused by the reactive compo-
nent of the apparent current for the specified values of the active power output of the n
generating units is obtained:

Q1 = Q2 = . . . = Qn (28)

where Qi is the reactive power values of the ith generator. Furthermore, the expression (28)
is the criterion of the uniform distribution of reactive loads between the group of generators.

The currently used methods for reactive load distribution are presented in Table 1.
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Table 1. Reactive power distribution methods.

Distribution Method The Criterion of
Power Distribution

Account for
Steady-State Stability

Active Losses
Minimization

Criterion

Proportional
distribution

Qi = kPTi, where PTi is the active
output power of the ith turbine,

and k is the adopted
distribution factor.

+/− −

Equality of stator currents
(equality of apparent powers)

I1 = I2 = . . . = In, where Ij is the
stator currents of the jth generator − I1 = I2 = . . . = In

Uniform distribution Q1 = Q2 = . . . = Qn − Equation (27)

Uniform distribution with
constraints on

steady-state stability
Q1 = Q2 = . . . = Qn Equations (22)–(24) Equation (27)

From Table 1 it can be seen that none of the distribution methods fully takes into
account the steady-state stability constraint. Even when applying the proportional power
distribution, the generators will have different steady-state margins:

kZi =

kPTi+

(
1

xqΣi
+ 1

xdΣi

)
U2
2 −

(
1

xqΣi
− 1

xdΣi

)
U2
2 cos 2δi

cos δi
sin δmi +

(
1

xqΣi
− 1

xdΣi

)
U2

2 sin 2δmi − PTi

PTi
(29)

By analyzing (29), it becomes clear that for the several units generating different active
power values PTi steady-state stability margins will be different. The problem persists if we
apply distribution methods based on the equality of the stator currents. The unit generating
the highest value of active power in the group at the same time generates the lowest value
of reactive power, which reduces its steady-state stability margin [42]. From Figure 4 it
can be seen that unit 2 has the lower value of the stability margin because it is overloaded
by the active power output and its reactive power output is low since all the two units
generate equal apparent power.
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The second criterion (minimization of the active losses) is fully observed only when
uniform power distribution is applied because only then equality (28) is fulfilled given that
the active power setpoints are not equal (which is a common case often associated with the
situation when hydraulic units operate in different zones or when different types of the
runners are used). It should be noted that the distribution of reactive power according to the
equality of the stator currents has become the most widespread, which is not entirely correct
according to the criterion of minimizing the active power losses. Therefore, the authors
of the article, using the least common uniform method of reactive power distribution
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as a guide, propose an algorithm that fully takes into account the two above-mentioned
criteria—the uniform power distribution with a steady-state stability constraint.

3. Results and Discussion
3.1. Active Power Distribution Algorithms Comparison

To assess the effect of using the optimal power distribution between the power genera-
tion units, the case of active power distribution between the three different types of Kaplan
turbines (two turbines PL-661-VB-800, and one turbine PL30/3295-V-800) of the Novosi-
birsk HPP is considered. The incremental water discharge plotted versus the turbine power
curves is presented in Figure 5. The figure also shows the solution of the Equation (17) with
the corresponding individual setpoints PUi for the units of the above case. In addition, a
comparison was made in terms of the speed and optimality of the proposed algorithm, the
results of which are summarized in Table 2. As it was expected, the uniform power distri-
bution does not take into account the individual discharge characteristics and yields more
than 3% greater total discharge dQHPP compared to the other methods considered in the
article. However, it does not require complex calculations (calculation time tcalc ≈ 0.002 ms).
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Table 2. Power Distribution Algorithm Comparison Results.

Algorithm P1, MW P2, MW P3, MW tcalc, s QHPP, m3/s dQHPP, %

Uniform distribution 54 54 54 0.000002 1434.7 0

Equality of incremental
water discharge 45.5 45.5 71 0.07 1400 −2.42

Genetic algorithm 44.22 42.78 75 2.218 1380.81 −3.74

Internal point algorithm 43.5 43.5 75 0.711 1380.54 −3.77

The proposed one 45.21 45.21 71.58 0.078 1385.20 −3.47

The least result in terms of the calculation time (tcalc = 2.218 s) was demonstrated by
the genetic algorithm. Judging by the obtained result it is unacceptable to use this algorithm
in digital AGCs because this system operates with a response time of a maximum of 500 ms.
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It should be noted that when the load is distributed between more than three units the
calculation time will be even greater.

The internal point method is characterized by the minimum total water discharge.
However, Table 2 shows that one of the units (namely PL30/3295-V-800) has obtained a
setpoint equal to the maximum allowable value according to (8) (the same happened when
the genetic algorithm was applied), and the calculation considerably more time compared
to the proposed algorithm, which is of crucial importance for providing generation control
(even for the case of three hydraulic units).

Thus, the proposed algorithm (one that is based on the equality of incremental water
discharges and considers the trash rack state) has optimal speed, and minimum losses and
meets the constraints (7), (8).

3.2. Reactive Power Distribution Algorithms Comparison

The Equations (22)–(24) form a system that can be analytically solved in real-time
mode and thus determine the minimum value of reactive power for each power generation
unit ensuring the steady-state stability (the input data: transfer direct-axis reactance xdΣ,
HPP switchgear voltage level, turbine active power PT, and the desired value of stability
margin kz).

Figure 6 shows P-Q diagrams of the renovated and non-renovated hydraulic units of
the Novosibirsk HPP. It also depicts the minimum reactive power limits calculated using
the expressions (22)–(24) under the conditions of parallel operation for the voltage range of
1.05–0.95 of the rated value. It is worth noting that for the rated voltage, the limitation curve
lies to the left of the used P-Q diagrams. However, when the voltage on the high voltage
busbars drops down to 0.95 of its rated value, the constraints according to the (22)–(24)
should be used. In addition, the use of expressions (22)–(24) makes it possible to take into
account different values of the steady-state stability margins and obtain a limiting line for
the steady-state stability condition not only for a sole generator but taking into account the
unit transformers. Furthermore, in the absence of the nameplate P-Q characteristics, the
system of Equations (22)–(24) will allow designers and researchers to take into account the
properties of salient-pole hydrogenators when carrying out power system studies using
specialized software.
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To test the proposed algorithms the authors performed simulations and assessed the
correctness of the algorithms’ operation when power generation units were not uniformly
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loaded and were operated under conditions when some of the units had constraints on
the apparent power and steady-state stability. The following data were analyzed during
the tests:

• Active power Pi;
• Reactive load limit Qmin i;
• Given reactive power Qi;
• Apparent power Si.

After the uniform distribution algorithm was integrated into the digital AGC system
of Novosibirsk HPP, the operation of the system was tested.

When individual control of unit No. 2 is implemented, the total reactive load is
distributed equally between the units (Figure 7). In Figure 8, unit 2 has a lower value of the
output reactive power. Additionally, automated field control cannot allow increasing the
apparent power which can be seen by the warning indicator. The total value of the reactive
load is distributed uniformly between the remaining units. In the case of reactive power
consumption (Figure 9), unit 2 operates with the constraints on steady-state stability (24),
and the rest of the units are uniformly loaded.

Based on the data obtained, it can be concluded that in the considered cases of the HPP
operation, the uniform distribution algorithm operates without errors. Table 3 presents the
results of the calculations of the active losses occurring in the power plant electrical circuits.

When distributing the total reactive power of Qsum = 200 MVar, the least active losses
(dPsum1) can be reached when using the uniform distribution, since it takes into account
the criterion of active power loss minimization. In this case, the difference in active power
losses for 5 hydroelectric units of the same type installed at Novosibirsk HPP is about 2.5%.
In the case when the total reactive power setpoint is Qsum = −300 MVar, both proposed
distribution algorithms correspond to the same total active energy losses, since all the
units operate with the steady-state stability constraints, which means that reactive power is
distributed non-uniformly.

Table 3. Total active power losses observed at different values of Qsum: Qsum = 200 MVAr (dPsum1)
and Qsum = −300 MVAr (dPsum2).

dPsum Proportional Equality of Stator Current Uniform

dPsum1, kW 2255.3 2255.6 2199.9

dPsum2, kW 3596.2 3511. 4 3511.4
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Based on the data obtained, it can be concluded that the uniform distribution algorithm
is the optimal one due to its following advantages over the power distribution by equality
of the stator currents:

1. Less active power losses;
2. The simplicity of the power distribution logic and calculations of constraints on

apparent power and steady-state stability.

4. Conclusions

In the article, the issues of improving the automatic active power generation control of
hydroelectric power plants are studied. The group active power control implies centralized
control of the power generators as a single unit, which simplifies the participation of the
HPP in the system-wide frequency and active power regulation. The process of group
control is an extremely important part of the HPP control system as it regulates its main
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operating parameters: total active output power (within the daily dispatch schedule, etc.),
and reactive power output. It also controls bus voltage levels and executes the tasks of
automated load-frequency control. The article presents:

1. The algorithm of active power distribution considers the individual control range of
each of the hydraulic units and the head losses in the track rack. The algorithm also
minimizes the total water discharge.

2. The algorithm of reactive power distribution optimally minimizes the active power
losses in the stator windings and the circuits of the unit transformers. The algorithm
considers constraints on the apparent power, field current, and steady-state stability.

3. An analytical expression is obtained for determining the minimum reactive power of
a salient-pole generator that ensures its steady-state stability for the given value of
the safety margin and the current values of the active power and voltage.

4. The above algorithms and techniques are implemented in the digital AGC of the two
hydropower plants.
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