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Abstract: The prognosis of patients with acute pesticide poisoning depends on their acute respiratory
condition. Here, we propose machine learning models to predict acute respiratory failure in patients
with acute pesticide poisoning using a decision tree, logistic regression, and random forests, support
vector machine, adaptive boosting, gradient boosting, multi-layer boosting, recurrent neural network,
long short-term memory, and gated recurrent gate. We collected medical records of patients with
acute pesticide poisoning at the Soonchunhyang University Cheonan Hospital from 1 January 2016
to 31 December 2020. We applied the k-Nearest Neighbor Imputer algorithm, MissForest Impuer
and average imputation method to handle the problems of missing values and outliers in electronic
medical records. In addition, we used the min–max scaling method for feature scaling. Using the
most recent medical research, p-values, tree-based feature selection, and recursive feature reduction,
we selected 17 out of 81 features. We applied a sliding window of 3 h to every patient’s medical
record within 24 h. As the prevalence of acute respiratory failure in our dataset was 8%, we employed
oversampling. We assessed the performance of our models in predicting acute respiratory failure. The
proposed long short-term memory demonstrated a positive predictive value of 98.42%, a sensitivity
of 97.91%, and an F1 score of 0.9816.

Keywords: machine learning; respiratory failure; acute pesticide poisoning; logistic regression;
random forests; long short-term memory

MSC: 68T07; 9A16; 4008

1. Introduction

Pesticide toxicosis is caused by the ingestion of or exposure to pesticides [1]. In the
Republic of Korea, the death toll from toxicosis is 2702 people and 1675 of the 2702 people
(61.99%) had toxicosis caused by the ingestion of pesticides [2]. In addition, 71% of patients
with pesticide poisoning have been reported to die within 6–24 h [2]. The most common
reason for the ingestion of pesticides is suicide [3]. Each year, 110,000 individuals die from
pesticide poisoning [3], which accounts for 13.7% of all suicides [3]. In the Republic of
Korea, some regions (Chungcheong-do, Gangwon-do, Jeolla-do) have a higher death rate
from pesticide poisoning than that the capital area (Seoul, Incheon, and Gyeonggi-do) [2].
Pesticide toxicosis is easily accessible, especially in these regions [2]. Neurological, respira-
tory, and cardiovascular symptoms have been reported in cases of pesticide toxicosis [1].
The prognosis of pesticide toxicosis depends on the extent of respiratory failure [1]. Respi-
ratory failure is associated with a high death rate in hospitals. Current respiratory failure
treatment options can be ineffective [4]. Preventing the failure of multiple organs is crucial
in reducing the rate of mortality from respiratory failure [5]. Therefore, the prediction of
respiratory failure is important for patient prognosis.
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Recent predictions of respiratory failure include predicting respiratory failure based on
semi-supervised learning [4]; predicting respiratory failure with clinical data [5]; predicting
respiratory failure in patients with coronavirus disease-2019 (COVID-19) [6]; predicting
respiratory failure in the intensive care unit (ICU) [7,8]; predicting respiratory failure in
pesticide intoxication [9]; and predicting respiratory failure with simple patient trajecto-
ries [10].

Machine learning algorithms such as semi-recurrent neural networks (RNNs), extreme
gradient boosting, logistic regression (LR), random forest (RF), and long short-term memory
(LSTM) have been used to predict respiratory failure in previous studies. In the case of
respiratory failure prediction based on semi-RNNs, the positive predictive value (PPV) was
3.3% and the sensitivity was 78.0% [4]. In the case of respiratory failure prediction with
clinical data, the sensitivity was 71% [5]. In the case of respiratory failure prediction in
patients with COVID-19, the PPV was 74% and the sensitivity was 78% [6]. In the case of
respiratory failure prediction in the ICU, the PPV was 42% and the sensitivity was 80% [7].
In the case of respiratory failure prediction in pesticide intoxication, the PPV was 83.3%
and the sensitivity was 60.6% [9]. In the case of respiratory failure prediction with simple
patient trajectories, the PPV was 22.6% and the sensitivity was 88.1% [10]. Therefore, the
performance of algorithms for predicting acute respiratory failure is low.

Our goal is to predict the prognosis for patients with acute pesticide poisoning. How-
ever, it is difficult to predict the prognosis because of the various causes of acute pesticide
poisoning. We predict acute respiratory failure, an important prognostic factor for pa-
tients with acute pesticide poisoning. We predict acute respiratory failure within 24 h
using machine learning and three-hour electronic medical records (EMRs) for patients. We
perform EMR preprocessing as follows: (1) solve human errors; (2) solve missing values;
(3) sliding window; (4) feature selection; (5) data scaling; and (6) solve the imbalance. Data
preprocessing is important to improve performance [11–14]. Using current patient data to
fill in the gaps, we imputed missing values using the k-Nearest Neighbor (KNN) imputer
algorithm from scikit-learn [15], the MissForest Imputer, or the data average imputation
technique. We used a sliding window dataset based on 3 h data. We performed feature
selection based on the current medical knowledge and p-values and oversampling. We
performed data scaling using MinMaxScaler provided by scikit-learn [15]. For predicting
acute respiratory failure in acute pesticide poisoning, we utilize shallow learning such as
decision tree (DT), random forest (RF), logistic regression (LR), support vector machine
(SVM), adaptive boosting (AB), gradient boosting (GB), and deep learning such as multi-
layer perceptron (MLP), recurrent neural network (RNN), long short-term memory (LSTM),
and gated recurrent unit (GRU).

2. Materials
2.1. Data

This retrospective cohort study consisted of patients admitted to Soonchunhyang
University Cheonan Hospital in the Republic of Korea between January 2016 and December
2020. The patients were over 19 years of age. The patients with pesticide poisoning and
respiratory failure within 1 h of admission were excluded. The number of patients was
707. The pesticide categories included glyphosate, glufosinate, paraquat, organophosphate,
pyrethroid, and carbamate. After replacing missing data, we performed sliding window
data preprocessing, feature selection, and oversampling on the medical records.

When the data preprocessing process was completed, the total data consisted of
11,526 data with 17 features for 3 h. We split the data into the training dataset and test
dataset at a 7:3 ratio. The training dataset was then divided with a 7:3 ratio into a training
dataset and a test dataset. The training dataset was then divided with a 7:3 ratio into a
training dataset and a holdout fold. The training dataset was then divided with a 7:3 ratio
into a training dataset and a validation dataset. Using the training dataset, machine
learning methods were constructed and evaluated using the holdout fold. The number of
respiratory failures was only 909. Oversampling or undersampling can be used to solve the
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imbalance in the datasets. We used oversampling algorithms such as the synthetic minority
oversampling technique (SMOTE), borderline-SMOTE, and adaptive synthetic (ADASYN)
given the limited cases of respiratory failure. Figure 1 shows the processing of patient
selection. The number of training datasets was 7291, the number of validation set was 1695,
and the number of holdout fold was 2421, and the number of test datasets was 3458.

Mathematics 2022, 10, x FOR PEER REVIEW 3 of 24 
 

 

dataset and a test dataset. The training dataset was then divided with a 7:3 ratio into a 

training dataset and a holdout fold. The training dataset was then divided with a 7:3 ratio 

into a training dataset and a validation dataset. Using the training dataset, machine learn-

ing methods were constructed and evaluated using the holdout fold. The number of res-

piratory failures was only 909. Oversampling or undersampling can be used to solve the 

imbalance in the datasets. We used oversampling algorithms such as the synthetic minor-

ity oversampling technique (SMOTE), borderline-SMOTE, and adaptive synthetic 

(ADASYN) given the limited cases of respiratory failure. Figure 1 shows the processing 

of patient selection. The number of training datasets was 7291, the number of validation 

set was 1695, and the number of holdout fold was 2421, and the number of test datasets 

was 3458. 

 

Figure 1. Patient selection, data preprocessing, and dataset. The training dataset number was 7291, 

and the validation set number was 1695, and the holdout fold number was 2421, and the test dataset 

number was 3458. 

2.2. Replacement Missing Value 

Medical records are not free from missing values. The patient may be absent or there 

may be problems with noise or human errors. To improve machine learning algorithms, 

missing values need to be solved [11,12]. We solved missing values with the following 

three steps: (1) replace missing values with the recent data imputer (RDI); (2) apply the 

KNN imputation algorithm of scikit-learn with highly relevant features; and (3) replace 

other features through average imputation. 

2.2.1. Recent Data Imputer 

Time-series data have continuous values over time. The RDI can be used to replace 

the missing values of each patient with recent data. Figure 2 shows the RDI algorithm. 

The average imputer, the maximum imputer, and the minimum imputer are non-con-

sistent time-series characteristics. The RDI has time-series characteristics. 
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and the validation set number was 1695, and the holdout fold number was 2421, and the test dataset
number was 3458.

2.2. Replacement Missing Value

Medical records are not free from missing values. The patient may be absent or there
may be problems with noise or human errors. To improve machine learning algorithms,
missing values need to be solved [11,12]. We solved missing values with the following
three steps: (1) replace missing values with the recent data imputer (RDI); (2) apply the
KNN imputation algorithm of scikit-learn with highly relevant features; and (3) replace
other features through average imputation.

2.2.1. Recent Data Imputer

Time-series data have continuous values over time. The RDI can be used to replace
the missing values of each patient with recent data. Figure 2 shows the RDI algorithm. The
average imputer, the maximum imputer, and the minimum imputer are non-consistent
time-series characteristics. The RDI has time-series characteristics.

2.2.2. k-Nearest Neighbor (KNN) Imputer

There may be missing values after using the RDI. The KNN imputer replaces missing
values through distance functions for highly correlated features [13]. Improved perfor-
mance may be achieved with the KNN compared with that of other imputers, such as the
average imputer, maximum imputer, and minimum imputer [13]. We performed KNN im-
putation with highly relevant features twice as follows: (1) total CO2, pH, HCO3 standard,
base excess, and lactate features; (2) pCO2 and pO2 features.
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2.2.3. MissForest Imputer

The MissForest is an imputer based on RF [16]. Figure 3 shows the processing of
MissForest. The MissForest replaces missing values to the median and trains on the dataset
to interpolate missing values into prediction results.
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Figure 3. Processing by the MissForest. (1) Interpolate missing values into the median. (2) Train via
dataset. (3) Interpolate missing values into the prediction results.

We interpolate total CO2, pH, HCO3 standard, base excess lactate, pCO2, and pO2
after performing the RDI algorithm.

2.3. Feature Selection

Feature selection is important to improve the machine learning algorithm [14]. We
perform according to a feature selection. (1) We calculate p-values to confirm unrelated fea-
tures. (2) We determine features based on current medical knowledge. (3) We analyze
the importance of features using RF and GB. (4) Using recursive feature elimination, we
analyze both high- and low-ranking features. (5) In low-ranking features, we compare
performance results exclusive to each feature.

First, we calculate the p-value for each feature and respiratory failure using ordinary
least squares. To calculate the p-value, we utilize the OLS method provided by statsmod-
els [17]. We ignored features with p-value above 0.05 because they are uncorrelated factors.
Table 1 shows the p-values for each feature.

We confirm that the features of p-values above 0.05 are as follows: smoking; alcohol;
cardiovascular disease; SBP max; DBP max; RR max; Hb; glucose; BUN; creatinine; pCO2;
HCO3 standard; BE; and troponin.
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Table 1. The respiratory failure was correlated to p-values of features.

Features p-Value Features p-Value

Pesticide dose 0.000 WBC 0.000
Sex 0.000 PLT 0.000
Age 0.000 Albumin 0.000
BMI 0.023 Glucose 0.070

Smoking 0.326 BUN 0.622
Alcohol 0.313 Creatinine 0.100

Diabetes disease 0.000 Total CO2 0.000
Respiratory disease 0.000 C-reactive protein 1 0.000

Cardiovascular disease 0.995 pH 0.000
GCS 0.000 pCO2 0.199

SBP max 0.088 pO2 0.000
DBP max 0.897 O2 saturation 0.000
HR max 0.000 HCO3 standard 0.356
RR max 0.174 BE 0.120
BT max 0.000 Troponin 0.555

Hb 0.221 Lactate 0.000
BMI: body mass index; GCS: Glasgow Coma Scale; SBP: systolic blood pressure; DBP: diastolic blood pressure;
HR: heart rate; RR: respiratory rate; BT: body temperature; max: maximum; Hb: hemoglobin; WBC: white blood
cell; PLT: platelet; BUN: blood urea nitrogen; BE: base excess.

Second, we perform feature selection based on current medical knowledge. The
following features are determined based on current medical knowledge: pesticide category;
pesticide dose; sex; age; GCS; SBP max; HR max; BT max; WBC; PLT; albumin; total CO2;
CRP1; pH; pO2; O2 saturation; and lactate.

Third, we analyze tree-based feature selection methods. Table 2 shows the performance
results of RF and GB. We confirm that sex is an unimportant feature.

Table 2. Performance result of tree-based feature selection method.

Features
Tree-Based Feature Selection

Features
Tree-Based Feature Selection

RF GB RF GB

Pesticide category 0.056 0.073 PLT 0.032 0.013
Pesticide dose 0.032 0.017 Albumin 0.034 0.008

Sex 0.001 0.0003 total_CO2 0.072 0.025
Age 0.039 0.019 C-reactive_protein_1 0.053 0.057
GCS 0.053 0.068 pH 0.175 0.247

SBP_max 0.010 0.003 pO2 0.018 0.003
HR_max 0.087 0.097 O2_saturation 0.062 0.017
BT_max 0.033 0.029 Lactate 0.017 0.006

WBC 0.224 0.316

RF: Random Forest; GB: Gradient Boost; GCS: Glasgow Coma Scale; SBP: systolic blood pressure; max: maximum;
HR: heart rate; BT: body temperature; WBC: white blood cell; PLT: platelet.

Fourth, using recursive feature elimination, we analyze high- and low-ranking features.
We perform recursive feature elimination based on SVM with linear, LR, RF, DT, and GB.
We perform recursive feature elimination provided by scikit-learn. Table 3 shows the
performance results of recursive feature elimination based on SVM with linear, LR, DT, and
GB. We confirm that sex, albumin, and PLT are unimportant factors.

Fifth, we compare the performance results of each feature based on Tables 2 and 3.
Table 4 shows the performance results of each feature using RF, GB, and MLP. The feature
of the second stage is the highest performance in Table 4. We separate our dataset into train
and test datasets. In the case of RF and GB, we train algorithms using stratified k-folds
by train folds after separating train datasets into train folds and holdout folds. We train
MLP algorithms using train folds and early stop using validation folds after separating
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train datasets into the train, validation, and holdout folds. In addition, we compare the
performance of each feature via each algorithm using holdout folds.

Table 3. Performance result of recursive feature elimination of each algorithm. Low-rank features are
albumin, platelet, and sex. High-rank feature is pH.

Machine Learning Algorithm Low-Rank Feature High-Rank Feature

SVM with linear Albumin pH
LR PLT pH
RF Sex pH
DT Albumin pH
GB Sex pH

SVM: support vector machine; LR: logistic regression; RF: random forest; DT: decision tree; GB: gradient boost;
PLT: platelet.

Table 4. Performance result of feature selection based on RF, GB, and MLP.

Feature Algorithm PPV Sensitivity F1 Score AUC

Reference
RF 98.92% 96.34% 0.9761 0.9812
GB 96.81% 95.29% 0.9604 0.9751

MLP 96.81% 95.29% 0.9604 0.9751

Reference exclude sex
RF 98.92% 95.81% 0.9734 0.9786
GB 92.78% 94.24% 0.9351 0.9681

MLP 92.78% 94.24% 0.9351 0.9681

Reference exclude PLT
RF 99.46% 95.81% 0.9760 0.9788
GB 98.89% 93.19% 0.9596 0.9655

MLP 92.78% 94.24% 0.9351 0.9681

Reference exclude albumin
RF 98.39% 95.81% 0.9708 0.9784
GB 96.70% 92.15% 0.9437 0.9594

MLP 96.70% 92.15% 0.9437 0.9594
PPV: positive predictive value; RF: random forest; GB: gradient boosting; MLP: multi-layer perceptron;
PLT: platelet.

For the performance evaluation of each feature, we perform steps one through five.
The first and second steps exhibit the highest performance when each feature’s performance
is evaluated. Therefore, we used the following features: pesticide category; pesticide dose;
sex; age; GCS; SBP max; HR max; BT max; WBC; PLT; albumin; total CO2; CRP1; pH; pO2;
O2 saturation; and lactate.

2.4. Hour Sliding Window in 24 H

In this study, our objective was to predict respiratory failure within 24 h using 3 h data.
Figure 4 shows the sliding window to time-series data in 24 h based on 3 h data.

2.5. MinMaxScaler

In machine learning, each feature unit is different; thus, the results can be biased.
To solve this, it is necessary to use the same data range. In this study, we used the
MinMaxScaler provided by scikit-learn [15]. It expresses a value between 0 and 1 through
Equation (1).

X =
X − min

max − min
(1)

The X variable represents a feature in the dataset. The min variable represents the
minimum value of each feature. The max variable represents the maximum value of
each feature.
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2.6. Oversampling

In this study, the prevalence of respiratory failure was 8%, which suggests an imbal-
ance. There are two methods of solving the imbalance: (1) oversampling and (2) undersam-
pling. In this study, the number of cases of respiratory failure was limited and oversampling
rather than undersampling tends to be better for improving performance [18]. Therefore,
we performed oversampling. We applied SMOTE, borderline-SMOTE, and ADADYN to
solve the data imbalance [19].

2.6.1. Synthetic Minority Oversampling Technique (SMOTE)

The SMOTE algorithm was proposed by Chawla et al. [20]. The SMOTE algorithm has
three steps as follows: (1) apply the KNN algorithm in the minority class after randomized
minority data selection [20]; (2) choose randomized minority data in the nearest data [20];
and (3) locate generated data between one-step and two-step data. Figure 5 shows the
processing of the SMOTE algorithm.
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2.6.2. Borderline-SMOTE

The borderline-SMOTE algorithm is based on the original SMOTE [21]. Notably, mi-
nority data may be far from the minority data-majority data boundary [21]. The borderline-
SMOTE is applied at the boundary between minority data and majority data. After the
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KNN algorithm is applied to the minority data, the borderline-SMOTE algorithm considers
data comprising more than half of the data to be borderline. The borderline-SMOTE applies
the SMOTE algorithm to minority data at the borderline. Figure 6 shows data processing
by the borderline-SMOTE, which generates minority data at the borderline and achieves
classifier efficiency [19,21].
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2.6.3. Adaptive Synthetic (ADASYN)

The ADASYN algorithm applies the KNN algorithm to minority data to generate
minority data if there is a huge amount of majority data [19]. The ADASYN algorithm
consists of four steps as follows [19]: (1) KNN algorithm calculates the ratio of minority
data to majority data for each minority datum [19]; (2) the sum of the ratios of majority data
is divided by each ratio of majority data [19]; (3) it is calculated to repeat through Equation
(2) [19]; and (4) generate minority data as much as a repeat on each minority dataset [19].
Figure 7 shows data processing by the ADASYN algorithm.

repeat = second step result × (number of majority − number of minority) (2)
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3. Methods
3.1. Shallow Learning

A time-series dataset has three dimensions: number of datasets, amount of time,
and number of features, e.g., (11,148, 3, 17). However, the machine learning algorithms
provided by scikit-learn [15] use only two dimensions. We used both time-series and non-
time-series features. The time-series features were the maximum systolic blood pressure
(SBP) in 1 h, maximum heart rate (HR) in 1 h, maximum body temperature (BT) in 1 h,
white blood cell (WBC), platelet (PLT), albumin, total CO2, cysteine-rich protein 1 (CRP1),
pH, pO2, O2 saturation, and lactate. The non-time-series features were pesticide category,
pesticide dose, sex, age, and Glasgow Coma Scale (GCS). We expressed the dataset structure
as the number of datasets and number of features, e.g., (11,148, 41).

3.1.1. Logistic Regression (LR)

LR classification is based on the sigmoid function. LR calculates the weight and bias in
the training dataset [22]. In this study, LR was used to calculate z with 41 features through
Equation (3) [22].

Z =
41

∑
i=1

wiai + b (3)

LR was used to calculate the sigmoid function with z through Equation (4) [22].

F(z) =
1

1 + e−z (4)

LR classification was performed by f(z) through Equation (5) [22]. If f(z) is greater
than 0.5, it is classified as respiratory failure; otherwise, it indicates non-respiratory failure.
We utilized the LR algorithm provided by scikit-learn [15].

predict =
{

0 if f(z) ≤ 0.5
1 if f(z) > 0.5

(5)

3.1.2. Decision Tree (DT)

DT utilizes a binary tree structure, which can classify highly related features of res-
piratory failure [3]. DT calculates impurity and branches until the leaf node impurity
is 0. There are two methods of calculating impurity: (1) the Gini coefficient and (2) the
entropy coefficient. In this study, we calculated impurity using the Gini coefficient through
Equation (6) [15].

Gini =
n

∑
i=1

(Ri(1 −
m

∑
k=1

Pk
2)) (6)

The n variable represents the number of nodes and the m variable represents the
number of outcomes. In this study, m is 2. The Ri variable represents the sample ratio of
each branch. The Pk variable represents the class ratio. DT utilizes pruning to solve overfit.
Figure 8 shows the DT algorithms. The 1 h prefix indicates the medical record after 1 h of
measurement. The 2 h prefix indicates the medical record after 2 h of measurement. The
3 h prefix indicates the medical record after 3 h of measurement. We used the DT model
provided by scikit-learn [15].

3.1.3. Random Forest (RF)

RF is an ensemble model that uses many DTs and bootstrap aggregation [23]. Figure 9
shows the processing of RF. After each DT in the RF predicts respiratory failure, the RF
classifier votes on the prediction. In this study, we used a max depth hyperparameter of
6 and a n_estimators hyperparameter of 100 in the RandomForestClassifier provided by
scikit-learn [15].
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random forest classifier is based on decision tree outcomes. Random Forest performs bootstrap aggregation
on many decision trees and uses voting to determine the prediction results of many decision trees.

3.1.4. Support Vector Machine (SVM)

SVM is a support vector base classifier and not a decision boundary [24]. There
is a problem with overfitting when other labels are near to the decision boundary. A
support vector is a calculated boundary that minimizes classification error. Figure 10 shows
classification based on the support vector of SVM.
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3.1.5. Adaptive Boost (AB)

AB has two leaf nodes named as stump [25]. AB reduces the error by providing the
next estimator with the weight of the incorrectly predicted respiratory dataset through the
stump [25]. Figure 11 shows the AB weight calculation process.
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3.1.6. Gradient Boost (GB)

The GB calculates the residual error for solving an incorrect prediction result by
subtracting the measured value from the prediction value. GB calculates the residual error
based on the tree using actual respiratory failure and prediction results.

3.2. Deep Learning Algorithms

We organize datasets in three dimensions because RNN-based models support time-
series data. We utilize TensorFlow to perform deep learning [26].

3.2.1. Multi-Layer Perceptron (MLP)

The perceptron calculates the weight of many features such as EMRs, for prediction.
However, single perceptrons suffer with non-linear datasets. In order to solve the nonlinear
problem, the perceptron organizes multiple layers, which is referred to as MLP. The MLP
does not support three dimensions, so we organize datasets in two dimensions. We
implement MLP utilizing dense layers provided by TensorFlow [26]. Figure 12 shows the
structure of MLP.

3.2.2. Recurrent Neural Network (RNN)

Without considering the order of the time series, machine learning recognizes the fea-
tures of time-series as other features [27]. An RNN model has been proposed for considering
the order of the time series. The vanilla RNN model calculates the current weights using
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the weights from the previous EMRs and the current EMRs. We implement RNN utilizing
a simple RNN layer provided by TensorFlow. Figure 13 shows the structure of RNN.
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3.2.3. Long Short-Term Memory (LSTM)

The vanilla RNN has the problem of considering only previous and current EMRs [28].
LSTM organizes forget gate, input gate, and output gate to solve short-term dependent
problems [28]. The input gate calculates reminder information for long-term memory using
the weight of previous short-term memory and current EMRs. The forget gate calculates
the removal information for long-term memory using the weight of previous short-term
memory and current EMRs. The long-term memory updates using the results of the forget
gate and input gate. The output gate calculates weight using previous short-term memory
and current EMRs and current long-term memory. We utilize the LSTM layer provided by
TensorFlow. Figure 14 shows the structure of LSTM.
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3.2.4. Gated Recurrent Unit (GRU)

To solve long-term dependency in vanilla RNN, the GRU organizes update gates and
reset gates [29]. The weight for the prediction of acute respiratory failure is calculated
through previous memory and current EMRs. The update gates determine whether to
use the previous memory or the current weight. The reset gates calculate the removal
information for memory. We utilize the GRU layer provided by TensorFlow. Figure 15
shows the structure of GRU.

Mathematics 2022, 10, x FOR PEER REVIEW 14 of 24 
 

 

3.2.4. Gated Recurrent Unit (GRU) 

To solve long-term dependency in vanilla RNN, the GRU organizes update gates and 

reset gates [29]. The weight for the prediction of acute respiratory failure is calculated 

through previous memory and current EMRs. The update gates determine whether to use 

the previous memory or the current weight. The reset gates calculate the removal infor-

mation for memory. We utilize the GRU layer provided by TensorFlow. Figure 15 shows 

the structure of GRU. 

 

Figure 15. Structure of the GRU model in this paper. The number of units in the GRU layer is 128. 

3.3. Stratified-k-Fold 

Cross-validation involves the splitting of the training dataset into a training fold and 

a test fold [30]. The training fold is used for learning in the training step [30]. The test fold 

is used for validation after the machine learning training step [30]. This technique can be 

used to solve overfitting [31]. The stratified k-fold is a cross-validation method that sepa-

rates the data into k-training folds and test folds based on the class ratio (Figure 16). 

 

Figure 16. Stratified k-fold processing (in this case, k is 4). 

Figure 15. Structure of the GRU model in this paper. The number of units in the GRU layer is 128.



Mathematics 2022, 10, 4633 14 of 24

3.3. Stratified-k-Fold

Cross-validation involves the splitting of the training dataset into a training fold and
a test fold [30]. The training fold is used for learning in the training step [30]. The test
fold is used for validation after the machine learning training step [30]. This technique
can be used to solve overfitting [31]. The stratified k-fold is a cross-validation method that
separates the data into k-training folds and test folds based on the class ratio (Figure 16).
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4. Results
4.1. Evaluation Methods

In machine learning, binary classification is mainly evaluated by a confusion matrix.
Table 5 shows the confusion matrix. In this study, the patient dataset was imbalanced.
Therefore, the PPV and sensitivity are more important than accuracy. The PPV indicates
the rate of actual respiratory failure patients among patients with predicted respiratory
failure, which can be calculated through Equation (7).

PPV =
TP

TP + FP
(7)

Table 5. Confusion matrix.

Actual

Respiratory failure Non-respiratory failure

Precision
Respiratory failure True positive (TP) False positive (FP)

Non-respiratory failure False negative (FN) True negative (TN)

The sensitivity indicates the rate of patients with predicted respiratory failure among
actual patients with respiratory failure, which can be calculated through Equation (8).

Sensitivity =
TP

TP + FN
(8)

The F1 score considers both the PPV and sensitivity, which can be calculated through
Equation (9).

F1 score = 2 × PPV × Sensitivity
PPV + Sensitivity

(9)

4.2. Characteristics of Study

We used 17 features to predict respiratory failure. Table 6 shows the mean and
standard deviation of each feature in this study. We excluded the “pesticide category”
from the features because there were several pesticide categories. We construct time series
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characteristics comprising 3 h measurements. To avoid overfitting, we oversampled the
training dataset.

Table 6. The characteristics of our dataset.

Training Data (n = 8068) Test Data (n = 3458)

Pesticide dose 171.87 ± 138.07 177.18 ± 144.12
Sex, male 4994, 61.90% 2210, 63.91%

Age 61.07 ± 16.37 61.40 ± 16.48
GCS 13.90 ± 2.10 13.85 ± 2.19

1h_SBP_max 124.00 ± 18.03 123.89 ± 18.16
1h_HR_max 76.40 ± 14.37 76.30 ± 14.36
1h_BT_max 36.55 ± 0.36 36.55 ± 0.36

1h_WBC 7.53 ± 3.17 7.54 ± 3.15
1h_PLT 144.52 ± 64.19 142.90 ± 65.09

1h_albumin 3.59 ± 0.48 3.57 ± 0.49
1h_total_CO2 24.14 ± 3.15 24.23 ± 3.15

1h_C-reactive_protein_1 26.97 ± 50.49 28.73 ± 51.61
1h_pH 7.43 ± 0.06 7.43 ± 0.06
1h_pO2 93.29 ± 26.62 93.02 ± 24.74

1h_O2_saturation 96.02 ± 3.67 96.03 ± 3.62
1h_lactate 2.43 ± 2.02 2.48 ± 2.12

2h_SBP_max 123.92 ± 17.90 123.93 ± 18.32
2h_HR_max 76.40 ± 14.38 76.38 ± 14.43
2h_BT_max 36.55 ± 0.35 36.56 ± 0.37

2h_WBC 7.53 ± 3.17 7.54 ± 3.15
2h_PLT 144.12 ± 63.80 142.47 ± 64.86

2h_albumin 3.58 ± 0.48 3.57 ± 0.49
2h_total_CO2 24.14 ± 3.15 24.23 ± 3.15

2h_C-reactive_protein_1 26.98 ± 50.49 28.74 ±51.61
2h_pH 7.43 ± 0.06 7.43 ± 0.07
2h_pO2 93.41 ± 26.20 92.98 ± 24.72

2h_O2_saturation 95.99 ± 3.79 96.00 ± 3.72
2h_lactate 2.44 ± 2.03 2.48 ± 2.13

3h_SBP_max 123.84 ± 18.01 123.79 ± 17.99
3h_HR_max 76.48 ± 14.52 76.34 ± 14.36
3h_BT_max 36.56 ± 0.35 36.56 ± 0.36

3h_WBC 7.53 ± 3.17 7.53 ± 3.15
3h_PLT 143.94 ± 63.64 142.42 ± 64.84

3h_albumin 3.58 ± 0.48 3.57 ± 0.49
3h_total_CO2 24.14 ± 3.16 24.24 ± 3.15

3h_C-reactive_protein_1 26.99 ± 50.48 28.74 ± 51.61
3h_pH 7.43 ± 0.07 7.43 ± 0.07
3h_pO2 93.44 ± 25.88 92.98 ± 24.74

3h_O2_saturation 95.99 ± 3.81 95.97 ± 3.88
3h_lactate 2.44 ± 2.04 2.49 ± 2.15

GCS: Glasgow Coma Scale; SBP: systolic blood pressure; HR: heart rate; BT: body temperature; WBC: white blood
cell; PLT: platelet.

4.3. Evaluation of Imputation

We compared the performances of KNN and missForest after interpolating with RDI.
We separate our dataset into train and test datasets. In the case of RF and GB, we train
algorithms using stratified k-folds by train folds after separating train datasets into train
folds and holdout folds. We train MLP algorithms using train folds and early stop using
validation folds after separating train datasets into train, validation, and holdout folds. In
addition, we compare the performance of the imputer via each algorithm using holdout
folds. The results of KNN and missForest imputation using validation datasets based on
RF, GB, and MLP are shown in Table 7.
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Table 7. Performance comparison of KNN and missForest based on RF, GB, and MLP.

Imputation Algorithm PPV Sensitivity F1 Score AUC

KNN imputer

RF 98.92% 96.34% 0.9761 0.9812

GB 97.80% 93.19% 0.9544 0.9651

MLP 96.81% 95.29% 0.9604 0.9751

MissForest imputer

RF 98.92% 96.34% 0.9761 0.9812

GB 97.74% 90.58% 0.9402 0.9520

MLP 96.17% 92.15% 0.9412 0.9592
PPV: positive predictive value; RF: random forest; GB: gradient boosting; MLP: multi-layer perceptron.

In this paper, we confirm KNN imputer outperforms the MissForest imputer. We
perform the KNN imputer after interpolating through RDI.

4.4. Evaluation of Hyperparameter Tuning

To improve the performance of each algorithm, we perform hyperparameter turning.
We separate our dataset into train and test datasets. In the case of RF and GB, we train
algorithms using stratified k-folds by train folds after separating train datasets into train
folds and holdout folds. We train MLP algorithms using train folds and early stop using
validation folds after separating train datasets into train, validation, and holdout folds.
In addition, we compare the performance of hyperparameter tuning via each algorithm
using holdout folds. On DT and RF, we tune the hyperparameter for the information gain
method and max depth. We use SVM to turn hyperparameters for the penalty of square
l2 and kernels with radial basis functions (RBF), linear, and polynomial. On AB, we tune
the hyperparameters for the number of estimators and learning rate. On GB, we tune
hyperparameters for the number of estimators and max depth. On MLP, RNN, LSTM, and
GRU, we tune hyperparameters for the unit size and dropout rate. The performance results
of each algorithm according to their hyperparameters are shown in Table 8.

Table 8. Performance comparison of hyperparameter turning.

Algorithm Hyperparameter PPV Sensitivity F1 Score AUC

DT
Function of

computational
complexity

Gini

Max depth

8 95.76% 82.72% 0.8876 0.9120

9 96.49% 86.39% 0.9116 0.9306

10 98.17% 84.29% 0.9070 0.9208

Entropy

8 97.27% 93.19% 0.9519 0.9648

9 98.35% 93.72% 0.9598 0.9679

10 98.31% 91.62% 0.9485 0.9574

RF
Function of

computational
complexity

Gini

Max depth

8 98.66% 76.96% 0.8647 0.8844

9 98.76% 83.25% 0.9034 0.9158

10 98.74% 82.20% 0.8971 0.9105

Entropy

8 98.86% 91.10% 0.9482 0.9550

9 98.92% 96.34% 0.9761 0.9812

10 98.91% 95.29% 0.9707 0.9760
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Table 8. Cont.

Algorithm Hyperparameter PPV Sensitivity F1 Score AUC

SVM
Regularization

parameter

5.5

kernel

RBF 99.32% 76.96% 0.8673 0.8846

Linear 77.36% 42.92% 0.5522 0.7093

Poly 97.43% 79.58% 0.8761 0.8970

6.0

RBF 99.33% 77.49% 0.8706 0.8872

Linear 76.58% 44.50% 0.5629 0.7167

Poly 96.84% 80.10% 0.8768 0.8994

6.5

RBF 99.34% 79.06% 0.8805 0.8950

Linear 75.68% 43.98% 0.5563 0.7138

Poly 86.84% 80.10% 0.8768 0.8994

AB Number of
estimators

140

Learning rate

0.5 94.08% 74.87% 0.8338 0.8723

1.0 95.43% 87.43% 0.9126 0.9354

2.0 6.91% 84.82% 0.1277 0.4344

150

0.5 94.34% 78.53% 0.8571 0.8907

1.0 96.07% 89.53% 0.9268 0.9461

2.0 6.91% 84.82% 0.1277 0.4344

160

0.5 94.97% 79.06% 0.8629 0.8935

1.0 94.97% 89.01% 0.9189 0.9430

2.0 6.91% 84.82% 0.1277 0.4344

GB Number of
estimators

110

Max depth

3 95.73% 82.99% 0.8845 0.9094

4 97.77% 91.62% 0.9459 0.9572

5 97.80% 93.19% 0.9544 0.9651

120

3 96.45% 85.34% 0.9056 0.9254

4 97.80% 93.19% 0.9544 0.9651

5 97.80% 93.19% 0.9544 0.9651

130

3 96.45% 85.34% 0.9056 0.9254

4 97.78% 92.15% 0.9488 0.9598

5 96.55% 87.96% 0.9205 0.9384

MLP Unit size

64

Dropout rate

20% 97.13% 88.48% 0.9260 0.9413

30% 96.63% 90.05% 0.9322 0.9489

40% 95.71% 81.68% 0.8814 0.9068

128

20% 97.71% 89.53% 0.9344 0.9467

30% 98.24% 87.43% 0.9252 0.9365

40% 94.97% 79.06% 0.8629 0.8935

256

20% 96.81% 95.29% 0.9604 0.9751

30% 97.80% 93.19% 0.9544 0.9651

40% 92.73% 80.10% 0.8596 0.8798



Mathematics 2022, 10, 4633 18 of 24

Table 8. Cont.

Algorithm Hyperparameter PPV Sensitivity F1 Score AUC

RNN Unit size

64

Dropout rate

20% 76.28 62.30% 0.6859 0.8032

30% 86.26% 82.20% 0.8418 0.9054

40% 71.34% 66.49% 0.6883 0.8210

128

20% 98.32% 92.15% 0.9514 0.9601

30% 97.85% 95.29% 0.9655 0.9755

40% 78.08% 59.69% 0.6766 0.7913

256

20% 96.65% 90.58% 0.9351 0.9515

30% 64.88% 69.63% 0.6717 0.8320

40% 98.22% 86.91% 0.9222 0.9339

LSTM Unit size

64

Dropout rate

20% 95.72% 93.72$ 0.9471 0.9668

30% 98.29% 90.05% 0.9399 0.9496

40% 72.15% 59.69% 0.6533 0.7886

128

20% 96.15% 91.62% 0.9383 0.9565

30% 98.29% 90.05% 0.9399 0.9459

40% 98.88% 92.67% 0.9568 0.9629

256

20% 98.87% 91.62% 0.9511 0.9577

30% 97.77% 91.62% 0.9459 0.9572

40% 98.86% 91.10% 0.9482 0.9550

GRU Unit size

64

Dropout rate

20% 97.75% 91.10% 0.9431 0.9546

30% 98.82% 87.43% 0.9278 0.9367

40% 98.32% 92.15% 0.9514 0.9601

128

20% 98.88% 92.15% 0.9539 0.9603

30% 97.16% 89.53% 0.9319 0.9465

40% 97.30% 94.24% 0.9574 0.9701

256

20% 97.78% 92.15% 0.9488 0.9598

30% 98.31% 91.10% 0.9457 0.9548

40% 98.34% 93.19% 0.9570 0.9653

PPV: positive predictive value; DT: decision tree; RF: random forest; SVM: support vector machine; RBF: radial
basis function; poly: polynomial; AB: adaptive boost; GB: gradient boost; MLP: multi-layer perceptron; RNN:
recurrent neural network; LSTM: long short-term memory; GRU: gated recurrent unit.

DT had the highest F1 score when the information gain method and max depth were
set to entropy and 9, respectively. RF had the highest F1 score when the information gain
method and max depth were set to entropy and 9, respectively. SVM had the highest F1
score when the penalty of square l2 and kernel was set to 6.5 and radial basis function,
respectively. AB had the highest F1 score when the number of estimators and learning
rate were set to 150 and 1.0, respectively. GB had the highest F1 score when the number of
estimators and max depth was set to 120 and 4, respectively. MLP had the highest F1 score
when the unit size and dropout rate were set to 256 and 20%, respectively. RNN had the
highest F1 score when the unit size and dropout rate were set to 128 and 30%, respectively.
LSTM had the highest F1 score when the unit size and dropout rate were set to 128 and
40%, respectively. GRU had the highest F1 score when the unit size and dropout rate were
set to 128 and 40%, respectively.
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4.5. Evaluation of Oversampling Algorithms

We separate our dataset into train and test datasets. In the case of shallow machine
learning, we train algorithms using stratified k-folds by train folds after separating train
datasets into train folds and holdout folds. We train deep learning using train folds and
early stop using validation folds after separating train datasets into train, validation, and
holdout folds. In addition, we compare the performance of each oversampling via each
algorithm using holdout folds. Table 9 shows the performance of each machine learning
algorithm and oversampling algorithm. Table 9 showed the best performance at GRU
with ADASYN.

Table 9. Prediction performance. GRU with ADASYN demonstrated the highest performance.

Machine Learning
Algorithm Oversampling PPV Sensitivity F1 Score AUC

LR

SMOTE 42.42% 86.39% 0.5690 0.8817

Borderline
SMOTE 43.24% 85.34% 0.5739 0.8787

ADASYN 44.24% 86.39% 0.5851 0.8853

DT

SMOTE 86.27% 92.15% 0.8911 0.9545

Borderline
SMOTE 92.22% 93.19% 0.9271 0.9626

ADASYN 86.12% 94.24% 0.9000 0.9647

RF

SMOTE 96.43% 98.95% 0.9767 0.9932

Borderline
SMOTE 95.43% 98.43% 0.9691 0.9901

ADASYN 96.43% 98.90% 0.9765 0.9929

SVM

SMOTE 91.09% 96.34% 0.9364 0.9776

Borderline
SMOTE 90.53% 90.05% 0.9029 0.9462

ADASYN 90.40% 93.72% 0.9203 0.9643

AB

SMOTE 83.11% 95.29% 0.8878 0.9681

Borderline
SMOTE 85.57% 90.05% 0.8776 0.9438

ADASYN 83.49% 92.67% 0.8784 0.9555

GB

SMOTE 95.96% 99.48% 0.9769 0.9956

Borderline
SMOTE 95.90% 97.91% 0.9689 0.9877

ADASYN 98.45% 99.48% 0.9896 0.9967

MLP

SMOTE 98.94% 97.91% 0.9842 0.9891

Borderline
SMOTE 96.84% 96.34% 0.9659 0.9803

ADASYN 98.38% 95.29% 0.9681 0.9758

RNN

SMOTE 97.33% 95.29% 0.9630 0.9753

Borderline
SMOTE 98.35% 93.72% 0.9598 0.9679

ADASYN 96.35% 96.86% 0.9661 0.9827
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Table 9. Cont.

Machine Learning
Algorithm Oversampling PPV Sensitivity F1 Score AUC

LSTM

SMOTE 97.85% 95.29% 0.9655 0.9755

Borderline
SMOTE 98.38% 95.29% 0.9681 0.9758

ADASYN 98.93% 96.86% 0.9788 0.9838

GRU

SMOTE 98.3–8% 95.29% 0.9681 0.9758

Borderline
SMOTE 98.38% 95.29% 0.9681 0.9758

ADASYN 98.42% 97.91% 0.9816 0.9889
PPV: positive predictive value; LR: logistic regression; DT: decision tree; RF: random forest; SVM: support vector
machine; AB: adaptive boost; GB: gradient boost; MLP: multi-layer perceptron; RNN: recurrent neural network;
LSTM: long short-term memory; GRU: gated recurrent unit.

4.6. Evaluation of Machine Learning Algorithms

We separate our dataset into train and test datasets. In the case of shallow machine
learning, we train algorithms using stratified k-folds by train folds. We train deep learning
using train folds and early stop using validation folds after separating train datasets into
train and validation folds. In addition, we compare the performance of each algorithm
using test datasets. Table 10 shows the highest performance achieved for each machine
learning algorithm. In the case of PPV, GRU shows the highest performance. In the case of
sensitivity, GB shows the highest performance. In the case of the F1 score, LSTM shows the
highest performance.

Table 10. Highest prediction performance of each machine learning algorithm.

Machine Learning Algorithms Oversampling PPV Sensitivity F1 Score AUC

LR ADSYN 44.47% 83.88% 0.5812 0.8745
DT Borderline SMOTE 92.11% 94.14% 0.9312 0.9672
RF SMOTE 96.09% 98.90% 0.9747 0.9928

SVM SMOTE 89.49% 96.70% 0.9296 0.9786
AB SMOTE 86.33% 94.87% 0.9040 0.9679
GB ADASYN 96.10% 99.27% 0.9766 0.9946

MLP SMOTE 97.48% 99.27% 0.9837 0.9952
RNN ADASYN 95.67% 97.07% 0.9636 0.9835
LSTM ADASYN 98.18% 98.90% 0.9854 0.9937
GRU ADASYN 98.53% 98.17% 0.9835 0.9902

PPV: positive predictive value; LR: logistic regression; DT: decision tree; RF: random forest; SVM: support vector
machine; AB: adaptive boost; GB: gradient boost; MLP: multi-layer perceptron; RNN: recurrent neural network;
LSTM: long short-term memory; GRU: gated recurrent unit.

4.7. Comparison of the Importance of Disease Prediction

We guess that the most important techniques in a machine learning algorithm are
imputation, oversampling, and feature selection, in that order. We evaluate the performance
of an RDI-based imputer and a mean-based imputer. In the RDI-based imputer, the PPV and
sensitivity improved by more than 20% and 10%, respectively. The datasets in the medical
field are unbalanced. In the case of diseases such as respiratory failure, they are classified
according to their occurrence. The overfitting problem of prediction occurs when machine
learning comprised a majority of the data in datasets. Oversampling or undersampling
must be performed to solve imbalanced datasets. Table 11 shows the performance results of
replacing missing values with the mean or not performing oversampling. In the case of not
performing oversampling, the sensitivity is lower than if oversampling had been performed.
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Table 11. Performance result of each scenario.

Scenario Algorithm PPV Sensitivity F1 Score AUC

Reference

LR 44.47% 83.88% 0.5812 0.8745

DT 92.11% 94.14% 0.9312 0.9672

RF 96.09% 98.90% 0.9747 0.9928

SVM 89.49% 96.70% 0.9296 0.9786

AB 86.33% 94.87% 0.9040 0.9679

GB 96.10% 99.27% 0.9766 0.9946

MLP 97.48% 99.27% 0.9837 0.9952

RNN 95.67% 97.07% 0.9636 0.9835

LSTM 98.18% 98.90% 0.9854 0.9937

GRU 98.53% 98.17% 0.9835 0.9902

Replace missing
values via average

LR 22.26% 70.70% 0.3386 0.7477

DT 63.06% 83.15% 0.7172 0.8949

RF 53.24% 87.18% 0.6611 0.9031

SVM 41.05% 83.15% 0.5496 0.8646

AB 58.21% 73.99% 0.6516 0.8472

GB 75.40% 86.45% 0.8055 0.9201

MLP 65.49% 81.32% 0.7255 0.8882

RNN 62.10% 78.02% 0.6916 0.8697

LSTM 41.63% 80.22% 0.5482 0.8529

GRU 65.73% 85.71% 0.7440 0.9094

Does not perform
oversampling

LR 81.46% 45.05% 0.5802 0.7209

DT 98.05% 92.31% 0.9509 0.9608

RF 98.85% 94.14% 0.9644 0.9702

SVM 99.06% 77.29% 0.8683 0.8861

AB 94.80% 86.81% 0.9063 0.9320

GB 98.38% 89.01% 0.9346 0.9444

MLP 95.67% 80.95% 0.8770 0.9032

RNN 90.87% 83.88% 0.8724 0.9158

LSTM 77.73% 62.64% 0.6937 0.8055

GRU 91.09% 86.08% 0.8851 0.9268
PPV: positive predictive value; LR: logistic regression; DT: decision tree; RF: random forest; SVM: support vector
machine; AB: adaptive boost; GB: gradient boost; MLP: multi-layer perceptron; RNN: recurrent neural network;
LSTM: long short-term memory; GRU: gated recurrent unit.

Table 4 shows the variance in performance according to the features. We consider
the features with the highest performance in Table 4. In the case of machine learning
algorithms, the performance depends on the dataset. The sensitivity of machine learning
algorithms in Table 10 is more than 80%. However, the PPV of logistic regression is less
than 50%. The deep learning models such as RNN, LSTM, and GRU all performed at
comparable levels.

5. Discussion

We proposed the prediction model for acute respiratory failure, an important prognos-
tic factor in acute pesticide poisoning patients. The effects of respiratory failure include
loss of consciousness, arrhythmias, and death. Table 12 shows the performance of each
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algorithm for the prediction of respiratory failure. In recent years, respiratory failure pre-
diction models have been developed to predict respiratory failure in COVID-19 patients
based on deep learning with semi-supervised learning [4], respiratory failure based on
XGBoost using clinical data [5], respiratory failure in COVID-19 patients based on LR [6],
respiratory failure in ICU patients based on LightGBM [7], respiratory failure in patients
with pesticide poisoning due to intentional pesticide ingestion based on LR [9], cardiac
arrest and respiratory failure in ICU patients based on LSTM [10], and respiratory failure
in ICU patients based on gradient boosting [8]. In the case of prediction based on semi-
supervised learning [4], the PPV was 0.033 and the sensitivity was 0.78. In the case of
prediction based on XGBoost using clinical data [5], the sensitivity was 0.71. In the case
of prediction of respiratory failure with COVID-19 based on LR [6], the PPV was 0.74 and
the sensitivity was 0.72. In the case of prediction based on LightGBM [7], the PPV was
0.42 and the sensitivity was 0.80. In the case of prediction of respiratory failure in patients
with pesticide poisoning based on LR [9], the PPV was 0.833 and the sensitivity was 0.606.
In the case of prediction based on LSTM [10], the PPV was 0.226 and the sensitivity was
0.881. However, these respiratory failure prediction algorithms are characterized by a large
measurement interval, low performance, or large number of features [4–10]. Our proposed
algorithm demonstrated improved respiratory failure prediction within 24 h with higher
PPV and sensitivity compared with those of other models.

Table 12. Comparison of the performance between the proposed algorithm and algorithms in
other studies.

Algorithms Features Patient Data Range Sensitivity PPV AUC

[4] Semi-supervised learning 25 32 h 0.78 0.023 0.78

[5] XGBoost 24 - 0.71 - -

[6] LR 26 - 0.72 0.74 0.89

[7] LightGBM 25 - 0.80 - 0.746

[8] GradientBoosting 106 6 h 0.534 0.643 0.769

[9] LR 7 - 0.606 0.833 0.912

[10] LSTM 8 2 h 0.881 0.226 0.886

Our algorithm LSTM 17 3 h 0.9817 0.9890 0.9937

PPV: positive predictive value; LR: logistic regression; LSTM: long short-term memory; RF: random forest.

Our proposed algorithm demonstrated improved respiratory failure prediction within
24 h with higher PPV and sensitivity compared with those of other models. We guess
that the pesticide category, white blood cell (WBC), pH, heart rate (HR), and C-reactive
protein 1 are important predictors of respiratory failure in acute pesticide poisoning. The
performance results of important features based on RF and GB confirmed that the highest-
scoring features are the above features. These are the limitations of this paper: First, we
conducted a single cohort at the Soonchunhyang University Cheonan Hospital. Second,
we proceeded with retrospective research. We have not yet confirmed the validity from
an external source. Third, our algorithm required three-hour EMRs. Our algorithm is
not applicable to high-risk patients hospitalized for less than three hours. Fourth, our
algorithm is difficult to use in hospitals. Our algorithm predicts whether respiratory failure
has happened within 24 h. It does not estimate the time or risk score that a patient should
experience respiratory failure. Follow-up research is required to decrease the prediction
range for respiratory failure or score the patient’s risk or provide information such as the
estimated time of respiratory failure.
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6. Conclusions

We predicted respiratory failure in patients with pesticide poisoning at Soonchun-
hyang University Cheonan Hospital. We analyzed the 3 h medical records of individuals
with pesticide poisoning to predict respiratory failure within 24 h. In consideration of
time-series properties, sliding windows, feature selection, and oversampling were used
to replace missing values. Enhanced performance was achieved with the use of LSTM.
Moreover, our machine learning technique algorithm could improve the prognosis of pa-
tients with pesticide poisoning. In addition, we will enhance the algorithm for predicting
respiratory failure within 24 h such that it can predict respiratory failure within 4 or 8 h.
We plan to conduct studies to predict respiratory failure in patients admitted to the general
ward and ICU.
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