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Abstract: Reset control is a simple non-linear control technique that can help overcome the struc-
tural limitations of linear control. Fractional control uses the concept of fractional derivatives to
expand the range of possibilities when modeling a controller, making it more robust. Fractional
reset control merges the advantages of both areas and is the object of this paper. Fractional-order
versions of different reset controllers were implemented, namely a fractional Clegg integrator, a
fractional generalized first-order reset element, a fractional generalized second-order reset element,
and fractional “constant in gain lead in phase” controllers with first- and second-order reset elements.
These were computed directly from a numerical implementation of the Grünwald–Letnikov definition
of fractional derivatives, and their performances were analyzed.
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1. Introduction

Linear control techniques face several limitations, as documented in [1–5], such as
the trade-off between a short settling time, a low value of the overshoot or undershoot,
the waterbed effect, the Bode gain–phase relation, and the design inequality that bids the
achievable bandwidth of the system. Reset control is a non-linear technique that may help
overcome such restrictions. It consists of resetting the output of a controller to a fraction
of what it would normally be when a reset condition is triggered. Usually, this condition
is a zero value at the input of the controller. Reset control was introduced in [6] and has
expanded to several forms, such as in [7–9]. It allows for achieving improved phase margins
while maintaining the gain behavior of its corresponding linear counterpart.

Fractional calculus introduces the concept of fractional-order derivatives and integrals.
These can be used in the differential equations that synthesize controllers, opening up a way
for the area of fractional control, extensively addressed in [10]. This fractional approach
implies a continuous dimension of controller orders to be explored, allowing for a much
wider pool of possibilities when modeling a controller’s behavior. The added robustness of
these controllers is documented in [10].

These two fields intersected in fractional reset control to merge the advantages of both
in [11–16]. The main goal of this work is to further explore the possibilities unlocked when
fractional control and reset control are combined.

The novelty of this paper is the implementation of fractional reset directly from defi-
nitions, without resorting to an integer order approximation, such as the popular CRONE
approximation (introduced in [17]). In this way, it is possible to generalize reset controllers,
such as the Clegg integrator (introduced in [6]), the general first-order reset element (intro-
duced in [7]), the general second-order reset element (introduced in [9]), and the constant-gain
linear phase for the previous two controllers (also introduced in [9]).

The paper is organized as follows. Section 2 addresses the concepts at the root of this
work and presents an overall perspective of what was already accomplished within this
particular field of study. Section 3 details the development of the synthesized fractional

Mathematics 2022, 10, 4630. https://doi.org/10.3390/math10244630 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math10244630
https://doi.org/10.3390/math10244630
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0001-9388-4308
https://doi.org/10.3390/math10244630
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10244630?type=check_update&version=1


Mathematics 2022, 10, 4630 2 of 18

reset controllers and presents an application example in the simulation. Finally, Section 4
summarizes the most important conclusions to be taken from this work, states its main
achievements, and points to what could be an interesting way forward.

2. Background
2.1. Fractional Calculus

Fractional calculus refers to the area of mathematics that extends the concept of dα f (t)
dt

from α = n ∈ N to α ∈ R or α ∈ C.
Functional D, which comprises both derivatives (for orders n > 0) and integrals (for

orders n < 0) is introduced as

cDn
t f (t) =


dn f (t)

dtn , if n ∈ N
f (t), if n = 0∫ t

c cDn+1
t f (t)dt, if n ∈ Z−

. (1)

Functional D can be generalized to R in more than one way, but here, only the
Grünwald–Letnikov definition of fractional derivatives will be employed:

cDα
t f (t) = lim

h→0+

∑
b t−c

h c
k=0 (−1)n(α

k) f (t− kh)
hα

. (2)

In this definition, α ∈ R is the order of the fractional derivative, and combinations of a
taking b at a time (also known as a choosing b) are defined as

(
a
b

)
=


Γ(a+1)

Γ(b+1)Γ(a−b+1) , if a, b, a− b ∈ R \Z−
(−1)bΓ(b−a)
Γ(b+1)Γ(−a) , if a ∈ Z− ∧ b ∈ Z+

0

0, if
[
(b ∈ Z− ∨ b− a ∈ N)∧ a 6∈ Z−

]
∨ (a, b ∈ Z− ∧ |a| > |b|)

, (3)

resorting to the Gamma function Γ(x):

Γ(x) =
∫ +∞

0
e−yyx−1 dy. (4)

The reason why the Grünwald–Letnikov definition was chosen is that this definition
satisfies all desirable properties that can be reasonably asked for in a fractional derivative.
It reduces to (1) for integer orders, it is linear, and it generalizes the Leibniz rule and
the law of exponents [18]. The Grünwald–Letnikov definition is equivalent to another
definition, the Riemann–Liouville definition, for functions that are well-behaved enough,
but it is more convenient from the numerical point of view [19,20]. The ease with which it
can be implemented to find numerical values of fractional derivatives is used throughout
this paper. For more details about the convenience of the Grünwald–Letnikov definition,
see [21,22] and the references quoted above.

2.2. Reset Controllers

The reset control can be presented as an effective and simple solution among hybrid
control strategies to overcome the linear design limitations addressed in [1–5]. It is a
particular case of a more general type of system, called an impulsive system [23].

A reset controller is a regular controller that is equipped with a resetting mechanism
that resets one or more of the controller states to zero or to a fraction of its value when a
specified condition is met. The most common condition for the reset is the zero crossing
of the controller’s input. Reset is usually represented with an arrow crossing what is to
be reset.

The set of equations defining a general reset integrator is
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u̇(t) = e(t) if c(t) 6= 0
u(t+) = a(t) if c(t) = 0
u(0) = u0

, (5)

where u(t) is the output of the integration of the main input e(t) in flow mode (i.e., while
the reset condition is not met: c(t) 6= 0) and resets to the after-reset value a(t) in jump
mode (i.e., when the reset condition c(tk) = 0 is met, at the reset times t = tk, k = 1, 2, . . . )
with u(t+k ) = a(tk). The initial condition is u(0) = u0.

A state-space representation of a general reset controller with linear base dynamics
would be 

ẋ(t) = Ax(t) + Be(t) if e(t) 6= 0
x(t+) = Aρx(t) if e(t) = 0
u(t) = Cx(t) + De(t)
x(0) = x0

, (6)

with A, B, C, D being the state-space matrices of the base linear system, and Aρ being the
reset matrix.

The most widely studied and employed reset element in the literature, as well as
the simplest, is the Clegg integrator (CI), due to its advantages which are reducing the
overshoot and increasing the phase margin. The matrices for the state-space representation
of the CI are

A = 0, B = 1, C = 1, D = 0, Aρ = 0, (7)

and, thus, the model becomes {
u̇(t) = e(t) if e(t) 6= 0
u(t+) = 0 if e(t) = 0

. (8)

The first-order reset element (FORE) allows for filter frequency placements, something
that the CI does not; this was employed for narrowband compensation. FORE has one pole
being reset.

The matrices for the state-space representation of FORE are

A = −ωr, B = ωr, C = 1, D = 0, Aρ = 0, (9)

resulting in model {
u̇(t) = −ωru(t) + ωre(t) if e(t) 6= 0
u(t+) = 0 if e(t) = 0

, (10)

where ωr is the corner frequency.
FORE can be broadened into a generalized first-order element (GFORE), in which

reset is not necessarily zero; its matrix Aγ is given by γ, the reset parameter.
Reset was applied to second-order controllers, granting one additional degree of

freedom. The second-order reset element (SORE) resets its two poles.
Letting ωr be the corner frequency and βr the damping factor, SORE has the following

state-space matrices:

A =

[
0 1
−ω2

r −2βrωr

]
, B =

[
0

ω2
r

]
, C =

[
1 0

]
,

D =
[
0
]
, Aρ =

[
0
]
. (11)

Similar to what was seen for GFORE, SORE can be broadened into a generalized
second-order element (GSORE).
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Reset can also be employed to obtain phase lead with the “constant in gain lead in
phase” (CgLp) element. The structure of CgLp consists of a reset lag filter R (which can
be a GFORE or a GSORE) for broadband phase compensation in the necessary range of
frequencies, in series with a linear filter L of the same order. Corner frequencies ωr and wrη

have slight shifts due to the effects of reset, and these should be tuned to match each other
and obtain the most optimized frequency response.

Thus, for CgLp with GFORE, the filters are

R =
1

��
��*

γ
s

wrη
+ 1

L =
s

wr
+ 1

s
w f

+ 1
, (12)

while for CgLp with GSORE, the filters are

R =
1

���
���

��:
γ

( s
wrη

)2 + 2sβr
wrη

+ 1

L =
( s

wr
)2 + 2sβr

wr
+ 1

( s
w f

)2 + 2s
w f

+ 1
. (13)

This results in the following state-space realization for CgLp with GFORE are:

A =

[
−ωrη 0

ω f −ω f

]
, B =

[
ωrη

0

]
, C =

[
ω f
ωr

(
1− ω f

ωr

)]
,

D =
[
0
]
, Aρ =

[
γ 0
0 1

]
, (14)

and in the following state-space realization for CgLp with GSORE:

A =


0 1 0 0
−ω2

rη −2βrωrη 0 0
0 0 0 0
1 0 −ω2

f −2ω f

, B =


0

ω2
rη

0
0

,

C =

[
ω2

f

ω2
r

0
(

w2
f −

ω4
f

ω2
r

) (
2βrω2

f
ωr
−

2ω3
f

ω2
r

)]
, D =

[
0
]
, (15)

Aρ =

[
γI 0
0 I

]
.

3. Results

The Grünwald–Letnikov definition referred to in (2) was implemented in MATLAB
for a numerical vector computation. Since there is, for every machine, a limit on how large
k can be in (2), this implementation doubles the sampling time where each time the limit
value is reached [10].

Controllers CI, GFORE, GSORE, CgLp-GFORE, and CgLp-GSORE were also imple-
mented in MATLAB through the state-space realizations mentioned earlier, with reset being
triggered by zero-crossing of the input under a specified tolerance tol value and the state
derivatives being integrated for each step to obtain the value of every state for the following
time instant.

The responses of these controllers to input e(t) = sin(t) (including different values of
parameter γ, except for CI) can be seen in Figures 1–5.
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Figure 1. Response of the CI implementation to input e(t) = sin(t).

Figure 2. Response of the GFORE implementation to input e(t) = sin(t), with ωr = 1, and different
values of γ.

Figure 3. Response of the GSORE implementation to input e(t) = sin(t), with ωr = 1, β =
√

2
2 and

different values of γ.
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Figure 4. Response of the CgLp-GFORE implementation to input e(t) = sin(t), with ωr = 1,
ωη = 0.73, ω f = 3 and different values of γ.

Figure 5. Response of the CgLp-GSORE implementation to input e(t) = sin(t), with ωr = 1,

ωη = 0.95, ω f = 1.7, β =
√

2
2 and different values of γ.

Notice that, for CgLp-GFORE and CgLp-GSORE, lower values of γ may lead the
responses to have significantly higher overshoots, while the effect of γ is the opposite for
the other controllers.

3.1. Generalization to Fractional Orders

These controllers were generalized to fractional orders through the Grünwald–Letnikov
implementation of the fractional derivative. The numerical strategy employed was as follows:

• We calculated a fractional derivative with an order λ, such that the obtained quantity
became the integrable slope of the desired fractional derivative of order α (e.g., for a
fractional CI, λ = α + 1);

• We integrated the result at each time step (thus, for the fractional CI, the order became
λ + (−1) = α);

• At the reset instances, the integration result was multiplied by γ.

Both responses to a sinusoidal input (similar to those in Figures 1–5) and the describ-
ing function method were employed to analyze the frequency domain behavior of each
controller and assess if the desired behavior was attained.
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3.2. Fractional CI

The fractional implementation of CI includes the option of a partial reset; its transfer
function is

Gc =���
γ

sα. (16)

Responses to input e(t) = sin(t) for different values of parameters α and γ are given
in Figures 6 and 7. The corresponding describing functions can be seen in Figures 8 and 9
for different orders of parameters α and γ.

Figure 6. Response of the fractional Clegg integrator to input e(t) = sin(t), with γ = 0, and different
values of α.

Figure 7. Response of the fractional Clegg integrator to input e(t) = sin(t), with α = −0.75, and
different values of γ.
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Figure 8. Describing function for the fractional Clegg integrator (second implementation), with γ = 0
for several orders of α.

Figure 9. Describing function for the fractional Clegg integrator (second implementation), with
α = −0.75 for several orders of γ.

3.3. Fractional GFORE

The fractional generalization of GFORE, the generalized fractional-order reset element
(GFrORE), has the following transfer function:

Gc =
ωr

���
�: γ

sα + ωr

. (17)

The differential equation that relates the controller input e(t) to the controller output
u(t), without making the reset explicit, is, for this controller,

u(t) = e(t)− 1
ωr

Dαu(t), (18)

Dαu(t) = ωre(t)−ωru(t). (19)
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In order to obtain the integrable slope of u(t), the expression for the first-order deriva-
tive of u(t) is obtained:

DλDαu(t) = Dλ(ωre(t)−ωru(t)), (20)

λ + α = 1, (21)

D1u(t) = D1−α(ωre(t)−ωru(t)). (22)

This implementation allows employing the step-by-step integration already used in other
implementations. Responses to the input e(t) = sin(t) for different values of parameters α and
γ can be seen in Figures 10 and 11. The describing functions are given in Figures 12 and 13.

Figure 10. Response of the fractional GFORE to input e(t) = sin(t), with ωr = 1, γ = 0, and different
values of α.

Figure 11. Response of the fractional GFORE to input e(t) = sin(t), with ωr = 1, α = 0.75, and
different values of γ.
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Figure 12. Describing function for the fractional GFORE, with ωr = 1, and γ = 0 for several orders
of α.

Figure 13. Describing function for the fractional GFORE, with ωr = 1, and α = 0.75 for several orders
of γ.

3.4. Other Generalizations

For the fractional generalizations of GSORE, CgLp-GFORE, and CgLp-GSORE, the
same rationale was used.

The transfer functions of each are:

1. fractional GSORE

Gc =
ω2

r

���
���

���
�: γ

s2α + 2βrωrsα + ω2
r

, (23)

2. fractional CgLp-GFORE

Gc =
ω f ωrη

ωr

sα + ωr

���
���:

γ
(sα + ωrη)(sα + ω f )

, (24)
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3. fractional CgLp-GSORE

Gc =
ω2

f ω2
rη

ω2
r

s2α + 2βrωrs + ω2
r

(sα + ω f )2

���
���

���
��: γ

(s2α + 2βrωrηs + ω2
rη)

. (25)

The equations for the integrable slopes of the states for the fractional controllers are:

1. fractional GSORE

D1xr2(t) = D1−α(ω2
r e(t)−ω2

r xr1(t)− 2βrωrxr2(t)), (26)

D1xr1(t) = D1−α(xr2(t)), (27)

2. fractional CgLp-GFORE

D1xr1(t) = D1−α(−ωrη xr1(t) + ωrηe(t)), (28)

D1xr2(t) = D1−α(ω f xr1(t)−ω f xr2(t)), (29)

3. fractional CgLp-GSORE
D1xr1(t) = D1−αxr2(t), (30)

D1xr2(t) = D1−α(−ω2
rη xr1(t)− 2βrωrη xr2(t) + ω2

rηe(t)), (31)

D1xr3(t) = D1−αxr4(t), (32)

D1xr4(t) = D1−α(−ω2
f xr3(t)− 2ω f xr4(t) + xr1(t)). (33)

The following figures depict, for these controllers, the responses to input e(t) = sin(t)
and the describing functions, for different values of parameters α and γ:

1. fractional GSORE: Figures 14 and 15 (responses to a sinusoid), Figures 16 and 17
(describing functions);

2. fractional CgLp-GFORE: Figures 18 and 19 (responses to a sinusoid), Figures 20 and 21
(describing functions);

3. fractional CgLp-GSORE: Figures 22 and 23 (responses to a sinusoid), Figures 24 and 25
(describing functions).

Figure 14. Response of the fractional GSORE to the input e(t) = sin(t), with ωr = 1, β =
√

2
2 , γ = 0,

and different values of α.
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Figure 15. Response of the Fractional GSORE to the input e(t) = sin(t), with ωr = 1, β =
√

2
2 ,

α = 0.75, and different values of γ.

Figure 16. Describing function for the fractional GSORE, with ωr = 1, β =
√

2
2 and γ = 0 for several

orders of α.

Figure 17. Describing function for the fractional GSORE, with ωr = 1, β =
√

2
2 and α = 0.75 for

several orders of γ.
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3.5. Analysis of the Describing Functions of the Generalizations

Regarding fractional CI, Figure 6 shows how the slopes of the responses seem to be
the same before and after the reset. Figure 9 shows that the reduction of the phase lag does
not increase proportionally with γ. Figure 8 shows how the gain plots generalize the slope
rule to 20α dB/decade.

Figure 18. Response of the fractional CgLp-GFORE to the input e(t) = sin(t), with ωr = 1, ωη = 0.73,
ω f = 3, γ = 0, and different values of α.

Figure 19. Response of the fractional CgLp-GFORE to the input e(t) = sin(t), with ωr = 1, ωη = 0.73,
ω f = 3, α = 0.75, and different values of γ.
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Figure 20. Describing function for the fractional CgLp-GFORE, with ωr = 1, ω f = 100, ωrη = 0.73
and γ = 0 for several orders of α.

Figure 21. Describing function for the fractional CgLp-GFORE, with ωr = 1, ω f = 100, ωrη = 0.73
and α = 0.75 for several orders of γ.

Figure 22. Response of the fractional CgLp-GSORE to the input e(t) = sin(t), with ωr = 1, ωη = 0.7,
ω f = 1.5, γ = 0, and different values of α.
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Figure 23. Response of the fractional CgLp-GSORE to the input e(t) = sin(t), with ωr = 1, ωη = 0.7,

ω f = 1.5, β =
√

2
2 , α = 0.75, and different values of γ.

Figure 24. Describing function for the fractional CgLp-GSORE, with ωr = 1, ω f = 100, ωrη = 0.95,

β =
√

2
2 , and γ = 0 for several orders of α.

Figure 25. Describing function for the fractional CgLp-GSORE, with ωr = 1, ω f = 100, ωrη = 0.95,
and α = 0.75 for several orders of γ.
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As for GFrORE, in Figure 12 it is possible to see that the transition band of frequencies
around the corner frequency widens significantly with the lowering of α.

Concerning fractional GSORE, one can see in Figure 16 that the decrease in the phase
between α = 1 and α = 1.25 is much more significant than between other orders.

Regarding fractional CgLp-GFORE, Figure 18 shows that the lower orders of α may
lead to a less strong kick in the response after reset instances, while Figure 19 shows that
low values of γ may have the opposite effect. In Figure 20, it is interesting to see how the
bandwidth of the phase lead broadens with the lowering of α at the same time that the
phase lead decreases.

Finally, for the fractional CgLp-GSORE, the response of the fractional CgLp-GSORE
very easily reaches a significant overshoot, as can be seen in Figures 22 and 23, unless its
parameters are carefully tuned to avoid this.

3.6. Application Example

As a final test of the developed implementation of these controllers, a closed-loop
system was simulated in MATLAB with a plant Gp(s) to be controlled and its respective
controller. The plant in the test was

GP =
40

s2 + 2s
, (34)

and the following lead compensator was used as the reference integer linear controller:

GLC =
4.17s + 18.38

s + 18.38
. (35)

A fractional CgLp-GFORE was subsequently tuned, and the following parameters
were achieved:

α = 0.88, γ = −0.5, ωr = 1, ωrη = 0.08, ω f = 106,

K = 15.5, tol = 0.05. (36)

The parameters of this fractional CgLp-GFORE were made to adapt twice when e(t)
was very close to zero. These changes were K = 13.9 and γ = −0.6, at t = 0.32 s, and
K = 14.3 and γ = −0.6, at t = 1 s.

The comparison of the responses of the closed-loop systems with each of the two
controllers to a unit step input can be observed in Figure 26.

Figure 26. Step responses of the closed-loop systems with controllers LC and fractional CgLp-GFORE
with the specified parameters.
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The fractional CgLp achieved a faster response with less overshoot than the linear lead
compensator. However, there was a small jump that very slightly deviated from the response
from the reference for a short time and tuning required a lot of effort and some unorthodox
changes in the parameters. It could be of interest to try and establish a tuning procedure in
the future.

4. Conclusions

The present paper presented a general numerical implementation of a fractional reset
for controllers, directly through the Grünwald–Letnikov definition, without the need of
resorting to any integer order approximation (such as the CRONE approximation).

Reset controllers CI, GFORE, GSORE, CgLp-GFORE, and CgLp-GSORE were imple-
mented and generalized to fractional orders through the previously mentioned fractional reset
mechanism. The describing function method was used to assess whether these controllers
behaved in the desired fashion, and the achieved result was significantly positive.

Following the work here presented, it is possible to go forward in the following ways:
First, further study into the frequency behaviors of these fractional reset controllers could

be carried out. More functions could be computed to better understand the interactions
between parameters in CgLp, such as the effect of order α in the corner frequency shift
between ωr and wrη, or what particular effects the negative values of γ may have.

Another parameter that could be worth analyzing is the tolerance under which the
reset takes place. This tolerance may easily change the results, and its adequate value is
highly dependent on the sampling time and specific input data. It could be beneficial to
find a systematic way to define this tolerance or conceive another method of establishing
the instances at which the reset happens.

Regarding the time response of the controllers, fine results can be achieved, but the tuning
of parameters may be daunting. A more systematic tuning procedure could be pursued to
exploit the full potential of the elements. Moreover, for longer periods of time, the response
of the controller takes a long time to compute, since the Grünwald–Letnikov definition
makes use of all previous instances for every step, assigning them different weights. Ways
to avoid this slowing down could be investigated (for example, in the form of loss of
memory [10,19]).

An extensive stability analysis of these merged control methods is a critical step to
furthering their study.
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