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Abstract: In this paper, the singular boundary method (SBM) in conjunction with the exponential
window method (EWM) is firstly extended to simulate the transient dynamic response of two-
dimensional saturated soil. The frequency-domain (Fourier space) governing equations of Biot theory
is solved by the SBM with a linear combination of the fundamental solutions. In order to avoid the
perplexing fictitious boundary in the method of fundamental solution (MFS), the SBM places the
source point on the physical boundary and eliminates the source singularity of the fundamental
solution via the origin intensity factors (OIFs). The EWM is carried out for the inverse Fourier
transform, which transforms the frequency-domain solutions into the time-domain solutions. The
accuracy and feasibility of the SBM-EWM are verified by three numerical examples. The numerical
comparison between the MFS and SBM indicates that the SBM takes a quarter of the time taken by
the MFS.
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1. Introduction

The transient dynamic analysis is of great importance in the geotechnical and mechan-
ical engineering to observe the time-history mechanical response caused by the dynamic
loads [1,2]. Although there are some analytical solutions for the regular geometric shapes
with isotropic and homogeneous material properties and simple boundary conditions, the
numerical tools are usually more flexible and effective for general real-world problems.
The transient analysis is usually divided into two parts, viz. spatial discretization and
temporal discretization.

For the spatial discretization, the finite element method (FEM) is one of most powerful
numerical methods. In light of its theoretical completeness and well-established commercial
software, the FEM is robust to different engineering applications [3,4]. Nevertheless, the
FEM requires the artificial boundary [5] to analyze the infinite and semi-infinite medium.
Besides the FEM, the other domain-type methods [6] encounter the same difficulty. The
boundary element method (BEM) has been boosted as an effective alternative in infinite and
semi-infinite problems because the fundamental solutions used in the BEM automatically
satisfy the Sommerfield radiation condition at infinity. The utilization of the fundamental
solutions makes the BEM avoid domain discretization, because the kernel function satisfies
governing equations. The superiority of the BEM motivated researchers to develop novel
numerical methods based on analytical solutions, such as the fundamental solutions [7–9],
the general solutions [10–12] and the particular solutions [13–16]. Among them, most
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of numerical methods are pertinent to the fundamental solutions, including the method
of fundamental solutions (MFS) [8,17], modified method of fundamental solutions [18]
and singular boundary method (SBM) [19–21], to just name a few. The SBM was firstly
proposed by Chen [19] with introducing the concept of the origin intensity factor (OIF) to
desingularize the fundamental solutions. Originally, the OIF was evaluated via a tedious
inverse interpolation technique [22]. Later, simple analytical and empirical formulas
were developed and extended the application of the SBM to different problems [23–32].
The abovementioned boundary-type methods required expensive operation counts and
memory storage in real-world large-scale problems. This promotes the development of
fast algorithms accelerated techniques [33–37] and localized methods [38–41]. It is worth
noting that the localized variant of the boundary-type method is a domain-type method.

To implement the transient analysis, the boundary methods require special treatment to
deal with time-dependent terms, including the direct time integration methods [42–44], trans-
form methods [45–47] and time-domain fundamental solutions [48]. Except the transform
method, the other methods require a proper time-step for numerical stability. Nevertheless,
the long-time solution may deteriorate as the time increases. The Krylov deferred correction
method (KDC) [49] allows larger time step size for the long-time analysis with acceptable
temporal accumulation errors. In the transform methods, the frequency-domain governing
equation is solved at some discrete sampling frequencies, and then the frequency-domain
solutions are transformed back to the time-domain solutions via the inverse transform,
namely the Laplace transform or Fourier transform. The inverse transform is carried out
by numerical methods, which may consume a lot of time. The Fourier transform is more
attractive because its inverse process can be accelerated by the fast Fourier transform
(FFT). However, in lightly damped systems or undamped systems, the FFT is inefficient,
or even not applicable without the desired attenuation. This problem was circumvented
by introducing an artificial damping to the system by the exponential window method
(EWM) [50].

There are few works related to the transient dynamic response analysis of saturated
soil. In this study, the SBM in conjunction with the EWM is firstly established to solve the
transient dynamic problems in two-dimensional saturated soil. The SBM is formulated in
the frequency domain (Fourier space). Thanks to the fundamental solutions, the SBM can
be directly applied to finite-, semi-infinite and infinite domains. The source singularity of
the fundamental solution is bypassed with simple formulas. Subsequently, the frequency-
domain SBM solutions are transformed by the EWM. The selection of the parameters in
the EWM will be discussed. The stability and accuracy of the SBM will be investigated via
three numerical examples.

2. Governing Equations

For the saturated soil, it is better to take the coupling effect of two phases into considera-
tion [51,52]. Thus, the coupling effect is taken into account in the constitute equation [53,54]:

σij = λδijuk,k + 2µεij − αδij p, i = 1, 3, j = 1, 3, (1)

p = −αMui,i −Mwi,i, (2)

where σij is the effective stress; δij the Kronecker delta; εij =
(
ui,j + uj,i

)
/2 the strain tensor;

wi the fluid displacement with respect to the solid skeleton; p the pore pressure; ui the
average skeleton displacement; λ and µ the solid skeleton Lamé constants; and α and M the
Biot parameters describing the compressibility of the fluid-saturated two-phase material.

Taking Equations (1) and (2) into the equilibrium equations, we obtained the equations
of motion for the bulk porous medium and the pore fluid without body forces as [53,54]

µui,jj +
(

λ + α2M + µ
)

uj,ji + αMwj,ji = ρ
..
ui + ρ f

..
wi, (3)

αMuj,ji + Mwj,ji = ρ f
..
ui + m

..
wi +

η

k
K(t) ∗ .

wi, (4)
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where a dot (•) denotes the time derivative and a star (∗) denotes the time convolution;
ρ = (1− φ)ρs + φρ f is the density of the saturated poroelastic medium; ρs and ρ f are
the density of the skeleton and fluid; φ the porosity; η the viscosity of the pore fluid; k
the permeability of the saturated poroelastic medium; m = α∞ρ f /φ; α∞ is the tortuosity;
and K(t) is a time-dependent viscosity correction factor which describes the transition
between the viscous flow in the low-frequency range and the inertia-dominated flow in the
high-frequency range.

The initial boundary conditions and boundary conditions are given as

us|t=0 =
∂us

∂t

∣∣∣∣
t=0

= 0, w| t=0 = 0, and p|t=0 = 0, (5)

us
i = ûs

i , on Γs
u, (6)

ts
i = σs

i1n1 + σs
i3n3 = t̂s

i , on Γs
t , (7)

wi = ŵi, on Γ f
w, (8)

p = p̂, on Γ f
p, (9)

where n = (n1, n3) is the normal vector to the boundary, and ûs
i , t̂s

i , ŵi and p̂ are the
prescribed solid displacements, tractions, relative fluid displacements and pore pressure
on the boundary, respectively.

We introduce the Fourier transform with respect to time and frequency as

f̃ (ω) =
∫ +∞

−∞
f (t)e−jωtdt, f (t) =

1
2π

∫ +∞

−∞
f̃ (ω)ejωtdω, (10)

where j =
√
−1 is the imaginary unit.

After Fourier transform on Equations (3) and (4), the frequency-domain governing
equations in terms of solid displacement and fluid pressure [54] are recast as

µũi,jj + (λ + µ)ũj,ji + ρgω2ũi − αg p̃,i = 0, (11)

p̃,jj + β2ω2 p̃− β3ũj,j = 0, (12)

where ρg = ρ − β4ρ f , αg = α − β4, β1 = M/
[
mω2 − jω(η/k)K̃(ω)

]
, β2 = 1/

(
β1ω2),

β4 = ρ f ω2β1/M; β3 = ρ f ω2 − α
[
mω2 − jω(η/k)K̃(ω)

]
, K̃(ω) is the Fourier transform of

K(t), and “~” denotes the representation in the frequency-domain.

3. Singular Boundary Method in Frequency-Domain

In this section, the SBM formulation is established for the frequency-domain governing
equations. The SBM evaluates the frequency-domain solution with a linear combination of
fundamental solutions in terms of the source points as [55]

ũs
i (xm) =

N

∑
n=1

β1nũs
i1(xm, sn) +

N

∑
n=1

β3nũs
i3(xm, sn) +

N

∑
n=1

β4nũs
i4(xm, sn), i = 1, 3, (13)

p̃(xm) =
N

∑
n=1

β1n p̃1(xm, sn) +
N

∑
n=1

β3n p̃3(xm, sn) +
N

∑
n=1

β4n p̃4(xm, sn), (14)

t̃s
i (xm) =

N

∑
n=1

β1n t̃s
i1(xm, sn) +

N

∑
n=1

β3n t̃s
i3(xm, sn) +

N

∑
n=1

β4n t̃s
i4(xm, sn), i = 1, 3, (15)

q̃n(xm) =
N

∑
n=1

β1n q̃1(xm, sn) +
N

∑
n=1

β3n q̃3(xm, sn) +
N

∑
n=1

β4n q̃4(xm, sn). (16)
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where xm, sn are the mth field point and nth source point; N is the total number of boundary
source points; {βkn}N

n=1(k = 1, 3, 4) are the coefficients to be determined; and ũs
ik, t̃s

ik, p̃k
and q̃k (i = 1, 3, k = 1, 3, 4) are the fundamental solutions of solid displacements, traction,
pore pressure and flux, which are given as

ũs
ik = Aδik − Br,ir,k, ũs

i4 = Dr,i, i, k = 1, 3, (17)

t̃s
ik = λ

[
A′ − B′ − B

r

]
r,kni + µ

[(
A′ − B

r

)
(r,nδik + r,ink)

− 2B
r r,kni + 2

(
−B′ + 2B

r

)
r,ir,kr,n

]
, i, k = 1, 3,

t̃s
i4 =

[
(λ + 2µ)D

r + λD′
]
ni + 2µ

(
−D

r + D′
)

r,ir,n, i = 1, 3,

(18)

p̃k = Cr,k, p̃4 =
1

2π ∑
d=1,2

rdhdK0(zd), k = 1, 3, (19)

q̃k =


−αg
β3

[
C
r nk +

(
C′ − C

r

)
r,kr,n

]
, k = 1, 3,

jαgr,n
2πβ3

∑
d=1,2

rdhdkdK1(zd), k = 4,
(20)

where

A =
1

2π

[
− ∑

d=1,2
gd

K1(zd)

zd
+ g3

(
K0(z3) +

K1(z3)

z3

)]
, C =

j
2π

[
∑

d=1,2

rdgd
kd

K1(zd)

]

B =
1

2π

[
− ∑

d=1,2
gdK2(zd) + g3K2(z3)

]
, D =

−j
2π ∑

d=1,2
kdhdK1(zd)z3 = jk3r

zd = jkdr, rd =
ω2ρg − (λ + 2µ)k2

d
αg

(d = 1, 2), g1 =
β3 − r2

(λ + 2µ)(r1 − r2)
,

g2 =
β3 − r1

(λ + 2µ)(r2 − r1)
, g3 =

1
µ

, h1 = − β3

αg(r1 − r2)
, h2 = − β3

αg(r2 − r1)

in which r =
√
(x1 − y1)

2 + (x3 − y3)
2 is the distance between field point x = (x1, x3) and

source point y = (y1, y3). Kn is the modified Bessel function of the second kind of order n,
and kd is

k1 =

√
β2ω2

2
+

ρgω2 − αgβ3 +
√

H
2(λ + 2µ)

, k2 =

√
β2ω2

2
+

ρgω2 − αgβ3 −
√

H
2(λ + 2µ)

, k3 =
√

ω2ρg/µ

where

H =
(

λβ2ω2 − αgβ3 + ρgω2
)2

+ 4(λ + µ)β2ω4(µβ2 − ρg
)
− 4µαgβ2β3ω2

The derivation of the fundamental solutions is detailed in Appendix A.
With the fundamental solutions, Equations (13)–(16) are forced to satisfy the boundary

conditions for the determination of the unknown coefficients. Then the boundary conditions
with Equations (13)–(16) are formulated as

ũs
i (ym) = ∑

k=1,3,4

N

∑
n 6=m

βknũs
ik(ym, yn) + ∑

k=1,3,4
βkmŨs

ik(ym, ym), i = 1, 3, (21)

t̃s
i (ym) = ∑

k=1,3,4

N

∑
n 6=m

βkn t̃s
ik(ym, yn) +

3

∑
k=1,3,4

βkmT̃s
ik(ym, ym), i = 1, 3, (22)
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p̃(ym) = ∑
k=1,3,4

N

∑
n 6=m

βkn p̃k(ym, yn) + ∑
k=1,3,4

βkm P̃k(ym, ym), (23)

q̃n(ym) = ∑
k=1,3,4

N

∑
n 6=m

βkn q̃k(ym, yn) + ∑
k=1,3,4

βkmQ̃k(ym, ym). (24)

The singular terms, namely, ũs
ik(ym, ym), t̃s

ik(ym, ym), p̃k(ym, ym) and q̃k(ym, ym), are
involved when the boundary data points overlaps the source points. To deal with this
issue, some numerical or analytical methods are introduced to desingularize these terms.
In the SBM, the diagonal terms are called the origin intensity factors (OIFs), as Ũs

ik(ym, ym),
T̃s

ik(ym, ym), P̃k(ym, ym) and Q̃k(ym, ym) in Equations (21)–(24). The OIFs for 2D saturated
poroelastic problems [20,21,56], as shown in Equations (21)–(24) are calculated as

Ũs
ik(ym, ym) =

{
[ĝ(ym, ym)χ1 − χ2]δik + χ3Λik, i, k = 1, 3,
0, k = 4, i = 1, 3,

(25)

T̃s
ik(ym, ym) =

{
t̂ik(ym, ym), i, k = 1, 3,
[ĝ(ym, ym)χ4 + χ5]ni, k = 4, i = 1, 3,

(26)

P̃k(ym, ym) =

{
0, k = 1, 3,
ĝ(ym, ym)χ6 + χ7, k = 4,

(27)

Q̃k(ym, ym) =

{
[ĝ(ym, ym)χ8 + χ9]nk, k = 1, 3,
q̂(ym, ym)χ10, k = 4,

(28)

where χ1, . . . , χ10 are provided in Appendix B; Λik = lim
x→y,x∈Γ

r,ir,k =
τiτk

τ2
1 +τ2

3
, τ = (τ1, τ3) is

the tangent vector of point x on the boundary, ĝ(ym, ym) and q̂(ym, ym) are the OIFs for
the fundamental solution of the Laplace operator for Dirichlet and Neumann boundary
conditions, and t̂ik(ym, ym) is the OIF for the fundamental solution of the traction boundary
condition. These terms are computed as

ĝ(ym, ym) = −
1

2π
ln
(

lm
2π

)
, q̂(ym, ym) = −

1
2lm

, t̂ij(ym, ym) = −
δij

2lm
(29)

where lm is a half-length of the arc between source points ym+1 and ym−1.
Finally after obtaining the coefficients, the frequency-domain solutions of the variables

within the domain can be evaluated via Equations (13)–(16).

4. Exponential Window Method

The frequency-domain solutions can be converted to the transient solutions via the
inverse Fourier transform, which is accelerated by the fast Fourier transformation (FFT) [47,57].
It should be noted that the time responses decay slowly in lightly damped systems, and
even never decay in undamped systems. In these two cases, the FFT is inefficient. Thus, a
powerful numerical technique, the exponential window method (EWM) [58], is introduced.
In the EWM, artificial damping is created to produce the desired attenuation, and the
artificial damping is removed by scaling back in the final. The detail of the EWM is
summarized as follows:

(1) Determine the total calculation time T and the number of sampling frequencies Nω,
then to determine the angular frequency resolution ∆ω = 2π/T with ∆t = T/Nω;

(2) Determine the shifting constant according to the numerical experiments and experi-
ence as

ϑ =
κ ln 10

T
, (30)

where κ denote the damping coefficient, and 2 ≤ κ ≤ 3 is recommended;
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(3) Construct a desired damping system with scaling the variables ξ(x, t) (us
i , σs

ik, wi and
p) with the scaling function e−ϑt as ξew(x, t) = ξ(x, t)e−ϑt. Bring new variables ξew
into the governing equations, and a novel frequency-domain boundary value problem
Equations (6) and (7) with ω = ω− jϑ is obtained.

(4) Simultaneously, the boundary condition P(x, t) is scaled into Pew(x, t) = P(x, t)e−ϑt,
and the frequency-domain boundary condition can be obtained via discretized Fourier
transform

P̂ew(x, ωk) =
1

Nω

Nω−1

∑
n=0

Pew(x, n∆t)e−2πjnk/Nω =
1

Nω

Nω−1

∑
n=0

e−ϑn∆tP(x, n∆t)e−2πjnk/Nω , (31)

where ωk = k∆ω− jϑ(k = 0, 1, . . . , Nω − 1).
(5) Perform the SBM to evaluate the solutions of the frequency-domain problems R∗ew(ωk)

at the frequencies ωk = k∆ω − jϑ(k = 0, 1, . . . , Nω/2). The remaining of results can
be obtained through conjugate symmetric property as

R∗ew(ωk) = conj(R∗ew(ωNω−k)), k = Nω/2 + 1, . . . , Nω − 1. (32)

(6) Perform the IFFT with the inverse DFT with Hanning window function Wk, and
obtain the time-domain solutions as

Rew(n∆t) =
Nω−1

∑
k=1

WkR∗ew(ωk)e2πjnk/Nω , (33)

The Hanning window function Wk = 0.5[1 + cos(2πk/Nω)] is used to alleviate the
Gibbs oscillations.

(7) Descale the time-domain solutions and obtain the solutions of the original problems as

R(n∆t) = eϑn∆tRew(n∆t). (34)

5. Numerical Examples

In this section, three numerical examples are used to verify the accuracy and effec-
tiveness of the proposed method for the transient dynamic response of two-dimensional
saturated soil. The accuracy of the SBM-EWM is evaluated by the absolute error of variable
ξ versus time at point x as

AE(ξ) =
∣∣∣∣ξ( kT

Nω
, x
)
− ξ

(
kT
Nω

, x
)∣∣∣∣, (35)

where ξ represents the exact solution, ξ denotes the numerical result obtained by the SBM.
Unless otherwise specified, the parameters of the saturated soil are set as

λ = 4.0 × 107 Pa, µ = 2.0× 107 Pa, ρs = 2500 kg/m3, ρ f = 1.0× 103 kg/m3, a∞ = 3,
α = 0.95, M = 4.0 × 108 Pa, φ = 0.3, η = 1.0× 10−3 Pa·s, k = 1.0× 10−12 m2. All
calculations of this paper are fulfilled on a desktop with an Intel Core (TM) I7-6500U at
2.50 GHz on a 64-bit Windows server with a total of 12GB DDR4 memory. The SBM is
implemented via MATLAB software.

5.1. Verification of the Proposed SBM-EWM Method

In the section, a saturated poroelastic column problem (Figure 1) is considered. A
uniform normal load on the upper boundary and the rest boundaries is sliding:{

ts
n = −H(t)N/m2, ts

τ = 0N/m2, p = 0Pa, on the top boundary,
us

n = 0m, ts
τ = 0N/m2, wn = 0m, on the other boundaries,

(36)

where H(t) is the Heaviside step function.



Mathematics 2022, 10, 4323 7 of 19

Mathematics 2022, 10, x FOR PEER REVIEW 8 of 22 
 

 

5. Numerical Examples 
In this section, three numerical examples are used to verify the accuracy and effec-

tiveness of the proposed method for the transient dynamic response of two-dimensional 
saturated soil. The accuracy of the SBM-EWM is evaluated by the absolute error of varia-
ble ξ  versus time at point x  as 

( ) , , ,
kT kT

AE
N Nω ω

ξ ξ ξ= −
   
   
   

x x  (35)

where ξ  represents the exact solution, ξ  denotes the numerical result obtained by the 
SBM. 

Unless otherwise specified, the parameters of the saturated soil are set as 
74.0 10λ = ×  Pa, 

72.0 10μ = ×  Pa, 2500sρ =  kg/m3, 31.0 10fρ = ×  kg/m3, 3a∞ = , 

0.95α= , 84.0 10M = × Pa, 0.3φ = , 
31.0 10η −= × Pa·s, 121.0 10k −= ×  m2. All calculations 

of this paper are fulfilled on a desktop with an Intel Core (TM) I7-6500U at 2.50 GHz on a 
64-bit Windows server with a total of 12GB DDR4 memory. The SBM is implemented via 
MATLAB software. 

5.1. Verification of the Proposed SBM-EWM Method 
In the section, a saturated poroelastic column problem (Figure 1) is considered. A 

uniform normal load on the upper boundary and the rest boundaries is sliding: 

( )−



s 2 s 2

n τ

s s 2

n τ n

t = H t N / m , t = 0N / m , p = 0Pa, on the top boundary,

u = 0m, t = 0N / m , w = 0m, on the other boundaries,
 (36)

where ( )H t
 
is the Heaviside step function. 

 
Figure 1. Computational model of saturated column. 

Firstly, the transient problem is transformed into the frequency domain. The fre-
quency-domain exact solution for the problem can be constructed as 

( ) ( )

( ) ( )

1 3 2 3 1 3 2 3

1 3 2 3 1 3 2 3

j j j j
3 1 1 2 2 3 1 4 2

j j j j
1 1 2 2 3 1 4 2

j j j j ,

,

k x h k x h k x k xs

k x h k x h k x k x

u a k e a k e a k e a k e

p a re a r e a re a r e

− − − −

− − − −

= + − −

= + + +




 (37)

Figure 1. Computational model of saturated column.

Firstly, the transient problem is transformed into the frequency domain. The frequency-
domain exact solution for the problem can be constructed as

ũs
3 = a1jk1ejk1(x3−h) + a2jk2ejk2(x3−h) − a3jk1e−jk1x3 − a4jk2e−jk2x3 ,

p̃ = a1r1ejk1(x3−h) + a2r2ejk2(x3−h) + a3r1e−jk1x3 + a4r2e−jk2x3 ,
(37)

in which h = 1 m, and the unknown coefficients a1, a2, a3 and a4 can be derived from
−k2

1 −k2
2 −k2

1e−jk1h −k2
2e−jk2h

r1 r2 r1e−jk1h r2e−jk2h

jk1e−jk1h jk2e−jk2h −jk1 −jk2

jk1
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Then the transient exact solution is retrieved via the EWM.
The SBM discretizes the boundary into 400 boundary nodes. The EWM-SBM is

employed for the numerical solutions in a duration of T = 18 ms. In the EWM, Nω and κ
are set as 128 and 3.

In Figure 2, some numerical results are picked up to show the accuracy of the present
method, including us

3 at (0.5, 0.8), p at (0.5, 0.5), w3 at (0.5, 0.7) and σs
33 at (0.5, 0.3). It is shown

that the numerical results are in good agreement with the exact solutions. Nevertheless,
the results without the Hanning window function drastically oscillate in the end of the
duration, which is called Gibbs oscillations. The problem is ameliorated by the Hanning
window function. The application of the Hanning window functions does not bring much
time. For example, in Figure 2a, the SBM-EWM without and with the Hanning window
functions, respectively, take 57.08 s and 56.48 s. As a consequence, it is essential to employ
the window function in the EWM-SBM.

It is obvious that the selection of the parameters Nω , κ has an influence on the accuracy
and the stability of the solutions. In the following, the influence is studied.

Nω is the number of the sample frequencies. More sample frequencies enhance the
accuracy of the results but in the meantime bring more operation counts. If the sample
frequencies are not enough, the numerical methods may yield inaccurate results. Figure 3
shows the effect of Nω on the numerical methods via σs

33 at (0.5, 0.8) and p at (0.5, 0.5). In
this figure, the number of boundary points is 400 and κ = 2.7. As the number of sampling
frequencies increases, the numerical solutions converge to the exact solutions. The solution
with Nω = 64 deviates from the exact solutions most in comparison with Nω = 128 and
256. However, the case with Nω = 256 takes 111.7 s in total, which is nearly two times that
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of the case with Nω = 128, which consumes 59.3 s. Overall, Nω = 128 is considered in the
following numerical experiments.
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Figure 2. Time history of (a) us
3 at (0.5, 0.8), (b) p at (0.5, 0.5), (c) w3 at (0.5, 0.7), (d) σs

33 at (0.5, 0.3).
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33 at (0.5, 0.8) and (b) p at (0.5, 0.5) with respect to the number of

sampling frequencies Nω .

κ is the damping coefficient to determine the artificial damping. A numerical investi-
gation on the κ is given in Figure 4 via the absolute error of us

3 at (0.5, 0.5) under different
damping coefficients. κ = 1.5, 2, 2.5, 3 and 3.5 are selected. The method with κ = 1.5 results
in the worst solutions. The reason lies in that more sampling frequencies are required in
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lightly damped systems. In Figure 4, the results with κ = 2, 2.5, 3 and 3.5 are acceptable.
Nevertheless, an arbitrary large damping coefficient may lead to loss of numerical precision.
As a trade-off, the κ = 2.5 is applied in the subsequent examples.
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In general, the numerical transient results are limited to a short time duration because
the results deteriorate if the calculation duration is too long. In this study, the long time
behavior of the present method is investigated. In this case, T = 140 ms and Nω = 1024.
Figure 5 plots the history of us

3 at (0.5, 0.8) and p at (0.5, 0.5). In the entire calculation time,
no obvious differences can be observed between the SBM-EWM and exact solutions, which
verifies the accuracy and stability of the SBM-EWM in the long-term dynamic simulation.
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5.2. A Half-Space Problem Subjected to a Transient Load

In the section, a saturated poroelastic half-space subjected to transient loads on the
ground is shown in Figure 6. Thus, the saturated poroelastic half-space is subjected to the
boundary condition expressed as{

ts
3 = −H(t)N/m2, ts

1 = 0N/m2, p = 0Pa, x1 ∈ [−1, 1], x3 = 0,
ts
3 = 0N/m2, ts

1 = 0N/m2, p = 0Pa rest
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Figure 6. The sketch of the semi-infinite domain.

The boundary is discretized into 500 points. The parameters Nω , κ are respectively 128
and 2.5 for the SBM. The analytical solution of this problem in frequency-domain is derived
by Ba [59]. Then the transient analytical solution is obtained by the EWM with Nω = 256
and κ = 2.5. The mesh plots of the analytical solutions and SBM solutions are displayed
in Figures 7 and 8. The solutions at different times at different depths are plotted. Good
agreement indicates that the SBM is successfully applied to the half-space transient problem.
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Figure 7. Time history of u1 at x3 = −1 generated by the analytical solution (left) and the
SBM-EWM (right).
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Furthermore, the MFS is introduced for comparison with the SBM in Figure 9. All the
parameters for the MFS and SBM are the same as the above. The MFS avoids the origin
singularity via the artificial boundary outside the computational domain. d is the distance
between the artificial boundary and physical boundary. To obtain stable solutions, the
MATLAB built-in function pinv is used to solve the linear system of the MFS. As shown in
the figure, the MFS and SBM could obtain acceptable solutions. Nevertheless, the results of
the MFS are influenced by the location of the artificial boundary. Only the MFS with d = 0.1
converges to the analytical solutions. Otherwise, because of the application of pinv, the
MFS takes 357.34 s for the whole process, while the SBM takes 92.96 s. It can be observed
that the MFS takes a much longer time than the SBM.
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5.3. A Tunnel Embedded in a Saturated Poroelastic Half-Space

In this example, a model of a semi-circular tunnel embedded in a saturated poroelastic
half-space in Figure 10 is considered. The radius of the tunnel is R = 3 m and the depth of
invert of the tunnel is H = 6 m. A triangularly distributed transient load is imposed at the
invert of the tunnel. The ground and the surface of the tunnel are set as permeable. Thus,
the boundary conditions are expressed as{

ts
3 = ((|x| − 3)P(t))N/m2, ts

1 = 0N/m2, p = 0Pa, x1 ∈ [−3, 3], x3 = −6
ts
3 = 0N/m2, ts

1 = 0N/m2, p = 0Pa, otherwise
,

where

P(t) =


100t 0 ≤ t ≤ 0.01
1 0.01 < t ≤ 0.03
4− 100t 0.03 < t ≤ 0.04
0 otherwise

In this case, no analytical solution is available. Thus, the accuracy of the SBM-EWM
is presented with different parameters. The total time of tunnel transient response T is
90 ms, and the damping coefficient κ is 2.5. Figure 11 gives σs

33 at (−2, −7) and p at (1, −7)
calculated by the SBM-EWM with different numbers of sampling frequencies Nω (128, 256)
and numbers of boundary points N (471, 786). It is observed that the SBM-EWM with
different parameters obtains identical results.
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33 at (−2, −7) and (b) p at (1, −7) under different sampling numbers

and boundary points.

To further investigate the numerical results, the time history of the distribution of
us

3 and p of the domain (x1, x3) ∈ [−10, 10]× [−20, 0] are plotted in Figures 12 and 13 to
observe the wave propagation in the entire time. In all results, the dynamic response is
symmetric, which is reasonable according to the symmetry loads. In both figures, it can be
seen that the wave is caused by loads at the invert of the tunnel. Then it propagates outward
in different directions and around the tunnel to the ground. Theoretically speaking, the
whole propagation process complies with the law of wave propagation in solids.
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6. Conclusions

In this paper, a novel boundary-only meshless approach is developed to simulate
transient dynamic response in the saturated soil. In this method, the SBM is employed to
solve the frequency-domain governing equations, while the EWM transforms the frequency-
domain solutions into time-domain solutions. In the SBM, the solutions are approximated
via the fundamental solutions in terms of boundary points. The boundary-only property
makes the SBM very suitable in solving semi-infinite domain problems. The fundamental
solutions are derived via the wave decomposition method and eigenanalysis, and their
source singularities are removed by the OIFs. The EWM is boasted as an effective inverse
Fourier transform method, which incorporates exponential artificial damping into the FFT
to enhance its numerical efficiency. The Hanning window function is used to smooth the
Gibbs oscillation as the computation period increases. The influence of the parameters in
the EWM was investigated in the first numerical experiment. All numerical results validate
that the present SBM-EWM is accurate and effective to solve the transient soil dynamic
response. Nevertheless, the SBM-EWM is only applicable when the fundamental solutions
exist because the fundamental solutions are the kernel function of the SBM.
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Appendix A. Detailed Derivations of the 2D Fundamental Solutions

The fundamental solution is one of most important parts for the boundary-only
methods. However, it is not a trivial work to derive the fundamental solutions for coupled
governing equations. This section decouples the governing equations into several simpler
scalar governing equations with known fundamental solutions, and then coupled these
fundamental solutions with the eigenanalysis.

(1) Solid loads

The singular loads are applied to the solid phase as Fs = −δ(x− y)ek(k = 1, 3) where
e1 and e3 are the unit vectors along x1 and x3 direction. The variables in governing
Equations (11) and (12) are decomposed into underdetermined potentials AL, AT and AP as

ũs = ∇∇ ·
(

ALek
)
−∇×∇×

(
ATek

)
, (A1)

p̃ = ∇ ·
(

APek
)

, (A2)

The Laplace operator can be decomposed into

∆
(

τek
)
= ∇∇ ·

(
τek
)
−∇×∇×

(
τek
)
= −δ(y− x)ek, (A3)

where τ is the fundamental solutions for the Laplace operator.
With Equations (A1) and (A2), we decouple the governing Equations (11) and (12) as

(λ + 2µ)∇2 AL + ω2ρg AL − αg AP = τ, (A4)

µ∇2 AT + ω2ρg AT = τ, (A5)

∇2 AP + ω2β2 AP − β3∇2 AL = 0. (A6)

Potentials AT can be obtained from Equation (A5) as

AT = − g3

2πk2
3
(ln r + K0(jk3r)). (A7)

The other two potentials AL and AP are coupled in Equations (A4) and (A6). To solve
AL and AP, the eigenanalysis is introduced for the matrix system as

M1∇2
[

AL
AP

]
+ M2

[
AL
AP

]
=

[
τ
0

]
, (A8)

where

M1 =

[
λ + 2µ 0
−β3 1

]
, M2 =

[
ω2ρg −αg

0 β2ω2

]
Reformulate Equation (A8) as

∇2
[

AL
AP

]
+ M

[
AL
AP

]
= τM−1

1

[
1
0

]
= τg, M = M−1

1 M2 (A9)

with matrix g written as

g =
1

λ + 2µ

[
1

β3

]
(A10)

Search the solutions through the eigenvector basis as[
AL
AP

]
= φ1

[
1
r′1

]
+ φ2

[
1
r′2

]
, (A11)
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where
(
1, r′i

)T
(i = 1, 2) denote the eigenvector of M and r′1, r′2 are given by

r′i =
(λ + 2µ)k2

i −ω2ρg

−αg
, i = 1, 2, (A12)

where k2
i (i = 1, 2) are the eigenvalue of M and k2

3 = ω2ρg/µ. Then based on
Equations (A11), Equation (A9) can be simplified as

∇2φi + k2
i φi = giτ, (A13)

where g3 = 1/µ and gi(i = 1, 2) are

g = g1

[
1
r′1

]
+ g2

[
1
r′2

]
. (A14)

Thus, the solution of Equation (A13) is

φi(r) = −
gi

2πk2
i
(ln r + K0(jkir)), (A15)

where K0 is the modified Bessel function of zero order.
Bringing the potentials into Equations (A1) and (A2), the 2D fundamental solutions

are derived as
ũs

ik = Aδik − Br,ir,k, i, k = 1, 3, (A16)

p̃k = Cr,k, k = 1, 3. (A17)

where

A =
1

2π

[
− ∑

d=1,2
gd

K1(zd)

zd
+ g3

(
K0(z3) +

K1(z3)

z3

)]

C =
j

2π

[
∑

d=1,2

rdgd
kd

K1(zd)

]

B =
1

2π

[
− ∑

d=1,2
gdK2(zd) + g3K2(z3)

]

D =
−j
2π ∑

d=1,2
kdhdK1(zd), z3 = jk3r, zd = jkdr

rd =
ω2ρg − (λ + 2µ)k2

d
αg

(d = 1, 2), g1 =
β3 − r2

(λ + 2µ)(r1 − r2)
,

g2 =
β3 − r1

(λ + 2µ)(r2 − r1)
, g3 =

1
µ

, h1 = − β3

αg(r1 − r2)
, h2 = − β3

αg(r2 − r1)

in which r =
√
(x1 − y1)

2 + (x3 − y3)
2 is the distance between field point x = (x1, x3) and

source point y = (y1, y3). Kn is the modified Bessel function of the second kind of order n,
and kd is

k1 =

√
β2ω2

2
+

ρgω2 − αgβ3 +
√

H
2(λ + 2µ)

, k2 =

√
β2ω2

2
+

ρgω2 − αgβ3 −
√

H
2(λ + 2µ)

,k3 =
√

ω2ρg/µ

where

H =
(

λβ2ω2 − αgβ3 + ρgω2
)2

+ 4(λ + µ)β2ω4(µβ2 − ρg
)
− 4µαgβ2β3ω2
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With the constitutive relationship, we have the traction fundamental solutions as

t̃s
ik = λ

[
A′ − B′ − B

r

]
r,kni + µ

[(
A′ − B

r

)
(r,nδik + r,ink)

− 2B
r r,kni + 2

(
−B′ + 2B

r

)
r,ir,kr,n

]
i, k = 1, 3,

(A18)

where r,i =
xi−yi

r , r,n = r,1n1 + r,3n3 and (•)′ are the derivatives of • with respect to r.
For the fluid, the flux fundamental solutions are

q̃k =
−αg

β3

[
C
r

nk +

(
C′ − C

r

)
r,kr,n

]
, k = 1, 3. (A19)

(2) Fluid load

The singular load Fp = −δ(x− y) is applied to Equation (12). The variables are
decomposed by the Helmholtz decomposition as

ũs = ∇ϕ +∇×Ψ, (A20)

Taking Equations (A2) and (A20) into Equations (11) and (12), we have

(λ + 2µ)∇2 ϕ + ω2ρg ϕ− αg p = 0, (A21)

µ∇2Ψ + ω2ρgΨ = 0, (A22)

∇2 p + ω2β2 p− β3∇2 ϕ = −δ(x− y) (A23)

Only Ψ is associated with Equation (A22). For simplicity, let Ψ = 0. The other two
potentials are derived from

∇2
[

ϕ
p

]
+ M

[
ϕ
p

]
= h

[
0
−δ

]
, (A24)

where M is the same as in Equation (A9), and h = (0, 1)T . Then the eigenanalysis is based
on [

ϕ
p

]
= φ1

[
1
r′1

]
+ φ2

[
1
r′2

]
. (A25)

Recast Equation (A24) as

∇2φi + k2
i φi = −hiδ(x− y), (A26)

where hi(i = 1, 2) satisfies

h = h1

[
1
r′1

]
+ h2

[
1
r′2

]
. (A27)

The solutions of Equation (A26) are

φi(r) =
hi
2π

K0(jkir). (A28)

The 2D fundamental solutions can be derived via potentials and decomposition
equations as

ũs
i4 = Dr,i, i = 1, 3, (A29)

p̃4 =
1

2π ∑
d=1,2

rdhdK0(zd). (A30)
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Similarly, the fundamental solutions of the traction and flux are

t̃i4 =

[
(λ + 2µ)

D
r
+ λD′

]
ni + 2µ

(
−D

r
+ D′

)
r,ir,n, i = 1, 3, (A31)

q̃4 =
jαgr,n

2πβ3
∑

d=1,2
rdhdkdK1(zd). (A32)

Appendix B. The χ1,. . . ,χ10 of OIFs for 2D Saturated Poroelastic Problems

χ1 =
g1 + g2 + g3

2
, χ3 = − 1

2π

(
g1 + g2 − g3

2

)
, χ4 = −(λ + µ)

(
∑

m=1,2
k2

mhm

)
,

χ2 =
1

2π

[
g1 + g2 + g3

2
τ +

g1

2
ln
(

jk1

2

)
+

g2

2
ln
(

jk2

2

)
+

g3

2
ln
(

jk3

2

)
− g1 + g2 − g3

4

]
,

χ5 =
1

2π

[
2(λ + µ)

(
∑

m=1,2

k2
mhm

2

(
τ + ln

(
jkm

2

)))
− µ ∑

m=1,2

k2
mhm

2

]
, χ6 = r1h1 + r2h2,

χ7 =
1

2π

[
−(r1h1 + r2h2)τ − r1h1 ln

(
jk1

2

)
− r2h2 ln

(
jk2

2

)]
, χ8 = −

αg(r1g1 + r2g2)

2β3
,

χ9 =
αg

2πβ3

[
r1g1 + r2g2

2

(
τ − 1

2

)
+

r1g1

2
ln
(

jk1

2

)
+

r2g2

2
ln
(

jk2

2

)]
, χ10 = ∑

m=1,2
−

αgrmhm

β3
,

τ = 0.57721566490153286 is the Euler–Mascheroni constant.
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