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Abstract: With the rapid development of more-electric and all-electric aircraft, the role of power
supply systems in aircraft is becoming increasingly prominent. However, due to the complex coupling
within the power supply system, a fault in one component often leads to parameter abnormalities
in multiple components within the system, which are termed associated faults. Compared with
conventional faults, the diagnosis of associated faults is difficult because the fault source is hard
to trace and the fault mode is difficult to identify accurately. To this end, this paper proposes a
graph-matching approach for the associated fault diagnosis of power supply systems based on a
deep residual shrinkage network. The core of the proposed approach involves supplementing the
incomplete prior fault knowledge with monitoring data to obtain a complete cluster of associated
fault graphs. The association graph model of the power supply system is first constructed based
on a topology with characteristic signal propagation and the associated measurements of typical
components. Furthermore, fault propagation paths are backtracked based on the Warshall algorithm,
and abnormal components are set to update and enhance the association relationship, establishing
a complete cluster of typical associated fault mode graphs and realizing the organic combination
and structured storage of knowledge and data. Finally, a deep residual shrinkage network is used to
diagnose the associated faults via graph matching between the current state graph and the historical
graph cluster. The comparative experiments conducted on the simulation model of an aircraft
power supply system demonstrate that the proposed method can achieve high-precision associated
fault diagnosis, even under circumstances where there are an insufficient number of samples and
missing parameters.

Keywords: deep residual shrinkage network; association graph model; knowledge and data fusion;
Warshall algorithm; power supply system

MSC: 94C12

1. Introduction

Decades ago, the ideas of more-electric aircraft (MEA) and all-electric aircraft (AEA)
came into being [1]. In AEA, not only would all replaceable systems be replaced by electrical
systems, but the propulsion power would also use electrochemical energy (e.g., batteries
and fuel cells). At the same time, electrification has increased the supply of electric energy.
With the continuous development of aircraft electrification, the requirements for the quality
of aircraft power supply are increasing. Meanwhile, the complexity of aircraft power
systems is also gradually increasing, which leads to higher requirements for the safety,
maintainability, reliability, and testability of aircraft power supply systems [2,3].
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Fault diagnosis is one of the important links in fault prediction and health manage-
ment technologies [4,5]. Its purpose is to identify whether the system’s working state is
normal and whether it has deteriorated using intelligent algorithms in a certain working
environment by combining the system’s historical status information, fault information,
working condition information, and other multi-source information, as well as historical
parameter data. Then, fault isolation and location according to data characteristics can
be realized [6,7]. Due to the complexity of the technical conditions of modern industrial
processes, the influence of internal interaction loops is becoming increasingly prominent.
When one monitoring variable is abnormal, it can easily cause changes in other monitoring
variables through the relationships between faults, thus leading to related faults [8]. As
a result, it is important to be able to analyze the fault source and locate the fault based
on the numerous alarm data and their relationships. Power supply systems have such
characteristics in real life. Therefore, the problem we aim to solve in this paper is how to
correlate fault diagnosis and fault location through the node characteristics of the power
supply system and their correlations.

There are mainly four kinds of fault diagnosis methods for power supply systems:
knowledge-based [9,10], model-based [11,12], data-driven, and fault detection and diag-
nosis methods based on external equipment [13–15]. The model-based fault diagnosis
method can mathematically express the research object and reveal the fault generation
mechanism through the mathematical model. However, it is difficult to account for the
coupling between components and their interactions with the environment during the
modeling process. This results in models with limited ability to represent real faults and a
high level of model complexity [16–18].

The data-driven fault diagnosis algorithm needs many historical data samples to
support the model construction and training process. However, power supply systems
have problems, such as difficulty obtaining fault samples, sample imbalance, etc. In
addition, many data-driven algorithms lack certain physical meaning and interpretability,
which makes it difficult to further apply and popularize the algorithm model. Data driven
models, such as deep learning models, involve a large amount of computation and complex
super parameters. How to further deploy them is also a problem to be considered [19–23].
The fault diagnosis of power supply systems based on external equipment is mainly carried
out by actively applying different signals, via the system performance under different
states, or through fault diagnosis rules. The authors of [24] proposed a development and
implementation method for a permanent magnet synchronous motor controller for safety-
critical applications. The authors of [25] proposed a method of fault diagnosis for aircraft
secondary power distribution systems based on multi-valued logic and added cable fault
detection and location functions to a traditional solid-state power controller.

The knowledge-based fault diagnosis method mainly uses knowledge to establish a
diagnosis model. It performs fault inference analysis using object mechanisms, structure–
function relationships, qualitative parameter analyses, and historical fault diagnosis expe-
riences. Fault diagnosis expert systems and qualitative model-based methods are widely
used [26–28]. However, in recent years, knowledge is used to remedy the problem of
insufficient fault information in the data-driven model, to improve the adaptability and
diagnostic ability of the model, and to make the model more targeted. The knowledge is
supplemented in a data-driven way to improve the efficiency of model construction. At
present, knowledge and data fusion is still in the exploration stage, and there are few re-
lated research achievements. Its main methods can be roughly divided into two categories:
knowledge and data fusion model based on graph theory and knowledge and data fusion
method based on the evidential reasoning model.

In association fault diagnosis, existing methods tend to focus on the correlation be-
tween parameters, the temporal relationship of fault propagation, and the probabilistic
correlation of fault occurrence [29–34]. For special objects such as power supply systems,
the parameter forms are often voltage, current, impedance, etc. The signal characteristics
are relatively simple. It is difficult to analyze the association relationship only through
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parameters, and the propagation speed of current signals is fast. It is difficult to directly
analyze the association between faults through time series, and the confidence of the prob-
ability association between faults is low when the data are incomplete. Therefore, we
can summarize the urgent problem in the field of fault diagnosis as how to combine the
advantages of data-driven and knowledge-driven models to quickly diagnose and locate
faults through the correlations of components in different fault modes and their association
patterns [35].

To solve the above problem, this paper proposes a high-level construction method of
typical associated fault patterns of power supply systems based on a graph model. Based
on anomaly monitoring and fault path tracking, the proposed method supplements the
incomplete prior fault knowledge with monitoring data to obtain a complete cluster of
associated fault graphs and realizes the fusion of knowledge and data. The main innovation
points and contributions of this study can be summarized as follows:

(1) A knowledge and data fusion approach is proposed to diagnose the associated faults
of power supply systems. The anomaly monitoring and fault path tracking based on
the Warshall algorithm utilize historical data to supplement the incomplete prior fault
knowledge, which establishes the complete cluster of typical associated fault mode
graphs and realizes the organic combination and structured storage of knowledge
and data.

(2) The proposed graph-matching strategy based on a deep residual contraction network
achieves high precision with regard to fault diagnosis, even under the circumstances
of an insufficient number of samples and missing parameters. The comparative
experiments verify the depth feature extraction ability of the proposed method, as
well as its high accuracy, noise resistance, and robust diagnostic capability.

(3) The proposed method preliminarily realizes deep association diagnosis and path
backtracking under the condition of insufficient traditional FMEA knowledge and in-
complete association information and provides an effective technical approach to solve
accurate online fault diagnosis under strong coupling in the power supply system.

The remainder of this paper starts with a preliminary overview in Section 2. Then,
Section 3 describes the two main methods of this study, including the association graph
model based on knowledge and data fusion and the enhancement of component-associated
knowledge based on the Warshall algorithm. The case studies in Section 4 show the
process of the diagnosis of associated faults in power supply systems. The results indicate
the priority of the methods in terms of accuracy under normal and missing-parameter
situations. The paper closes with the main conclusions in Section 5.

2. Preliminary Overview
2.1. Warshall Algorithm

Definition 1. Set digraph G = 〈V, E〉, set vertex V = {v1, v2, . . . , vn}, set edge
E = {e1, e2, . . . , en}, and define the adjacency matrix of digraph G as:

A = (aij)n×n, (1)

where, aij is the number of edges adjacent vi to the vertex vj, i = 1, 2, . . . , n, j = 1, 2, . . . , n.

The Warshall algorithm is an algorithm for finding the transitive closure of adja-
cency [36]. In order to solve the problem of the large computation of the reachable
matrix, the algorithm starts from the adjacency matrix A to obtain the matrix sequence
A, A1, A2, . . . , An. In order to judge the reachable path of each node in the matrix, the
intermediate elements are fixed. Through the traversal of the intermediate elements, the
path between two points is found to meet the requirement that only the nodes in the middle
pass through {v1, v2, . . . , vk} so that the algorithm only needs to perform sub addition n3
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times and sub multiplication n3 times without matrix iteration. As a result, the number of
calculations is reduced effectively. The algorithm steps are as follows [37]:

Step 1: Set matrix F = A, where A represents the adjacency matrix, 1 represents that
there are edges between nodes, and 0 represents that there are no edges between nodes;

Step 2: Set i = 1;
Step 3: For any j, if F[j, i] = 1, then F[j, k] = F[j, k] + F[j, i], where k = 1, 2, . . . , n;
Step 4: i plus 1;
Step 5: If i < n, go to Step 2;
Step 6: The algorithm ends.
The final matrix F is the reachable matrix, which can determine whether there is a

path in the two nodes. If there is a path, it is represented by 1, and if not, it is represented
by 0.

The Warshall algorithm will be used in Section 3.2 to achieve associated knowledge
enhancement and updates on component associations based on abnormality monitoring
and fault path retrieval so that the organic integration and structured storage of knowledge
and data are realized.

2.2. Frechet Distance

The Frechet distance is a curve similarity measure algorithm. It considers not only the
similarity of curves but also the distance between the data points of curves. It can evaluate
the correlation between curves comprehensively, with the advantages of high diagnostic
accuracy, speed, and adaptability [38,39]. Its calculation is described below.

The Frechet distance starts by calculating the values of the metric functions of different
data points of a curve to the points on another curve. Then, the maximum values of the
different metric functions are used as the set of Frechet distances to be determined. The final
Frechet distance is the value of the lower bound of the Frechet distance to be determined.
To calculate the Frechet distance, first set the binary group (S, d) as a metric space, where d
is a metric function of S. Thus, the strict mathematical definition of the Frechet distance is
as follows [40]:

Definition 2. Set the binary group (S, d) as a metric space, where d is a metric function of S. To
define the Frechet distance, the following conditions must be met:

(1) The mapping γ of F on the unit interval [0, 1] is continuous.
(2) The vector ξ is mapped from the unit interval to itself, i.e., ξ : [0, 1]→ [0, 1] , and the mapping

relation has the following conditions: the mapping function is continuous non-degenerate and
ξ is full projective, at which point the function ξ is said to be a reparametrized function of the
unit curve [0, 1].

(3) Let A and B be two continuous curves on S; that is, A : [0, 1]→ S, B : [0, 1]→ S . d(x)
is the metric function of S. Then, let α and β be two reparametrized functions of the unit
interval. Then, the Frechet distance F(A, B) of the curves A and B is defined as:

F(A, B) = inf
α,β,t∈[0,1]

max{d(A(α(t)), B(β(t))}, (2)

The Frechet distance is sometimes referred to as “leash distance”. As is shown in
Figure 1, the dog walks along its own set trajectory between the owner and the dog, the
owner’s trajectory is A, the dog’s trajectory is B. There is a rope between the owner and the
dog to constrain the longest distance between them. During the travel, the Frechet distance
is the minimum value of the rope that can ensure both can move along the trajectory.
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Figure 1. Typical structure diagram of convolutional neural network.

In this study, the optimal correlation analysis method needs to be selected to have the
best correlation fuzzy metric effect, which can differentiate different modes. In a normal
state, the correlation between the input signal and output signal of a component should be
kept within a certain range, and when a fault occurs, the distance will change. Thus, the
identification of different fault modes can be achieved based on the change in correlation.

The Frechet distance is used in the following correlation metric-based component
fault diagnosis method. Typically, a distance metric is applied to the range of values and
curve similarity between the operating parameters and the normal parameters. Then, we
determine the extent to which the parameter deviates from the normal operating conditions
combined with a distance threshold. When the distance value deviates from the threshold
value, the component can be identified as abnormal.

2.3. Deep Residual Shrinkage Network
2.3.1. Convolutional Neural Networks (CNN)

Convolutional neural network is a classical deep learning model, which adds convolu-
tion to the traditional network to extract features. With development, it is now utilized in
not only image processing but natural language and time series handling. Some widely
used CNN models are LeNet-5, AlexNet, VGGNet, ResNet and so on [41,42].

A typical CNN contains three major layers, namely, a convolutional layer, pooling
layer and fully connected layer. The network uses gradient descent to minimize the loss
function for the purpose of adjusting the weight parameters in the network layer by layer,
and the accuracy of the network is improved through iterative back-propagation training.
LeNet-5 does not have an input layer. There are 7 layers in total, including 5 hidden
layers (excluding pooling layers), that is, the number of layers that can train parameters
is 5. VGGNet is mainly proposed to solve the problem that Lenet’s recognition of large
size pictures is not satisfactory. Compared with LeNet, AlexNet has a deeper network
structure, with a total of eight hidden layers, including five convolutional layers and three
full connection layers. However, although AlexNet has a good effect, it does not give
the design direction of deep neural network, that is, how to make the network deeper.
VGGNet strictly uses 3 × 3 small-scale convolution and pooling layer to construct depth
of CNN, achieving good results. Small convolution can reduce parameters and facilitate
stacking convolution layers to increase depth, that is, deepen the network and reduce
convolution. At the same time, there is another network, ResNet, which uses the residual
connection structure to make the network deeper from the perspective of avoiding gradient
disappearance or explosion. There are five versions in total, of which ResNet-18 is the
18-layer version.

2.3.2. Deep Residual Network

In traditional CNNs, due to the complexity of the input parameters, it is often necessary
to increase the depth of the model in order to improve the feature extraction capability
and classification ability of the model. When too many hidden layer structures are added
to the network structure, it may lead to a problem of gradient disappearance and step
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explosion. During the construction of the model, the parameters of each iteration of the
model need to be back-propagated. The important operation during back propagation is
the derivation of the gradient from the model error. The gradients will be accumulated and
piled up in the network. As the number of hidden layers increases, the gradient will grow
or decay exponentially with the number of layers, which is the phenomenon of gradient
explosion and gradient disappearance. This will affect the running speed of the model and
the classification effect.

As a new deep learning method, the core contribution of a deep residual network
(ResNet) is to introduce the idea of identity mapping to the traditional network struc-
ture [43]. The core idea is to transfer the features of shallow data to the deep network
through identity mapping so that the deep network contains the feature information of
the shallow mesh structure, which greatly reduces the probability of gradient disappear-
ance and gradient explosion, thus enhancing the feature extraction ability of the network
model [44]. The specific structure is shown in Figure 2. When data are input, on the
one hand, the data will pass through the residual path and a residual network is built
on the residual path. After the input data pass through the path, a residual item F(x)
will be obtained, and the data x will also be output through the identity mapping model.
Currently, the learned feature is x + F(x). The goal of the residual network is to fit the
residual term F(x).
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By increasing the residual units, the training difficulty of the network parameters in
the model is greatly reduced through the same path, the feature extraction ability of the
original CNN is enhanced, the gradient disappearance and gradient explosion problems in
the model are greatly reduced, and a model with stronger classification ability is trained to
better adapt to complex data conditions.

2.3.3. Deep Residual Shrinkage Network

In general, the collected data often contain noisy information and redundant parame-
ters unrelated to the target problem due to the limitations of the data collection methods or
the influence of the working environment. It will affect the output accuracy of the model on
the one hand and the operation efficiency of the model on the other. To solve this problem,
the deep residual reduction network improves the original residual module based on the
above-mentioned deep residual network. Additionally, the influence of target-independent
features on the results is minimized by adding a soft thresholding operation. That is,
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features with absolute values less than the threshold are assigned to 0 by a nonlinear trans-
formation in the soft thresholding operation, which “shrinks” the redundant features in the
direction of 0, thus enabling feature selection [45]. Referring to the related article [46,47],
the basic structure of the deep residual reduction network is as follows (Figure 3):
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The principle of the soft threshold function is as follows:

y =


x− thr x > thr

0 −thr ≤ x ≤ thr
x + thr x < −thr

, (3)

where x represents the input feature, y represents the output feature, and thr represents the
threshold value.

In the neural network model, a gradient operation is required for the features of each
layer; that is, the derivation of the above formula. The results are as follows:

∂y
∂x

=


1 x > thr
0 −thr ≤ x ≤ thr
1 x < −thr

, (4)

It can be seen that soft thresholding can limit the gradient to 0 and 1, thus preventing
the problem of gradient disappearance and gradient explosion. Additionally, it can be
seen that the key problem of soft thresholding is the acquisition of a threshold, and the
self-learning of a threshold for different features can reduce sample noise and redundant
feature interference, which is an advantage of deep residual shrinkage networks.

The threshold value in the residual shrinkage network is obtained by using the absolute
operation and the GAP layer (global average pooling layer) to simplify the feature and
convert it into a one-dimensional vector. The feature is marked as A =

{
ajic
}

, where i, j, c
represent the length, width, and number of channels of the input feature map, respectively.
On the other hand, features are propagated to the two-layer full connection layer network
(FC layer). Finally, the output of the FC network is scaled to the range of (0,1) via the
following formula:

α =
1

1 + e−z , (5)
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where α represents the scaling coefficient and z represents the characteristics of neurons.
Thus, the expression of the threshold value can be obtained as follows:

τ = α · average
∣∣ai,j,c

∣∣, (6)

where τ represents the calculated threshold value. In the deep residual shrinkage network,
the threshold value τ must be positive and cannot be greater than the maximum absolute
value of the feature map. Otherwise, according to the formula, the final output will be
0. Through this soft thresholding method, the threshold value can be kept within a small
positive range. Due to the special structure of the depth residual shrinkage network, each
sample can form a set of thresholds according to its own characteristic graph so that noise
and redundant features can be reduced for specific samples.

The deep residual shrinkage network and the other neural networks mentioned are
used in this work to conduct the mining and classification of features for the cluster of
associated fault modes and to diagnose the current operating conditions in the power
supply system. The comparison of different networks is shown by case studies in Section 4.

3. Proposed Method

There are two core steps of the proposed method. First, the initial graph models for
different fault modes are established by extracting features sensitive to fault information and
combining them with a priori knowledge of the power supply systems. Secondly, through
data-driven correlation metrics and path tracking, model enhancement for correlated faults
is achieved, which complements the absence of priori knowledge about associated faults
and provides the main innovation of the proposed method.

3.1. Association Graph Model Based on Knowledge and Data Fusion

Since most of the currents generated in the power supply system are AC signals with
high frequency and high fluctuation characteristics, the processing methods using time
domain signals are often prone to loss of information. Thus, the pre-processing of the
signal is required to extract the required fault state characteristic information from the
complex signal. Commonly used signal analysis methods include time domain analysis,
frequency domain analysis, and time-frequency domain analysis. This paper utilizes the
Hilbert–Huang (HHT) transform-based time-frequency domain signal feature extraction
method to analyze the signals and extract the features more adequately. At the same time,
this paper also performs signal feature extraction via RMS, which is an important parameter
to characterize the energy and stability of AC signals in circuit analysis.

The HHT transform can decompose high-frequency signals and obtain the instan-
taneous frequency and instantaneous amplitude of the signals. The RMS feature, as a
common parameter in circuit analysis, can reflect the trend of circuit energy changes over
time. Therefore, the feature extraction method in this study can obtain the feature informa-
tion of data from three aspects: frequency, amplitude, and trend, which can achieve the
retention or even enhancement of the fault characteristics.

Next, we build the association graph model based on knowledge and data fusion.
There is a wide range of associations between components in the power supply system, and
the associations are often distinguished in different operating states. Therefore, graph mod-
els can be established to describe the component associations in different operating states.
There are two objectives, which are to realize the backtracking of abnormal component
propagation paths under different associated fault states and to realize fault diagnosis based
on the associated characteristics of components under different fault states. Specifically,
there are many components in the power supply system, and there are natural physical
connections between the components. In order to describe the association relationships of
components in the power supply system, the components in the power supply system are
regarded as nodes, while the association metrics between components are regarded as edge
weights in the graph model to ultimately obtain an undirected weighted graph (defined
as follows).
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Definition 3. Undirected weighted graph means that the edges in the graph model are undirected
and weighted. The so-called undirected refers to any point pair (i, j) and (j, i)corresponding to the
same edge, and vertex i and vertex j are also called the two endpoints of the undirected edge. The
adjacency matrix of the undirected weighted graph G is:

A = (aij)n×n, (7)

where aij is the weight of the edge vj adjacent to the vertex vi, i = 1, 2, . . . , n, j = 1, 2, . . . , n.

By analyzing the association between components in different fault modes, we obtain
the association diagram model of the power supply system in different states. Meanwhile,
the actions of various power controllers inside the power supply system can affect or block
the propagation of fault signals, so the association of components in fault states may occur
outside the physical structure. Therefore, it is necessary to combine the associated fault
states together.

Since the electrical energy of the power supply system is generated by the primary
power supply and then transmitted to the supply load through the secondary power
supply, it can be assumed that the fault signal of the component is also propagated along
the direction of electrical energy transmission. Therefore, the propagation direction of the
electrical signal can be added to the original undirected weighted graph to create a directed
weighted graph. The directed weighted graph gives directions to the edges based on the
undirected weighted graph, which can further characterize the bidirectional propagation
relationship between nodes. Therefore, the association graph model of the power supply
system is constructed by combining the knowledge of the functional structure and the
current transmission direction, as is shown in Figure 4. In the constructed association
graph model, the transmission direction of the electrical signal is specified by the direction
of the arrow and represented by the association degree results of the components. The
system topology is simplified by the physical connection associations of the components.
In the figure below, the yellow part indicates the components of the main power supply
equipment of each channel, including the auxiliary exciter, rectifier bridge, main exciter,
rotary rectifier, and main motor; light green indicates the next layer of signal transmission,
including the AC load and each transformer rectifier; brown indicates the rectification part
of each transformer rectifier; dark green indicates each transformer rectifier; red indicates
each bus; and blue indicates each DC load. The hierarchical representation of the association
graph allows the transmission level and direction to be clearly seen, providing support for
further analysis.
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The graph model visually represents and structures the associations between compo-
nents through nodes and edges so that the graph model can be used as an identification
criterion for different fault modes. Thus, the identification of associated fault modes can be
realized in Section 4.

3.2. Enhancement of Component Associated Knowledge Based on the Warshall Algorithm

The associated faults in the power supply system are often caused by the transmission
of fault signals from the fault source to the associated components, resulting in a drift in
the monitoring signals of the components. Additionally, this causes association alarms,
making it difficult to identify the fault source and diagnose the fault mode. However, the
topology of the power supply system is already determined. When the data are incomplete,
it is difficult to fully explore the associations between the components due to the influence
of monitoring noise and the uncertainty of the operating mode present in the data. The
situation gets worse when the knowledge is incomplete as well. Although the association
graph model of the power supply system developed in 3.1 can locate the fault source
to a certain extent, the presence of the power controller still often affects or hinders the
propagation of the fault signals due to the complexity of the associated faults. In the
association fault model, there will always be components associated with the power supply
system outside of its physical structure. Therefore, it is necessary to enhance the association
knowledge based on component anomaly detection.

Definition 4. Set digraph G = 〈V, E〉, set vertext V = {v1, v2, . . . , vn}, set edge
E = {e1, e2, . . . , en}, and define the adjacency matrix of digraph G as:

A = (aij)n×n, (8)

where aij is the number of edges adjacent vi to the vertex vj, i = 1, 2, . . . , n, j = 1, 2, . . . , n.

In the directed graph, if a node can reach the target node through other nodes in the
graph, it is considered that there is a reachable path between the node and the target node.
Then, the existing alarm component set can be analyzed through the directed graph, the
fault propagation path can be inferred with, and the fault source can be found. In this
paper, the accessibility matrix is used to trace the source of typical associated fault modes,
and thus the knowledge of the association graph model can be enhanced.

The accessibility matrix of digraph G is:

P = (Pij)n×n, (9)

where pij = 1 if and only if the vertex vi can reach the vertex vj, otherwise pij = 0,
i = 1, 2, . . . , n, j = 1, 2, . . . , n.

In this paper, Warshall’s method is used to calculate the accessibility matrix and to
further enhance the knowledge of the association graph model. The algorithm flow is as
follows (Figure 5):

Firstly, the graph model is structured and stored according to the power supply
system association graph model through the adjacency matrix. Secondly, the accessibility
matrix is calculated through the Warshall algorithm to analyze the accessibility path of
the association graph model. Then, according to the actual detection parameters of the
power supply system, component fault detection based on association measurement is
carried out, and a set of associated fault alarm components is obtained. According to the
hierarchical structure of the association graph model, the accessibility path traversal of the
alarm component set is performed in reverse (i.e., from the load level to the main power
level). When the path cannot be traced forward, the last backtracking point is considered
as the fault source under a certain path.
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In addition, with the association measurement algorithm based on Frechet distance
proposed in this paper, the associations between different components can be obtained and
applied to fault feature classification and fault diagnosis. Therefore, in the association graph
model of the power supply system, the associations between components, i.e., weights, can
be replaced by the association measurement results, thus organically combining data and
knowledge. In addition, the graph structure can be stored in matrix form via adjacency
matrices. Each adjacency matrix can be considered a graph. Multiple data under each
associated fault mode can be considered a cluster of graphs. Multiple data under multiple
associated fault modes can form a typical cluster of associated fault mode graphs. Compo-
nent associations and signaling under different associated fault modes are stored to form a
knowledge base to provide a basis for fault diagnosis. The associated fault mode clusters
are defined as follows:

Graph =
[
gij
]

f×n, (10)

g = [Frechet(a, b)]m×m, (11)

where gij represents the j-th graph under the mode of the i-th associated fault mode;
Frechet(a, b) represents the Frechet-associated metric between component a and component
b, f represents the number of fault modes in the clusters, n represents the number of fault
samples, and m represents the number of power supply system components included in
the clusters.

4. Case Studies
4.1. Construction of the Simulation Model

The data in this paper come from an aviation AC main power supply simulation
model. This paper combines research data and experimental verification to construct a
simulation model of a typical aircraft four-channel power supply system based on the
Simulink tool in MATLAB. Moreover, this paper also combines the real parameter data
of the power supply system provided for model modification and improvement. In this
model, four three-phase alternators are used to supply power, which constitute a constant-
speed and constant-frequency AC power supply system, and its four AC channels are
not connected in parallel. The secondary power supply uses variable voltage rectifiers
for a 270 V variable voltage rectifier and a 28 V variable voltage rectifier, and each is
connected to one 270 V variable voltage rectifier and one 28 V variable voltage rectifier
(high voltage and low voltage), respectively. At the same time, the first and second channels’
DC power supply comes through the convergence bar for power integration, and the third
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and fourth channels’ DC power supply comes through the convergence bar for power
integration. The DC power supplies are connected to two hydraulic pump loads (high
voltage loads, working in parallel) and two resistors (low voltage loads, working in parallel).
There are also four AC loads in the system, represented by two three-phase resistors, which
are connected to four generators. The simulation model graph of the power supply system
is as follows (Figure 6):
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In the power supply system structure used in this paper, the four channels of AC
power are independently powered and connected to the AC load, while the DC power
is sinked and distributed through the DC sink bar. In order to analyze the power supply
modes in different channels and to obtain the complete data characteristics, the circuit
switching logic in the fault state is not considered in this study.

In order to realize the fault characterization and parameter change analysis of the
power supply system under different fault modes, it is necessary to collect and analyze
the parameters of each component at each level. Therefore, a total of 218 measurement
points including the power supply system level, equipment level, and component level are
added to this model in order to monitor the status of 4 levels, 12 pieces of equipment, and
60 components in the power supply system.

4.2. Establishment of the Associated Fault Diagnosis Model

This paper uses the deep residual contraction network model to carry out fault di-
agnosis based on the power supply system’s associated fault mode graph. The model
construction process is shown in Figure 7.

First, construct a cluster of associated fault modes based on the topological knowledge
and historical parameter information. Second, construct a deep residual shrinkage network
model based on the residual shrinkage network units. Third, complete the training of
the fault diagnosis model library based on the cluster of associated fault modes. Then,
generate an association graph based on the actual measured parameters. The process
uses the association metric analysis technique of actual monitoring parameters and the
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association graph model. Finally, input the association graph into the trained deep residual
shrinkage network model for diagnosis and obtain the diagnosis results.
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Figure 7. Schematic graph of power supply system associated fault diagnosis model.

To start with, we proceed with the associated fault detection based on the Frechet
distance metric. The purpose is to obtain the set of abnormalities in each fault mode and
to visually display the associated graph model. The associated fault detection results of a
typical power supply system under the first channel are shown in Figure 8. The green nodes
in the figure represent components with normal parameters and the red nodes represent
components with abnormal parameters. From the results, it can be seen that when the
associated faults occur, the fault source and the associated components will have abnormal
parameters to some extent.
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Figure 8. Detection results of associated faults of typical power supply systems.

The following conclusions can be drawn from the analysis of the associated fault
detection results:

(1) Under different associated fault modes, the sets of abnormal components caused
by different associations are different due to the complexity of the power supply system
connection structure, functional composition, and transmission mode. It is difficult to
comprehensively analyze the component associations under different associated faults
using only a simple power supply system structure.
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(2) In the power supply system, the association direction of the fault-related compo-
nents caused by the fault source is not only related to the power supply system structure.
Due to the incomplete selection of the electrical energy control and component acquisition
parameters of the generator controller in the power supply system, associations outside the
power supply system structure often occur. For example, a phase-to-phase short-circuit
fault in the armature winding of the main generator, No. 1, causes a fault not only in
low-voltage transformer No. 1 but also in low-voltage transformer No. 2. This is because
the low-voltage DC bus of the power supply system is converged by transformers No. 1
and No. 2. Therefore, it is necessary to strengthen the associations of the association graph
model of the power supply system according to the fault detection results in different
fault modes.

(3) In typical associated faults of the power supply system, the propagation direction
of the fault signal is not necessarily unidirectional. For example, the open-circuit fault
of a single diode of the rotating rectifier can also cause a parameter shift for the exciter.
Therefore, when constructing the association graph model, it is also necessary to consider
the associations of the bi-directional connected components.

(4) The associations of each component of the power supply system need to further
rely on component anomaly detection analysis and fault path back analysis. This is to
analyze and strengthen the association features such as transmission direction of fault
signals and component association outside the physical structure in the power supply
system so as to improve the feature extraction capability and fault diagnosis capability of
the model.

Further, the enhancement of component-associated knowledge is performed based
on knowledge and data fusion. Take the phase-to-phase short-circuit fault in the armature
winding of the exciter of the power supply system as an example. Figure 9 shows the
backtracking path and fault source detection after the accessible path traversal of the fault
alarm set. As can be seen from the fault alarm component set, the fault in the exciter
armature winding is transmitted to the 28 V transformer rectifier through the rotating
rectifier and the main motor, causing a series of associated fault representations. The red
path is the fault tracing path consistent with the true fault source, while the yellow path can
only be traced back to LV transformer #2. In fact, there are two sources of faults, the main
exciter #1 and the LV transformer #2. This indicates that, due to the generator controller,
the fault signal from the rectification of transformer #1 28 V may affect the rectification
of transformer #2 28 V in order to ensure that the current and voltage of the circuit meet
the target requirements, thus causing a deviation in the parameters of transformer #2 LV.
Therefore, the associations under the fault path should be considered in the association
graph model. The research content of this paper assumes that the fault source of the
associated fault mode in the power supply system is a single fault source or a double fault
source of the same component. Therefore, the associations of the original association graph
model are enhanced by the blue path, thus further improving the ability of the model to
represent the overall state of the power supply system.

The association graph model of the power supply system constructed in this paper
is further updated with knowledge through the fault path retrieval and association en-
hancement under each typical associated fault mode. Further, the model is more capable
of representing the associations of components under different fault states, thus further
enhancing the fault diagnosis capability. The improved association graph model of the
power supply system is shown in Figure 10. In the updated association model, the clusters
of the components are not changed. However, the fault path retrieval based on the War-
shall algorithm enhances the association knowledge of the components. On the one hand,
the association direction of the components is supplemented with the original edges; on
the other hand, the association outside the physical structure shown by the components,
i.e., the edges in the graph, is enhanced in the associated fault mode.
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Then, we obtain the results of a cluster of associated fault modes based on the Frechet
distance and the Warshall algorithm.

In the graphs, the horizontal and vertical coordinates represent the serial numbers of
the components, respectively, and the weight corresponding to the coordinates (a, b) is the
weight of the associated measurement between component a and component b, as shown
in Table 1.

In Figure 11, different colors represent the weights of each aspect, which means
that the differences in association measurements between components can be shown. As
can be seen from the figure, both the basic structure of the cluster of association modes
and the connection topology between components remain unchanged, which is mainly
because the structure of the association graph model does not change. Nevertheless, the
associations between components change under different fault modes, and the weights
of the edges change accordingly. Figure 12 shows a comparison of the associated fault



Mathematics 2022, 10, 4306 16 of 28

graphs under normal conditions and under the phase-to-phase short-circuit of the excitation
armature winding.

Table 1. Associated mode cluster component serial number name comparison table.

No. Components No. Components No. Components No. Components

0 Pilot exciter 1 17 Main motor 2 34 High variable
filter 13 51 270 V

regulating 4

1 Pilot exciter 2 18 Main motor 3 35 High variable
filter 14 52 28 V

regulating 1

2 Pilot exciter 3 19 Main motor 4 36 Low variation
filter 11 53 28 V

regulating 2

3 Pilot exciter 4 20 AC load 1 37 Low variation
filter 12 54 28 V

regulating 3

4 Rectifier bridge 1 21 AC load 2 38 Low variation
filter 13 55 28 V

regulating 4

5 Rectifier bridge 2 22 AC load 3 39 Low variation
filter 14 56 High voltage

busbar 1

6 Rectifier bridge 3 23 AC load 4 40 High variable
filter 21 57 High voltage

busbar 2

7 Rectifier bridge 4 24 High voltage
transformer 1 41 High variable

filter 22 58 Low voltage
busbar 1

8 Main exciter 1 25 High voltage
transformer 2 42 High variable

filter 23 59 Low voltage
busbar 2

9 Main exciter 2 26 High voltage
transformer 3 43 High variable

filter 24 60 Fuel pump 1

10 Main exciter 3 27 High voltage
transformer 4 44 Low variation

filter 21 61 Fuel pump 2

11 Main exciter 4 28 Low voltage
transformer 1 45 Low variation

filter 22 62 Fuel pump 3

12 Rotating rectifier 1 29 Low voltage
transformer 2 46 Low variation

filter 23 63 Fuel pump 4

13 Rotating rectifier 2 30 Low voltage
transformer 3 47 Low variation

filter 24 64 Heater 1

14 Rotating rectifier 3 31 Low voltage
transformer 4 48 270 V

regulating 1 65 Heater 2

15 Rotating rectifier 4 32 High variable
filter 11 49 270 V

regulating 2 66 Heater 3

16 Main motor 1 33 High variable
filter 12 50 270 V

regulating 3 67 Heater 4
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As is shown in Figure 12, the associations of the components highlighted in the
two graphs have changed, and the coordinates are (8, 12) and (12, 8), respectively. In the
graphs, 4 represents No. 1 main exciter and 12 represents No. 1 rotating rectifier. The
change also verified that the armature winding of the exciter has a phase-to-phase short-
circuit fault and further verified the rationality and interpretability of the construction of
the graphs.

Based on this, this study constructs a cluster of typical associated fault modes of
the power supply system, organically integrates the structural knowledge of the power
supply system, signal propagation direction, and parameter characteristics, and realizes
the enhancement of data-based associations. Finally, structured storage is carried out. On
the one hand, the associations and signal propagation relationship of each component of
the power supply system can be obtained through the graphs, and on the other hand, the
characteristics of the components are deeply extracted. The graphs can directly reflect the
changes in component associations caused by the change of parameter characteristics under
different fault conditions, thus saving storage space and providing a basis for improving
the efficiency of the diagnosis model.

4.3. Diagnosis Results and Analysis
4.3.1. Data Introduction

In this part, the relevant fault diagnosis models of the power supply system are
validated using simulation modeling of a typical aircraft power supply system and data
sets created in fault injections. The data set includes seven typical fault injections: phase-to-
phase short-circuit in the main generator armature winding, single phase open-circuit in
the main generator armature winding, single phase open-circuit in the exciter armature
winding, phase-to-phase short-circuit in the exciter armature winding, single diode short-
circuit in the rotary rectifier, impedance attenuation in the 28 V transformer rectifier, and
open-circuit and normal in the 270 V transformer rectifier filter inductor. Together with the
fault data of single-fault point injections and double-fault point injections, there are 42 fault
modes. By adding Gaussian noise with a signal-to-noise ratio of 5, 50 sets of samples
are generated for each fault mode, and 43 sets of associated fault mode hierarchies for
different fault types are generated by the above method of constructing the associated
mode hierarchies for power supply systems. Each group has 50 graphs as training and
testing data for the deep residual shrinkage network.
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4.3.2. Operating Environment

In this section, the deep residual systolic network model is built by PyTorch, and
the model is trained and validated. Compared with other deep learning frameworks, the
PyTorch framework has the advantages of simple design and high operational efficiency.
The fault diagnosis model related to power supply systems based on a deep residual
systolic network proposed in this study is built with PyTorch 1.9.0.

4.3.3. Diagnosis Results

In this section, a network model based on deep residual shrinkage is constructed for
a power supply system-associated fault diagnosis. Forty sets of samples are used as the
training and validation sets, and the last 10 sets of samples are used as the test set for model
testing and validation. The model is trained for 300 iterations, and the convolution kernel
parameter is set to 3. The training loss and final confusion matrix during model training
are shown in Figures 13 and 14.
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From the above fault diagnosis results, it is apparent that, on the one hand, the
deep residual shrinkage network model constructed in this paper can realize the feature
mining and classification of the association fault pattern graphs. Moreover, due to the
soft threshold and identity mapping in the deep residual unit, the model converges faster
and can effectively reduce the redundant information and noise interference in the graph
model, and the accuracy rate of association fault diagnosis reaches 100%. On the other
hand, it can be seen from the loss function that the trend of the loss function of the training
set is basically consistent with that of the validation set. This indicates that the associated
fault mode mapping of the power supply system in this paper can still construct data
features with strong consistency under the condition of noise, which means it can be used
for fault diagnosis.

4.3.4. Validation and Comparison

To further verify that the correlation metric based on the Frechet distance in this paper
is optimal, the effects of several common correlation metrics are compared. Here, the
correlation metric is calculated and the results are analyzed using the parameters under
different fault modes, such as exciter output voltage and rotating rectifier input voltage,
selected from normal conditions, exciter armature winding phase short circuit, exciter
armature winding open circuit, main generator armature winding single phase open circuit,
rotating rectifier single diode open circuit, and 28 V varactor impedance degradation. The
different algorithms are evaluated using three parameters: intra-cluster sum of squares,
contour coefficients, and CH metrics. The mathematical definitions of the several methods
are as follows:

(1) Cluster sum of square

CSS =
m

∑
j=0

n

∑
i=1

(xi − µi)
2, (12)

n represents the number of data points in each class, m represents the number of
clusters, xi represents the data points, and µi represents the mean value of each class.

(2) Contour coefficient

S(i) =
b(i)− a(i)

max(a(i), b(i))
, (13)

where a(i) denotes the average distance from each point i to other points in the cluster and
b(i) denotes the average distance from each point to all other points in the cluster.

(3) Calinski–Harabaz index (CH)

CH(k) =
BGSS
K− 1

/
WGSS
n− K

(14)

WGSS =
1
2

[
(n1 − 1)d

2
1 + · · ·+ (nκ − 1)d

2
K

]
(15)

BGSS =
1
2

[
(K− 1)d

2
+ (n− K)AK

]
(16)

AK =
1

n− K

n

∑
i=1

(ni − 1)
(

d
2 − d

2
i

)
(17)

where n is the number of samples in the data set, K is the number of categories, d
2
j is the

average distance between samples in the j-th category, j = 1, 2, · · · , k, and d
2

is the average
distance between all samples. A larger CH indicator indicates that the clustering result
is more concentrated within clusters and more dispersed between clusters, i.e., there is a
better clustering effect.
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In this paper, the correlation analysis method is used to achieve the correlation measure
of components in different states from the parameter level. Common correlation analysis
methods are as follows:

(1) Pearson’s correlation coefficient

Pearson correlation coefficient is a common analysis index in vector similarity anal-
ysis [48–51] that is mainly used to portray the linear correlation between two vectors. A
coefficient output result of 0 means that there is no correlation between two vectors, a posi-
tive result means a positive correlation, and a negative result means a negative correlation.
Its calculation formula is as follows:

ρX,Y = cov(X,Y)
σXσY

= E((X−µX)(Y−µY))
σXσY

= E(XY)−E(X)E(Y)√
E(X2)−E2(X)

√
E(Y2)−E2(Y)

, (18)

(2) Parametric analysis based on the gray correlation analysis model

The basic idea of gray correlation analysis is to reflect the correlation between pa-
rameters through the degree of similarity of the curve geometry between the data of each
parameter [52–55]. It is mainly applied to the description and analysis of the developmental
changes between parameters within the system [56]. Let the reference series be Xo(t) and
the comparison series be Xi(t), then the gray correlation degree is calculated as.

ηi(t) =
m + ρM

∆i(t) + M
, ρ ∈ [0, 1], (19)

where ∆i(t) = |x0(t)− xi(t)|, i = 1, 2, · · ·m, t = 1, 2, · · · , n, M = max(∆i(t)),
m = min(∆i(t)).

(3) Mahalanobis distance

The Mahalanobis distance is a method of measuring the similarity between two sample
sets starting from the perspective of the distribution characteristics of the sample set [57–60],
and its main feature involves considering the connection between different features to be
able to be independent of the measurement scale. It is often used to measure the distance
between multidimensional time series parameters, and the Mahalanobis distance between
the data vectors x and y is:

DM(x, y) =
√
(x− y)T∑−1

(x− y), (20)

where ∑−1 is the covariance matrix of the multidimensional random variables.

(4) Cosine similarity

The cosine similarity measures the cosine of the angle between the vectors by convert-
ing the parameters into vectors to determine the consistency of the direction between the
two vectors, which further determines the correlation of the parameters [61–64]. Therefore,
this method is commonly used to determine the consistency of the variation between
two parameters. The range of values is between −1 and 1, with −1 indicating that the
two vectors are the exact opposite and 1 indicating that they are exactly the same. The
cosine similarity between sequence X and sequence Y is:

sim(X, Y) = cos θ =

n
∑

i=1
(Xi ×Yi)√√√√ n

∑
i=1

X2
i ×

√
n
∑

i=1
Y2

i

, (21)
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(5) DTW (dynamic time warping algorithm)

The DTW (dynamic time warping) algorithm, commonly used for speech similarity
recognition, has the main advantage of being able to measure the similarity of two time
series data, especially two data of different lengths, through a dynamic planning algo-
rithm [65–68]. The basic algorithm of dynamic time regularization is as follows. Assuming
that two time series are X and Y, set their lengths as n and m, respectively, where:

X = x1, x2, . . . , xi, . . . , xn
Y = y1, y2, . . . , yj, . . . , ym

(22)

To calculate the shortest path between the two, first construct a n× m path matrix
W where each element in the matrix corresponds to the Euclidean distance between the
two points, i.e.,:

w = d
(

xth, yth
)

, (23)

d
(
xi, yj

)
=
√(

xi − yj
)2, (24)

When the path matrix is constructed, the minimum cumulative distance between the
two sequences, i.e., the DTW distance, is calculated as follows:

DTW(X, Y) = min


√√√√ K

∑
K=1

wk/K , (25)

where K is the number of alignment points and wk is an element of the path matrix
representing the distance between x and y in the k-th group of points.

A comparative situation analysis for each distance metric algorithm with different
metric parameters is shown in Table 2:

Table 2. Associated mode clusters’ component serial number name comparison table.

Metric Algorithm CSS Contour Factor CH

Pearson correlation coefficient 3.4692 0.0536 199.5176
Grey correlation analysis 11.6526 −0.1574 21.9299

Mahalanobis distance 5.0645 0.6025 116.6640
Cosine similarity 0.5429 0.1715 2694.7450

Dynamic Time Warping 0.0080 0.7599 343,059.7323
Frechet distance 0.0001 0.9425 15,413,927.6165

From the comparison of the indicators, it can be seen that the clustering concentration
of the Frechet distance is much higher than that of other algorithms, which proves that
for the characteristic parameters of the power supply system in this paper, the Frechet
distance can sharply identify the changes to the data in terms of curve trends and numerical
distances so as to achieve more accurate fault diagnosis.

In more detail, firstly, the Pearson correlation coefficient and gray correlation analysis
methods are used to measure the correlation between the change trends of two series. In
this study, however, the data are characterized as stable variation data that maintain certain
fluctuation characteristics, and it is difficult to analyze their correlation by variation trends,
so it is difficult to distinguish different failure modes. Secondly, the Marxian distance and
cosine distance can measure the similarity between two stable sample data; however, both
have the disadvantage of not being sensitive to the absolute value of the specific value of
the sample, i.e., the size of the data value has little effect on the results. However, through
the aforementioned analysis, the current and voltage tend to change only numerically in
certain fault modes and do not change in frequency, so it is difficult for both to achieve
excellent results in certain fault modes. Both the dynamic time regularization algorithm
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and the Frechet distance analyze the correlation between parameters from the dimension of
path similarity of time series, while it can be seen from the results that the Frechet distance
has a better clustering effect.

To further verify the improvement in diagnostic capability brought by the deep
residual shrinkage network proposed in this paper, two neural networks are tested ad-
ditionally, including ResNet18 and basic CNN. These methods are commonly used after
research [69–73]. The diagnostic accuracy and confusion matrix of each model is shown in
Figures 15 and 16.
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Figure 16. Comparison of confusion matrix of two methods with different numbers of
training samples.

At the same time, we have adopted AutoGluon 0.5.2, which uses automatic super
parameter adjustment, model selection or integration, architecture search and data pro-
cessing to rapidly prototype the original data for deep learning and classical machine
learning solutions. We applied some other nsetworks trained by AutoGluon, and obtained
the accuracy results, whose values are all distributed between 0.7386 and 0.7727, far from
0.9907 of the deep neural shrinkage network proposed in this paper (Table 3).
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Table 3. Accuracy results for several networks trained by AutoGluon.

No. Model Accuracy

1 WeightedEnsemble_L2 0.7727
2 RandomForestGini 0.7386
3 LightGBMXT 0.7636
4 CatBoost 0.7636
5 XGBoost 0.7705
6 LightGBMLarge 0.7568
7 NeuralNetTorch 0.7523
8 NeuralNetFastAI 0.7545
9 LightGBM 0.7409
10 KNeighborsUnif 0.7409
11 The proposed model 0.9907

The superiority of neural networks can be clearly seen from the results. From the
comparison of the above diagnosis results, it can be seen that the associated fault diagnosis
model based on the deep residual shrinkage network model proposed in this paper is
significantly less affected by the size of the fault samples than the traditional CNN model.
This is mainly because the residual shrinkage unit in the model reduces the interference of
the model with redundant data and noise and can better achieve the feature extraction and
classification of the associated fault mode graphs. Through the cross-sectional comparison
of test results, the fault diagnosis accuracy of both can be maintained above 70% when the
amount of data is only five groups. This can prove that the construction method of clusters
of associated fault modes proposed in this paper can achieve robust fault feature extraction
and structured storage of noisy parameter data and has excellent performance in terms
of fault diagnosis. It can alleviate the problem of insufficient data samples under actual
operating conditions.

To further verify the superiority of the association graph model, we apply the feature
extraction results directly in three networks for training. Several classical machine learning
models trained with AutoGluon including WeightedEnsemble_L2, RandomForestGini,
KNeighborsUnif, SVM and XGBoost. The comparison of the diagnostic accuracy with and
without the association graph model is shown below. We obtained the accuracy results of
training samples of 5, 10, 20, 30 and 40, respectively, and averaged them (Table 4).

Table 4. Comparison of the diagnostic accuracy with and without the association graph model.

No. Model Accuracy
with Graph Model

Accuracy
without Graph Model

1 WeightedEnsemble_L2 0.7727 0.7341
2 RandomForestGini 0.7386 0.7341
3 KNeighborsUnif 0.7409 0.7386
4 SVM 0.7334 0.7080
5 XGBoost 0.7705 0.7293

It can be seen from the table that the association graph model has brought about
improvement for all models, with 5.65% at most and 0.31% at least. This is because the
association graph model integrates knowledge and data and has more information than
the unstructured stored feature extraction results.

To further validate the feature extraction capability of the associated fault mode graphs
of the power supply system proposed in this paper, specific fault points are removed in this
paper. This is carried out to verify the robustness and accuracy of the feature extraction
and fault diagnosis of the model in the absence of parameters. In the experiment, the data
points of No. 1 main motor, No. 1 rectifier, No. 1 auxiliary exciter, No. 1 main exciter, and
No. 1 rotary rectifier in the associated fault graph of the power supply system are set to
zero to simulate the actual monitoring environment in which the monitoring parameters
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of No. 1 main power supply are missing in order to verify the fault diagnosis effect of the
model under the condition of missing fault parameters. Figure 17 shows the graphs of the
normal state before and after the missing parameters. From the figure, it can be seen that
due to the missing parameters of the main power supply components, the points of the
related fault mode graph are also missing.
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missing parameters.

In this paper, the training set and the test set are processed for parameter loss at the
same time. With 40 groups of samples as the training set and 10 groups of samples as the
test set, the deep residual shrinkage network model and CNN model are constructed and
trained. The results of the confusion matrix are shown in Figure 18.
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The test results show that the deep residual shrinkage network model constructed in
this paper can achieve the diagnosis of typical associated fault modes with 99.07% accuracy,
even when the main power parameters of the first channel are completely missing. In
addition, the diagnosis accuracy by CNN reaches 95.35%, which reflects the robustness
of the model for feature extraction in this paper. Due to the structural expression of
component and parameter associations in the cluster, the graph model has the ability of
feature extraction against parameter loss, thus adapting to the actual usage environment.

Further analysis reveals that in the confusion matrix of the deep residual shrinkage
network, the misclassification of the model is mainly fault 13 and fault 25, which correspond
to the phase-to-phase short-circuit in the first channel of the armature winding and the
impedance drop fault in the first channel of the 28 V transformer rectifier, respectively. Since
they are closely related to the main power supply parameters, some feature information is
lost, leading to a decrease in the diagnostic accuracy of the model. The misclassification
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of the CNN is mainly for faults 7, 13, 11, 17, and 25, corresponding to the faults single-
phase open-circuit of the excitation armature winding of the first channel, phase-to-phase
short-circuit of the excitation armature winding of the first channel, impedance drop
of the 28 V transformer rectifier of the first channel, phase-to-phase short-circuit of the
excitation armature winding (first and second channels), and single-phase open-circuit of
the excitation armature winding (first and second channels), respectively.

The experiment proves that the graph model-based component analysis and asso-
ciated fault diagnosis model can solve the problems of information structured storage
and complex feature extraction for power supply systems based on knowledge and data
fusion. Additionally, it can realize accurate fault diagnosis of typical associated fault modes
and achieve high accuracy diagnosis under the circumstances of insufficient samples and
missing parameters. In short, the model has good robustness and adaptability.

5. Conclusions

This paper proposes a knowledge and data fusion approach for the associated fault
diagnosis of power supply systems. Based on the graph model, the proposed approach
organically combines the hierarchical structure, signal transmission direction, and data
association relationship of the power supply system to construct the initial cluster of typical
associated fault mode graphs, solving the problem of assigning data information to the
power supply system structure and associating knowledge and parameters. Then, the
accessibility matrix of the association graph model is calculated according to the Warshall
algorithm, and the fault path set is obtained by backtracking the component fault detection
results based on the association measurement. By comparison with the real fault source,
the association relationship is updated and the incomplete prior fault knowledge is sup-
plemented, establishing the final cluster of typical associated fault mode graphs. Finally,
a deep residual reduction network model is constructed for graph matching, realizing
the diagnosis of associated faults. Compared with other models, the proposed model
can achieve more high-precision associated fault diagnosis, even under difficult situa-
tions such as insufficient sample size or missing parameters, demonstrating its robustness
and adaptability.
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