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#### Abstract

Quantum communication can be realized by transmitting photons that carry quantum information. Due to decoherence, the information encoded in the quantum state of a single photon can be distorted, which leads to communication errors. In particular, we consider the impact of majorization monotone dynamical maps on the efficiency of quantum communication. The mathematical formalism of majorization is revised with its implications for quantum systems. The discrimination probability for two arbitrary orthogonal states is used as a figure of merit to track the quality of quantum communication in the time domain.
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## 1. Introduction

Quantum encoding involves exploiting elementary particles, atoms, or molecules that can be used as carriers of quantum information [1,2]. Photons are particularly well-suited for such applications since information can be encoded by utilizing different degrees of freedom such as angular momentum, temporal mode, or polarization [3-5]. Photonic optical technologies have achieved such a standard that the manipulation of the quantum properties of single photons is feasible to efficiently encode information [6].

A quantum communication protocol can be implemented if two parties have sufficient tools for encoding and decoding information. In the case of optical quantum communication, beams of photons can travel through a fiber link or in free space. Among other aspects, we often deliberate on the security of quantum information, which requires implementing quantum key distribution (QKD) protocols to guarantee a sufficient level of privacy in the presence of a potential eavesdropper [7-9]. However, carriers of quantum information are sent through a channel, where they may be subject to different decoherence phenomena [10]. Therefore, we also need to consider the fact that the quantum state of a photon can change during the transmission.

In this context, we talk about an open quantum system, i.e., a system of interest that interacts with an external environment. The theory of open quantum systems has been the subject of intensive research; see, for example, Refs. [11-16]. In recent years, non-Markovian effects in open systems have been particularly studied [17-20]. In this paper, we propose to investigate the impact of majorization monotone dynamics on the quality of quantum state transmission. This type of quantum evolution involves nondecreasing entropy [21], albeit the applications of the theory of majorization are much wider; see, for example, Ref. [22].

Decoherence has been considered a key obstacle to next-generation technologies, such as quantum computers. We know that quantum information can be encoded on coherent superpositions that describe physical states. This concept has been at the center of quantum mechanics since it cannot be interpreted as classical ensembles of states [10]. However,
nondiagonal elements of the system's density matrix, which provide information about quantum interference, tend to disappear as a result of interactions between the system and its environment [23]. Reversing the impact of decoherence on quantum information remains a crucial challenge for the effective processing of quantum information [24]. One approach to protecting quantum information from the detrimental influence of the environment involves decoherence-free subspaces (DFS), which allow one to encode information on states that are invariant, subject to given dynamics [25,26]. In the present paper, we quantify the impact of decoherence on quantum information by computing the discrimination probability for two arbitrary orthogonal states as a function of time. This framework allows us to compare the distortion of qubits from different regions on the Bloch sphere and indicate the most (and the least) favorable pairs of states for quantum communication.

In Section 2, we review basic concepts related to majorization theory-definitions, examples, and different types of majorization. Section 3 outlines the mathematical properties of this relation. Then, in Sections 4 and 5, we discuss the applicability of majorization to compare quantum states while most attention is paid to qubits. Next, in Section 6, we revise the concept of majorization monotone dynamics that was presented in Ref. [21]. Finally, Section 7 contains an analysis of the impact of majorization monotone dynamics on the efficiency of quantum communication.

## 2. Majorization in the Set of Probability Vectors

### 2.1. Definition of Majorization

Majorization is a specific type of a binary relation that allows one to compare elements in a real vector space. There are several alternative definitions of majorization [27,28]. In physics, we usually consider this relation for normalized vectors that represent discrete probability distributions. Thus, let us start by defining a probability vector.

Definition 1 (Probability vector). A vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ is called a probability vector if

$$
\sum_{i=1}^{n} x_{i}=1 \quad \text { and } \quad x_{i} \geq 0
$$

for all $i=1,2, \ldots, n$.
Remark 1. To each vector of real numbers $x \in \mathbb{R}^{n}$, we can assign a vector

$$
x^{\downarrow}=\left(x_{1}^{\downarrow}, x_{2}^{\downarrow}, \ldots, x_{n}^{\downarrow}\right) \in \mathbb{R}^{n}
$$

with the same components but sorted in descending order, i.e.,

$$
x_{i}^{\downarrow} \geq x_{j}^{\downarrow} \quad \text { for } \quad i<j,
$$

where $1 \leq i<j \leq n$.
Definition 2 (Majorization I). We say that a vector $x \in \mathbb{R}^{n}$ is majorized by a vector $y \in \mathbb{R}^{n}$ (which is denoted by $x \prec y$ ) if and only if the corresponding vectors $x \downarrow$ and $y^{\downarrow}$ satisfy

$$
\sum_{i=1}^{l} x_{i}^{\downarrow} \leq \sum_{i=1}^{l} y_{i}^{\downarrow}
$$

where $l=1, \ldots, n-1$, and for $l=n$, we have

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}^{\downarrow}=\sum_{i=1}^{n} y_{i}^{\downarrow} \tag{1}
\end{equation*}
$$

Remark 2. It is easy to notice that if we narrow down our definition only to probability vectors, then (1) takes the form

$$
\sum_{i=1}^{n} x_{i}^{\downarrow}=\sum_{i=1}^{n} y_{i}^{\downarrow}=1
$$

Majorization can also be defined the other way around by introducing a vector $x^{\uparrow}$ with elements arranged in nondecreasing order.

Definition 3. To any vector $x \in \mathbb{R}^{n}$, we can assign another vector

$$
x^{\uparrow}=\left(x_{1}^{\uparrow}, x_{2}^{\uparrow}, \ldots, x_{n}^{\uparrow}\right),
$$

with the same components, but sorted in ascending order, i.e.,

$$
x_{i}^{\uparrow} \leq x_{j}^{\uparrow}, \quad \text { for } \quad i<j,
$$

where $1 \leq i<j \leq n$.
Definition 4 (Majorization II). We say that a vector $x \in \mathbb{R}^{n}$ is majorized by a vector $y \in \mathbb{R}^{n}$ if and only if the corresponding vectors $x^{\uparrow}$ and $y^{\uparrow}$ satisfy:

$$
\sum_{i=1}^{l} x_{i}^{\uparrow} \geq \sum_{i=1}^{l} y_{i}^{\uparrow}
$$

where $l=1, \ldots, n-1$, and we get the equality for $l=n$.
Both definitions of majorization are equivalent based on a straightforward observation: $x_{j}^{\uparrow}=x_{n-j+1}^{\downarrow}$, which leads to

$$
\sum_{j=1}^{k} x_{j}^{\uparrow}=\sum_{j=1}^{n} x_{j}-\sum_{j=1}^{n-k} x_{j}^{\downarrow}
$$

It turns out that majorization can be defined on the grounds of the scalar product. Let $e$ stand for a vector with all entries equal one, i.e., $e=(1,1, \ldots, 1) \in \mathbb{R}^{n}$. Moreover, for $\mathcal{I}$ representing a subset of $\{1,2, \ldots, n\}$, by $e(\mathcal{I})$ we understand such a vector that

$$
e_{j}(\mathcal{I})= \begin{cases}1, & j \in \mathcal{I} \\ 0, & j \notin \mathcal{I}\end{cases}
$$

Definition 5 (Vector trace). A vector trace for $x \in \mathbb{R}^{n}$ is denoted by $\operatorname{tr} x$ and can be computed by

$$
\operatorname{tr} x:=\sum_{j=1}^{n} x_{j}=\langle x, e\rangle
$$

where $\langle\cdot, \cdot\rangle$ represents the dot product in $\mathbb{R}^{n}$.
Then, one can notice that

$$
\begin{equation*}
\sum_{i=1}^{k} x_{i}^{\downarrow}=\max _{|\mathcal{I}|=k}\langle x, e(\mathcal{I})\rangle \tag{2}
\end{equation*}
$$

where $|\mathcal{I}|$ denotes the cardinality of the set $\mathcal{I}$. On the basis of (2), we can formulate another definition of majorization.

Definition 6 (Majorization III). Vector $x \in \mathbb{R}^{n}$ is majorized by the vector $y \in \mathbb{R}^{n}(x \prec y)$ if and only if, for any $\mathcal{I} \subset\{1,2, \ldots, n\}$ there exists such $\mathcal{J}$ that $|\mathcal{I}|=|\mathcal{J}|$ and the following relations are satisfied

$$
\langle x, e(\mathcal{I})\rangle \leq\langle y, e(\mathcal{J})\rangle
$$

and

$$
\operatorname{tr} x=\operatorname{tr} y
$$

Examples of majorization.

1. From the definition, one can notice that $(0.5,0.2,0.3) \prec(0.6,0.2,0.2)$.
2. For any probability vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we have

$$
\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right) \prec\left(x_{1}, x_{2}, \ldots, x_{n}\right) \prec(1,0, \ldots, 0),
$$

where $\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right) \in \mathbb{R}^{n}$ and $(1,0, \ldots, 0) \in \mathbb{R}^{n}$.
3. The previous example can be generalized by

$$
\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right) \prec\left(\frac{1}{n-1}, \frac{1}{n-1}, \ldots, \frac{1}{n-1}, 0\right) \prec \ldots \prec\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0\right) \prec(1, \ldots, 0),
$$

where all the vectors are probability vectors belonging to $\mathbb{R}^{n}$.

### 2.2. Weak Majorization

Definition 7 (Weak majorization from below). We say that a vector $x \in \mathbb{R}^{n}$ is weakly majorized from below by $y \in \mathbb{R}^{n}$ (which is denoted by $x \prec_{w} y$ ) if and only if

$$
\sum_{i=1}^{l} x_{i}^{\downarrow} \leq \sum_{i=1}^{l} y_{i}^{\downarrow}
$$

where $l=1, \ldots, n$.
One can notice that in the case of weak majorization, the vector trace of $x$ does not have to be the same as for $y$. Therefore, this definition can be utilized for non-normalized vectors.

The definition of weak majorization can be expressed by referring to the vectors arranged in the ascending order (i.e., $x^{\uparrow}$ ). This leads to the weak majorization from above.

Definition 8 (Weak majorization from above). We say that a vector $x \in \mathbb{R}^{n}$ is weakly majorized from above by $y \in \mathbb{R}^{n}$ (which is denoted by $x \prec^{w} y$ ) if and only if

$$
\sum_{i=1}^{l} x_{i}^{\uparrow} \geq \sum_{i=1}^{l} y_{i}^{\uparrow}
$$

where $l=1, \ldots, n$.
For weak majorization, we can enumerate a set of relations [27]

1. $x \prec y \quad \Leftrightarrow \quad x \prec_{w} y$ and $x \prec^{w} y$,
2. $x \prec_{w} y \quad \Rightarrow \quad \alpha x \prec_{w} \alpha y \quad$ for $\alpha \in \mathbb{R}_{+}$,
3. $x \prec^{w} y \quad \Rightarrow \quad \alpha x \prec^{w} \alpha y \quad$ for $\alpha \in \mathbb{R}_{+}$,
4. $x \prec_{w} y \quad \Leftrightarrow \quad-x \prec^{w}-y$.

## 3. Properties of Majorization

From the definitions of majorization, we can conclude that it is not a connected relation, which means that it does not have to apply to any two vectors. It can be demonstrated by
considering a simple example. For vectors $x=(0.5,0.4,0.1)$ and $y=(0.6,0.2,0.2)$, it is easy to notice that $\sim(x \prec y)$ and $\sim(y \prec x)$.

Each type of majorization $\left(\prec, \prec_{w}\right.$, and $\left.\prec^{w}\right)$ can be characterized by two properties, i.e., it is reflexive and transitive. These characteristics can be observed based on the definition of majorization

$$
\begin{array}{ll}
\forall x \in \mathbb{R}^{n} \quad x \prec x \quad \text { (reflexivity), } \\
\forall x, y, z \in \mathbb{R}^{n} & x \prec y \quad \text { and } \quad y \prec z \quad \Rightarrow \quad x \prec z \quad \text { (transitivity). }
\end{array}
$$

However, majorization is not a partial order since it does not satisfy the criterion for antisymmetry. More specifically, we can notice that

$$
\forall x, y \in \mathbb{R}^{n} \quad x \prec y \quad \text { and } \quad y \prec x \Rightarrow x=P y,
$$

where $P$ is a permutation matrix.
Furthermore, in the context of applications of majorization, we often utilize several other properties of majorization related to stochastic matrices and convex functions.

Definition 9 (Doubly stochastic matrix). An $n \times n$ matrix $D \in \mathbb{M}_{n}(\mathbb{R})$ is called doubly stochastic if its elements are non-negative and sum to one in each column and row, i.e., $d_{i j} \geq 0$, $\sum_{i=1}^{n} d_{i j}=1$, and $\sum_{j=1}^{n} d_{i j}=1$.

Theorem 1. Majorization $x \prec y$ holds if and only if, when there is a doubly stochastic matrix $D$,

$$
x=D y .
$$

Theorem 2. Let $f$ stand for an arbitrary convex function such that $f: \mathbb{R} \rightarrow \mathbb{R}$. Furthermore, let us assume that $\mathbb{R}^{n} \ni x \prec y \in \mathbb{R}^{n}$. Then, the following inequality is satisfied

$$
\sum_{i=1}^{n} f\left(x_{i}\right) \leq \sum_{i=1}^{n} f\left(y_{i}\right)
$$

Definition 10 (Special orthogonal group). A special orthogonal group in dimension $n$ contains every matrix $K$ that satisfies the conditions: $K^{T} K=\mathbb{I}_{n}$ and $\operatorname{det} K=1$, where by $\mathbb{I}_{n}$ we understand a $n \times n$ identity matrix. The special orthogonal group is denoted by $S O(n)$.

Theorem 3. For a vector $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, we introduce $D_{\lambda}$ that represents a diagonal matrix such that $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ lie on the main diagonal. Moreover, let $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ denote the diagonal elements of a matrix $A$ defined as $A:=K^{T} D_{\lambda} K$, where $K \in S O(n)$. Then, we have: $a \prec \lambda$. Vice versa, for two arbitrary vectors $a$ and $\lambda$ that satisfy the majorization relation $a \prec \lambda$, there exists a matrix $K \in S O(n)$ such that $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ are the diagonal elements of the matrix $A=K^{T} D_{\lambda} K$.

## 4. Majorization in the Set of Quantum States

A quantum state of a physical system $\mathcal{S}$ is represented by a density operator that is conventionally denoted by $\rho[29,30]$. The Hilbert space associated with the system is denoted by $\mathcal{H}$, and we assume that $\operatorname{dim} \mathcal{H}=d<\infty$. We fix the basis in $\mathcal{H}$ so that any density operator $\rho: \mathcal{H} \rightarrow \mathcal{H}$ can be represented by a matrix. Then, the state set that contains all physically legitimate density matrices (positive semidefinite, Hermitian of trace one) is denoted by $\mathcal{S}(\mathcal{H})$.

The density matrix contains all achievable knowledge about the system [31,32]. For any density matrix, we introduce a vector $\lambda(\rho)$ that contains the eigenvalues of $\rho$. Based on the properties of the density matrix, we notice that $\lambda(\rho)$ is a probability vector according to Definition 1.

Definition 11 (Majorization of quantum states). We say that a quantum state $\rho_{1}$ is majorized by a state $\rho_{2}$ (which is denoted by: $\rho_{1} \prec \rho_{2}$ ) when $\lambda\left(\rho_{1}\right) \prec \lambda\left(\rho_{2}\right)$.

For quantum states, majorization can be applied to compare how much the states are mixed. To be more specific, if $\rho_{1} \prec \rho_{2}$, one can assert that the state $\rho_{1}$ is not less mixed than the state $\rho_{2}$. In this context, one can notice that the relation of majorization is closely related to two well-known measures on quantum states-the von Neumann entropy and purity.

Definition 12 (von Neumann entropy). For a density matrix $\rho$, the von Neumann entropy, which is denoted by $S(\rho)$, can be computed from

$$
S(\rho):=-\operatorname{tr}(\rho \ln \rho)
$$

If the spectral decomposition of the density matrix is known, i.e., $\rho=\sum_{i=1}^{n} \xi_{i}|i\rangle\langle i|$, where $\left\{\xi_{i}\right\}$ is the spectrum and $|1\rangle, \ldots,|n\rangle$ are the eigenvalues of $\rho$, then the von Neumann entropy can be expressed as

$$
S(\rho)=-\sum_{i=1}^{n} \xi_{i} \ln \tilde{\xi}_{i},
$$

which demonstrates that the von Neumann entropy is the quantum analog to the classical information entropy introduced by C. Shannon [33].

The majorization of quantum states can be translated accordingly by using the notion of the von Neumann entropy.

Theorem 4. If $\rho_{1} \prec \rho_{2}$, then $S\left(\rho_{1}\right) \geq S\left(\rho_{2}\right)$.
Then, the statement about comparing the mixedness of quantum states can be formulated in terms of the von Neumann entropy, i.e., if $\rho_{1} \prec \rho_{2}$, we know that $\rho_{1}$ features at least the same amount of entropy as $\rho_{2}$.

The discussion about the mixedness of quantum states requires taking into account another measure that is called the purity and denoted by $\gamma$. According to the definition, for a density matrix $\rho$, we compute $\gamma:=\operatorname{tr} \rho^{2}$. We know that for pure states $\operatorname{tr} \rho^{2}=1$, whereas for mixed states $\operatorname{tr} \rho^{2}<1$. This property serves as a criterion to distinguish pure states from mixed. Furthermore, the minimum value of $\gamma$ can be determined by considering the maximally mixed state, which is $\rho_{0}=d^{-1} \mathbb{I}_{d}$, where $\mathbb{I}_{d}$ denotes a $d \times d$ identity matrix. For this density matrix, we get

$$
\operatorname{tr} \rho_{0}^{2}=\frac{1}{d^{\prime}}
$$

which allows us to write an inequality

$$
\forall \rho \in \mathcal{S}(\mathcal{H}) \quad \frac{1}{d} \leq \operatorname{tr} \rho^{2} \leq 1
$$

The link between majorization and the purity can be expressed by a statement analogous to Theorem 4.

Theorem 5. If $\rho_{1} \prec \rho_{2}$, then $\operatorname{tr} \rho_{1}^{2} \leq \operatorname{tr} \rho_{1}^{2}$.
Finally, let us revise a result that connects majorization with operations on quantum states.
Theorem 6 ([34]). $\rho_{1} \prec \rho_{2} \Longleftrightarrow$

$$
\rho_{1}=\sum_{i} p_{i} U_{i} \rho_{2} U_{i}^{*}
$$

where $p_{i}>0$ for all $i, \sum_{i} p_{i}=1$, and $U_{i}$ represents unitary operators. Furthermore, $X^{*}$ denotes the Hermitian transpose of $X$.

To conclude, it has been known that the von Neumann entropy and the purity are quantitative measures on quantum states that relate to the degree of mixedness. In addition, majorization can be used for comparing two states with respect to their entropy.

## 5. Geometry of Majorization for Qubits

The Bloch ball is a fundamental concept of the geometry of quantum states. It works as an illustrative model to represent pure and mixed quantum states associated with the Hilbert space such that $\operatorname{dim} \mathcal{H}=2$. The sphere comprises pure states, whereas mixed states are represented by points from the inside.

The state vector of a pure qubit $|\psi\rangle \in \mathcal{H}$ is completely characterized by two parameters, which are denoted, by convention, by $\theta$ and $\phi$. More specifically, we utilize the following representation [35]

$$
\begin{equation*}
|\psi\rangle=\binom{\cos \frac{\theta}{2}}{\sin \frac{\theta}{2} e^{i \phi}} \tag{3}
\end{equation*}
$$

where $0 \leq \theta \leq \pi$ and $0 \leq \phi<2 \pi$.
Alternatively, a pure qubit can be identified by a three-dimensional Cartesian vector $s \in \mathbb{R}^{3}$ such that

$$
s=\left(\begin{array}{c}
\cos \phi \sin \theta  \tag{4}\\
\sin \phi \sin \theta \\
\cos \theta
\end{array}\right)
$$

The conceptual difference between (3) and (4) relates to the fact that $|\psi\rangle$ belongs to the Hilbert space, which is complex, whereas $s$ is an element of the Euclidean space. Naturally, one can notice that $|s|=1$, which proves the spherical geometry.

In any case, each quantum state represented by (3) or (4) can be associated with a point on the Bloch sphere. As for mixed states, a conventional representation requires a fixed base in $\mathbb{M}_{2}(\mathbb{C})$, which denotes the space of $2 \times 2$ complex matrices. To constitute the basis, we utilize the identity matrix and the set of Pauli matrices

$$
\mathbb{I}_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

which allows us to decompose any qubit density matrix $\rho$ as

$$
\begin{equation*}
\rho=\frac{1}{2}\left(\mathbb{I}_{2}+s_{1} \sigma_{1}+s_{2} \sigma_{2}+s_{3} \sigma_{3}\right) \tag{5}
\end{equation*}
$$

where the coefficients $s_{1}, s_{2}, s_{3}$ are expressed by the Born rule $s_{i}=\operatorname{tr}\left(\rho \sigma_{i}\right)$ and constitute the Bloch vector for a mixed state

$$
s=\left(\begin{array}{l}
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right)
$$

For mixed states, we have $|s|<1$, which implies that these states lie inside the Bloch ball. Finally, for the maximally mixed state, one gets $|s|=0$, which means that $\rho_{0}=1 / 2 \mathbb{I}_{2}$ is situated in the middle of the ball.

The norm of the Bloch vector is usually denoted as $|s| \equiv r$. Then, the general formula for $\rho$ in (5) makes it possible to calculate the purity of any qubit state

$$
\begin{equation*}
\gamma(r)=\operatorname{tr} \rho^{2}=\frac{1}{2}\left(1+r^{2}\right) \tag{6}
\end{equation*}
$$

From (6), we see that the states that are equidistant from the center of the Bloch ball feature the same purity. Furthermore, for two quantum states, we can indicate the one that
is more mixed by comparing their Bloch vectors. This observation can be formulated as a theorem in reference to majorization.

Theorem 7. For two quantum states $\rho_{1}, \rho_{2} \in S\left(\mathcal{H}_{2}\right)$

$$
\rho_{1} \prec \rho_{2} \quad \Longleftrightarrow \quad r_{1} \leq r_{2}
$$

where $r_{1}$ and $r_{2}$ represent the norms of the Bloch vectors of $\rho_{1}$ and $\rho_{2}$, respectively.
Proof. From (5), one can compute the spectrum of any density matrix

$$
\lambda(\rho)=\left(\frac{1-r}{2}, \frac{1+r}{2}\right)
$$

and put it in the descending order

$$
\lambda^{\downarrow}(\rho)=\left(\frac{1+r}{2}, \frac{1-r}{2}\right)
$$

Then, $\rho_{1} \prec \rho_{2}$ based on Definition 2 is equivalent to

$$
\frac{1+r_{1}}{2} \leq \frac{1+r_{2}}{2}
$$

which, after straightforward operations, gives us

$$
r_{1} \leq r_{2} .
$$

## 6. Majorization Monotone Dynamics

Definition 13. We say that the time evolution of a quantum state $\rho(t)$ is majorization monotone if and only if

$$
\forall t_{1}<t_{2} \quad \rho\left(t_{2}\right) \prec \rho\left(t_{1}\right) .
$$

Based on what has already been said, we can comment that a majorization monotone dynamics refers to such quantum evolution that features nondecreasing entropy (or nonincreasing purity). Two specific types of such evolution can be given. First, unitary evolution, which is the most basic form of quantum dynamics, satisfies Definition 13 since it does not affect the spectrum of the density operator and preserves the purity of the state. Consequently, the vector $\lambda(\rho(t))$ is time-independent, which implies that majorization is satisfied based on the property of reflexivity. The other, less trivial, model that satisfies Definition 13, involves an evolution of strictly increasing entropy. In such a case, any initial quantum state monotonically loses its purity as we maintain the evolution.

In general, by following Ref. [21], we can formulate the necessary and sufficient condition for majorization monotone dynamics.

Theorem 8 (Majorization monotone dynamics [21]). The time evolution of a d-level quantum system is majorization monotone if and only if

$$
\rho\left(t_{1}\right)=\frac{1}{d} \mathbb{I}_{d} \quad \Rightarrow \quad \forall t_{2}>t_{1} \quad \rho\left(t_{2}\right)=\frac{1}{d} \mathbb{I}_{d}
$$

Proof. In simple terms, the condition from Theorem 8 claims that the maximally mixed state needs to be the stationary state to guarantee that the dynamics is majorization monotone. Intuitively, it is clear that this should be the necessary condition since such a type of evolution cannot increase purity. However, the most interesting aspect of this theorem
relates to the fact that this condition is also sufficient for majorization monotone dynamics. Below, we revise the proof that was originally presented in Ref. [21].

First, let us represent the transformation of the quantum system by means of the Kraus operators [36,37]

$$
\begin{equation*}
\rho\left(t_{2}\right)=\sum_{i} K_{i} \rho\left(t_{1}\right) K_{i}^{*} \tag{7}
\end{equation*}
$$

which have to satisfy the necessary condition to preserve the trace of the density matrix

$$
\begin{equation*}
\sum_{i} K_{i}^{*} K_{i}=\mathbb{I}_{d} \tag{8}
\end{equation*}
$$

Next, if we assume that the maximally mixed state is stationary, i.e.,

$$
\rho\left(t_{1}\right)=\rho\left(t_{2}\right)=\frac{1}{d} \mathbb{I}_{d},
$$

and substitute this assumption into (7), we get another constraint on the Kraus operators

$$
\begin{equation*}
\sum_{i} K_{i} K_{i}^{*}=\mathbb{I}_{d}, \tag{9}
\end{equation*}
$$

which expresses the fact that the map (7) has to be unital (i.e., identity-preserving).
Next, we diagonalize both density matrices

$$
\begin{aligned}
& \rho\left(t_{1}\right)=U_{1} \Lambda\left(\rho\left(t_{1}\right)\right) U_{1}^{*}, \\
& \rho\left(t_{2}\right)=U_{2} \Lambda\left(\rho\left(t_{2}\right)\right) U_{2}^{*},
\end{aligned}
$$

where $\Lambda(\rho)$ represents a diagonal matrix with the eigenvalues of $\rho$ on the main diagonal. By substituting such decompositions into (7), we obtain

$$
U_{2} \Lambda\left(\rho\left(t_{2}\right)\right) U_{2}^{*}=\sum_{i} K_{i} U_{1} \Lambda\left(\rho\left(t_{1}\right)\right) U_{1}^{*} K_{i}^{*}
$$

which can be further converted into

$$
\Lambda\left(\rho\left(t_{2}\right)\right)=\sum_{i} U_{2}^{*} K_{i} U_{1} \Lambda\left(\rho\left(t_{1}\right)\right) U_{1}^{*} K_{i}^{*} U_{2}
$$

By denoting $V_{i} \equiv U_{2}^{*} K_{i} U_{1}$, we get:

$$
\Lambda\left(\rho\left(t_{2}\right)\right)=\sum_{i} V_{i} \Lambda\left(\rho\left(t_{1}\right)\right) V_{i}^{*}
$$

One can easily verify that

$$
\begin{aligned}
& \sum_{i} V_{i} V_{i}^{*}=U_{2}^{*}\left(\sum_{i} K_{i} K_{i}^{*}\right) U_{2}=\mathbb{I}_{d} \\
& \sum_{i} V_{i}^{*} V_{i}=U_{1}^{*}\left(\sum_{i} K_{i} K_{i}^{*}\right) U_{1}=\mathbb{I}_{d}
\end{aligned}
$$

Consequently, we conclude that we have a linear operation that transforms $\lambda\left(\rho\left(t_{1}\right)\right)$ into $\lambda\left(\rho\left(t_{2}\right)\right)$. It means that there exists a matrix $D$ such that

$$
\lambda\left(\rho\left(t_{2}\right)\right)=D \lambda\left(\rho\left(t_{1}\right)\right)
$$

The entries of $D$ can be computed by

$$
D_{\alpha \beta}=\sum_{i}\left|\left(V_{i}\right)_{\alpha \beta}\right|^{2},
$$

where $\left(V_{i}\right)_{\alpha \beta}$ stands for the entry from the $\alpha$ th row and $\beta$ th column of the matrix $V_{i}$. It allows one to verify that

$$
\begin{aligned}
& \sum_{\alpha} D_{\alpha \beta}=1, \\
& \sum_{\beta} D_{\alpha \beta}=1,
\end{aligned}
$$

which implies that $D$ is a doubly stochastic matrix. As a result, on the basis of Theorem 1, one can agree that

$$
\lambda\left(\rho\left(t_{2}\right)\right) \prec \lambda\left(\rho\left(t_{1}\right)\right),
$$

which, according to Definition 11, means that

$$
\rho\left(t_{2}\right) \prec \rho\left(t_{1}\right) \quad \forall t_{2}>t_{1} .
$$

The last conclusion finishes the proof since it has been demonstrated that the existence of the stationary state is given by $\rho_{0}=d^{-1} \mathbb{I}_{d}$, sufficient to announce that the dynamics are majorization monotone.

Majorization monotone dynamics can be realized by random unitary channels [38], which are unital from the definition. Let us suppose that the time-evolution of any initial state $\rho(0)$ can be described by a dynamical map

$$
\begin{equation*}
\rho(t)=\sum_{k} q_{k}(t) \mathcal{U}_{k}(t) \rho(0) \mathcal{U}_{k}^{*}(t) \equiv \Lambda_{t}^{\text {rand }}[\rho(0)] \tag{10}
\end{equation*}
$$

where $q_{k}(t)$ defines a time-dependent probability distribution, i.e.,

$$
\begin{equation*}
\forall t \geq 0 \quad q_{k}(t) \geq 0 \quad \text { and } \quad \sum_{k} q_{k}(t)=1 \tag{11}
\end{equation*}
$$

and $\left\{\mathcal{U}_{k}(t)\right\}$ represents a set of one-parameter family of unitary operators

$$
\begin{equation*}
\forall k \quad \forall t \geq 0 \quad \mathcal{U}_{k}^{-1}(t)=\mathcal{U}_{k}^{*}(t) \tag{12}
\end{equation*}
$$

Definition (10) with conditions (11) and (12) guarantee that the map $\Lambda_{t}^{\text {rand }}$ is unital, i.e., $\Lambda_{t}^{r a n d}\left[\mathbb{I}_{d}\right]=\mathbb{I}_{d}$, which implies that the evolution is majorization monotone. For qubit dynamics, any unital map is random unitary and has the form (10). Specific types of random unitary dynamics are investigated within the quantum information theory; see, for example, Ref. [39].

## 7. Quantum Communication under Majorization Monotone Dynamics

The impact of majorization monotone dynamics on quantum communication can be discussed in reference to the distinguishability of quantum states. First, we introduce the trace distance, which is a direct measure of the distinguishability between two states [35,40]

$$
\begin{equation*}
\mathcal{D}\left(\rho_{1}, \rho_{2}\right):=\frac{1}{2} \operatorname{tr}\left\|\rho_{1}-\rho_{2}\right\|, \tag{13}
\end{equation*}
$$

where $\|A\|=\sqrt{A^{*} A}$. The quantity (13), for any two states, satisfies the inequality

$$
0 \leq \mathcal{D}\left(\rho_{1}, \rho_{2}\right) \leq 1
$$

where $\mathcal{D}\left(\rho_{1}, \rho_{2}\right)=1$ corresponds to such states $\rho_{1}$ and $\rho_{2}$ that are orthogonal. The notion of the trace distance enables us to construct a probability measure that quantifies the chances of successfully differentiating $\rho_{1}$ from $\rho_{2}$ based on a single measurement, provided the states are sent with the same probability [41-43]

$$
\begin{equation*}
p=\frac{1}{2}\left(1+\mathcal{D}\left(\rho_{1}, \rho_{2}\right)\right) . \tag{14}
\end{equation*}
$$

One can notice that for a pair of orthogonal states, we obtain from (14) $p=1$, which guarantees perfect distinguishability between $\rho_{1}$ and $\rho_{2}$. Therefore, multiple quantum communication schemes have utilized orthogonal states for encoding information, including the celebrated QKD protocols, such as BB84 [44] or E91 [45]. However, initially prepared quantum states undergo decoherence processes as they are sent from the source to the receiver. In particular, the polarization state of light is convenient for information encoding, albeit the state can change during the transmission of photons. Consequently, the information stored in the photon polarization may be lost. In quantum computing, we can implement different types of quantum error correction codes to protect quantum information from errors caused by decoherence and other sources of quantum noise [46,47].

### 7.1. Example 1: Qubit Dephasing

As a specific example, we consider a two-level decoherence model that is characterized by following time-dependent Kraus operators [35,48]

$$
\begin{equation*}
K_{0}(t)=\sqrt{\frac{1+\kappa(t)}{2}} \mathbb{I}_{2}, \quad K_{1}(t)=\sqrt{\frac{1-\kappa(t)}{2}} \sigma_{3}, \tag{15}
\end{equation*}
$$

where $\kappa(t)=\exp (-\gamma t)$ and $\sigma_{3}$ denotes one the the Pauli matrices, as introduced in Section 5. Here, $\gamma$ denotes the decoherence rate and $\kappa(t)$ is called the damping factor.

The dynamics (15), which is commonly referred to as dephasing, gives rise to a dynamical map

$$
\begin{equation*}
\rho(t)=\sum_{i=0}^{1} K_{i}(t) \rho(0) K_{i}^{*}(t)=\frac{1+\kappa(t)}{2} \rho(0)+\frac{1-\kappa(t)}{2} \sigma_{z} \rho(0) \sigma_{z} \equiv \Lambda_{t}[\rho(0)] . \tag{16}
\end{equation*}
$$

Dephasing (16), which is an example of pure decoherence, is a ubiquitous mechanism that evokes a loss of quantum properties [49]. In quantum optics, different approaches have been proposed to protect a photonic qubit from dephasing in a communication channel, for example, a dynamical decoupling technique [50]. On the other hand, there are frameworks that facilitate a better control of this decoherence process, such as a generic simulator for one-qubit dephasing [51].

From the properties of the Pauli matrices, one can notice that

$$
\Lambda_{t}\left[\mathbb{I}_{2}\right]=\mathbb{I}_{2}
$$

which means that the dynamical map (16) is unital, and consequently, it satisfies the condition for majorization monotone dynamics, see Theorem 8. Therefore, during the evolution (16), the purity of the initial state $\rho(0)$ can never increase. More specifically, such evolution describes, in the geometric context, the shrinking of the Bloch ball uniformly in the $x$ and $y$ directions, while $z$ is left intact. The impact of the decoherence process (16) on quantum communication can be quantified by computing the probability (14) of distinguishing between two orthogonal states. We consider an arbitrary qubit $|\psi\rangle$ (3) and its orthogonal counterpart $\left|\psi_{\perp}\right\rangle$ such that $\left\langle\psi \mid \psi_{\perp}\right\rangle=0$. Then, we can compute

$$
\begin{align*}
p(t) & =\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\rho_{1}(t)-\rho_{2}(t)\right\|\right)=\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\Lambda_{t}[|\psi\rangle\langle\psi|]-\Lambda_{t}\left[\left|\psi_{\perp}\right\rangle\left\langle\psi_{\perp}\right|\right]\right\|\right)  \tag{17}\\
& =\frac{1}{2}\left(1+\sqrt{\cos ^{2} \theta+\exp (-2 \gamma t) \sin ^{2} \theta}\right) .
\end{align*}
$$

The function $p(t)$ from (17) depends on two parameters: $\theta$, which characterizes the state $|\psi\rangle$, and $\gamma$, which can be understood as the decoherence rate. We observe that $\phi$ does not affect $p(t)$, which is expected since the decoherence model (16) induces the phasedamping effects uniformly in the XOY plane. Furthermore, we observe that if $\theta=0$ or $\theta=\pi$, then for all $t \geq 0$, one obtains $p(t)=1$, which confirms that the states lying along the $z$ axis belong to the DFS and are optimal for information encoding. In the context of photon polarization, it means that the information should be encoded using vertical and horizontal polarization states. The polar axis of the Bloch sphere is a geometric representation of the one-dimensional DFS, which contains the quantum states that are resilient to decoherence associated with qubit dephasing.

To observe in detail the properties of $p(t)$, we present three plots in Figure 1, which correspond to different values of $\theta$. One can observe how the distinguishability between two orthogonal states degenerates as the evolution continues. This phenomenon implies that the error probability in quantum communication increases due to the overlap between the basis states. One can notice that

$$
\begin{equation*}
\forall \gamma>0 \quad \lim _{t \rightarrow \infty} p(t)=\frac{1}{2}(1+|\cos \theta|), \tag{18}
\end{equation*}
$$

which is demonstrated in Figure 1 by the fact that each plot converges to a specific value as we increase $t$. In particular, for $\theta=\pi / 2$, we see that $\lim _{t \rightarrow \infty} p(t)=1 / 2$, which proves that the states from the equator of the Bloch ball are the least efficient in information encoding if the system undergoes a majorization monotone dynamics according to (16).


Figure 1. Plots of $p(t)$ according to (17) for three values of $\theta$. Other parameters: $\gamma=1$ (arb. unit).

### 7.2. Example 2: Time-Dependent Bit Flip Channel

The second example involves a time-dependent bit flip channel defined by the Kraus operators [35]

$$
\begin{equation*}
K_{0}(t)=\sqrt{\frac{1+\kappa(t)}{2}} \mathbb{I}_{2}, \quad K_{1}(t)=\sqrt{\frac{1-\kappa(t)}{2}} \sigma_{1}, \tag{19}
\end{equation*}
$$

where $\kappa(t)$ denotes the same decoherence function as in (15) and $\sigma_{1}$ is one of the Pauli matrices. As in the previous example, the dynamical map (19) is unital, which implies that the condition for majorization monotone dynamics is satisfied. Geometrically speaking, the action of this map shrinks the Bloch ball uniformly in the YOZ plane, while the states on the $x$ axis are left untouched.

For an arbitrary pair of orthogonal states, $|\psi\rangle$ and $\left|\psi_{\perp}\right\rangle$, we compute

$$
\begin{align*}
p(t) & =\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\rho_{1}(t)-\rho_{2}(t)\right\|\right)=\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\Lambda_{t}[|\psi\rangle\langle\psi|]-\Lambda_{t}\left[\left|\psi_{\perp}\right\rangle\left\langle\psi_{\perp}\right|\right]\right\|\right)  \tag{20}\\
& =\frac{1}{2}\left(1+e^{-\gamma t} \sqrt{\cos ^{2} \theta+e^{\gamma t} \sin ^{2} \theta(\cosh \gamma t+\cos 2 \phi \sinh \gamma t)}\right)
\end{align*}
$$

In this case, $p(t)$ depends on both parameters that characterize an arbitrary pure qubit. To illustrate the impact of this decoherence model on the discrimination probability, we present three plots in Figure 2.


Figure 2. Plots of $p(t)$ according to (20) for three combinations of $\theta$ and $\phi$. Other parameters: $\gamma=1$ (arb. unit).

Furthermore, one can also calculate

$$
\begin{equation*}
\forall \gamma>0 \quad \lim _{t \rightarrow \infty} p(t)=\frac{1}{2}(1+|\cos \phi \sin \theta|) \tag{21}
\end{equation*}
$$

which shows how the equilibrium value of the discrimination probability depends on the geometry of the initial state.

From (20), one can observe that if $\theta=\pi / 2$ and $\phi=0$, then $p(t)=1$ for all $t \geq 0$. It proves that the pair of orthogonal states that lie on the $x$ axis is optimal for information encoding

$$
|\psi\rangle=\frac{1}{\sqrt{2}}\binom{1}{1}, \quad\left|\psi_{\perp}\right\rangle=\frac{1}{\sqrt{2}}\binom{1}{-1}
$$

which implies that the information should be encoded using diagonal and antidiagonal polarization states. In other words, the $x$ axis is a geometric representation of the one-dimensional DFS, which comprises the states that remain unchanged subject to the considered dynamical map.

### 7.3. Example 3: Qubit Depolarization

As the last example, we consider qubit dynamics given by a random unitary channel defined by the operators [35,48]

$$
\begin{equation*}
K_{0}(t)=\sqrt{\frac{1+3 \kappa(t)}{4}} \mathbb{I}_{2}, \quad\left\{K_{i}(t)=\sqrt{\frac{1-\kappa(t)}{4}} \sigma_{i}\right\}_{i=1,2,3} . \tag{22}
\end{equation*}
$$

The dynamical map defined by the operators (22) describes a depolarization process that uniformly shrinks the entire Bloch ball toward the maximally mixed state. For an arbitrary pair of orthogonal states, we get the discrimination probability

$$
\begin{align*}
p(t) & =\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\rho_{1}(t)-\rho_{2}(t)\right\|\right)=\frac{1}{2}\left(1+\frac{1}{2} \operatorname{tr}\left\|\Lambda_{t}[|\psi\rangle\langle\psi|]-\Lambda_{t}\left[\left|\psi_{\perp}\right\rangle\left\langle\psi_{\perp}\right|\right]\right\|\right)  \tag{23}\\
& =\frac{1}{2}\left(1+e^{-\gamma t}\right) .
\end{align*}
$$

The result (23) does not depend on the parameters $\theta$ and $\phi$ that characterize the state $|\psi\rangle$, which is consistent with the fact that this evolution is spherically symmetric. Moreover, let us consider the plots of $p(t)$ for different depolarization parameters $\gamma$. In Figure 3, one finds three plots that demonstrate the exponential decay of the distinguishability for three values of $\gamma$.


Figure 3. Plots of $p(t)$ according to (23) for three values of $\gamma$.
Finally, for depolarization, we see that

$$
\begin{equation*}
\forall \gamma>0 \quad \lim _{t \rightarrow \infty} p(t)=\frac{1}{2}, \tag{24}
\end{equation*}
$$

which confirms that, in this case, there is no optimal strategy for the choice of a basis for quantum communication. The only quantum state that remains invariant under the depolarizing dynamical map is the maximally mixed state, i.e., $\Lambda_{t}\left[\rho_{0}\right]=\rho_{0}$ (where $\rho_{0}=1 / 2 \mathbb{I}_{2}$ ), which results from the definition of majorization monotone dynamics. However, no information can be encoded on such a quantum state.

## 8. Conclusions

Quantum communication requires well-characterized quantum states that can be used as carriers of information. Besides protocols that guarantee the security of communication, we need to investigate external factors that can affect the entire process. A realistic framework for optical QKD should take into account different sources of errors, such as optical losses, fiber attenuation, polarization misalignment, or limited capability of single-photon detectors [52]. The same goes for quantum computers, where any feasibility study should involve distortionary phenomena, such as decoherence, off-resonance qubit evolution, and undesired qubit-qubit residual interaction in the case of nuclear magnetic resonance quantum hardware [53].

In this paper, we analyzed how the orthogonality of basis states was influenced by majorization monotone dynamics. The mathematical formalism allowed us to investigate the time evolution of an arbitrary pair of orthogonal states. The discrimination probability could be used to quantify the accuracy of the quantum communication in the time domain. For some dynamical maps, it was possible to determine optimal pairs of orthogonal states
that belonged to the decoherence-free subspace. For such states, quantum information was protected from the detrimental impact of decoherence.

In each example of majorization monotone dynamics, we obtained a specific formula for the discrimination probability for an arbitrary pair of initially orthogonal quantum states. The results depended on the decoherence rate and the parameters that characterized initial qubits. Therefore, one could investigate the relation between the impact of decoherence and the geometry of input states. States from different regions of the Bloch sphere could be compared in terms of their resilience to the quantum noise caused by majorization monotone dynamics.

Further development of quantum materials is essential to explore novel methods and protocols for optical quantum communication. For example, G-centers in silicon are near-infrared photon emitters with emerging applications as single-photon sources [54]. Moreover, different frameworks that aim to protect photonic qubits from environmental noise are expected to gain relevance in future implementations [55].

Furthermore, in the future, we can consider purification procedures to reverse the detrimental impact of majorization monotone dynamics on quantum communication. In particular, quantum distillation can be implemented to regain the coherence of states contaminated by noise [56]. In addition, by introducing a second environment, either natural or engineered, we can purify a quantum state up to a certain (possibly arbitrarily small) threshold [57]. Such frameworks are intrinsically limited by bounds that result from the fundamental laws of quantum physics [58].
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