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Abstract: The event-triggered consensus of multi-agent systems received extensive attention in
academia and industry perspectives since it ensures all agents eventually converge to a stable state
while reducing the utilization of network communication resources effectively. However, the practical
limitation of the actuator could lead to a saturation phenomenon, which may degrade the systems
or even induce instability. This paper plans to offer a detailed review of some recent results in the
event-triggered consensus of multi-agent systems subject to actuator saturation. First, the multi-
agent system model with actuator saturation constraints is given, and the basic framework of the
event-triggering mechanism is introduced. Second, representative results reported in recent valuable
papers are reviewed based on methods for dealing with saturated terms, including low-gain feedback,
sector-bounded conditions, and convex hull representations. Finally, some challenging topics worthy
of research efforts are dicussed for future research.

Keywords: event-triggered consensus; multi-agent systems; actuator saturation; low-gain feedback;
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1. Introduction

The investigation on multi-agent systems (MASs) received great attention due to
its wide range of application scenarios, including robot team control [1–3], unmanned
aerial vehicle formation control [4,5], sensor network control [6–8], power grid control [9],
etc. The consensus problem is one of the most popular issues among researchers, which
intended to make all agents of MASs converge to the expected state. A key issue about
consensus control of MASs is how to design an appropriate control protocol such that the
consensus of MASs can be achieved. However, due to large-scale agent actions and the
complexity of information exchange in MASs, it is really difficult or even unrealistic to adopt
a conventional simple centralized control strategy. In order to investigate the consensus
problem of MASs, academia prefers to employ a distributed control method that uses the
information exchange between neighboring agents in a shared information network. Over
the past decade, some distributed control methods have been presented [10–15].

According to the traditional consensus control protocol, it is widely assumed that
control signals can be transmitted to agents in MASs continuously. However, the afore-
mentioned assumption is harsh because it requires the network of the MASs to provide
sufficient communication resources, which is difficult in practical environments, especially
considering that agents are powered by limited energy devices, such as batteries. Moreover,
the communication resources and bandwidth of the MASs are limited at a certain time.
Therefore, a suitable distributed control protocol not only needs to ensure the control
performance of the system but also needs to consider the limitation of communication
resources. One formerly adopted method is time-triggered control (TTC), where the ac-
tion of information sampling is triggered by preset sampling periodic intervals [16–19].
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However, subsequent research studies have found that this method not only consumes
excessive communication resources but also behaves poorly in the presence of external
interference in systems [20]. On the other hand, if control protocols require frequent infor-
mation updates, it may lead to detrimental results in the system, such as communication
congestion and increased packet loss. It is well-known that communication congestion
will deteriorate related performance indicators, such as severe time-delay phenomenon
and reduced throughput, thus inevitably destroying the stability, reliability, and rapidity
of the system. Therefore, it is of great theoretical and practical significance to design a
distributed control protocol that can not only satisfy the control performance to the greatest
extent but also simultaneously reduce the communication frequency in the system as much
as possible.

The adoption of the event-triggered control (ETC) provides an effective solution to the
above problems [21]; since then, it has been a focus of attention from the researchers [22,23].
Distinct from the TTC, the controller update is implemented if the predefined event-
triggered mechanism (ETM) is violated, which helps save communication resources [24].
Essentially, the triggered instant of ETC depends on the state change inside the system,
while the triggered instant of TTC depends on the time period pre-defined by the designer,
which cannot reflect the internal laws of the system. For example, if the system has a
stable trend, i.e., the system state changes are quite small, the ETC can significantly reduce
the update frequency of information and economize communication resources compared
with TTC [24]. Benefiting from this advantage, research studies related to ETC attracted
tremendous attention in the last decade. The research on ETC are quite mature, particularly
on fault detection approaches, the influence of disturbances, modeling errors, and various
uncertainties in the real systems. The event-triggered consensus problem of a fuzzy-basis-
dependent event generator and an asynchronous filter of fuzzy Markovian jump systems
was investgated in [25]. Djordjevic [26] considered the data-driven optimal controller
of hydraulic servo actuators with completely unknown dynamics. An event-triggered
observation scheme was considered for a perturbed nonlinear dynamical system in [27].
Moreover, [28] investigated the adaptive neural network fixed-time tracking control issue.
In addition to the above results, a number of meaningful results emerged [20,29–37].

It can be seen from the above discussion that ETC has obvious practical significance,
i.e., to reduce the utilization of system communication network resources. While it is
obvious that ETC is aimed at the optimization of the control input, another practical
issue concerning the control input also deserves special attention, namely the saturation
phenomenon of the actuator. In practical situations, the amplitude and frequency of
the controller output current and voltage are limited, and the motor output torque and
rotational speed are limited. A large number of engineering practices have shown that
ignoring the constraints of the saturation phenomenon will degrade the performance of the
system and even lead to catastrophic consequences. One of the most famous examples is
the crash of Plane YF-22 [38]. Therefore, the saturation treatment of the system is a issue
worthy of great efforts, and a series of important results emerged. Among the current
methods, the sector-bounded condition, low-gain feedback, and convex hull representation
are the most popular methods. Da Silva et al. [39] proposed the sector-bounded condition,
and the stability analysis of system is successfully transformed into the solution of linear
matrix inequalities (LMIs) by introducing the sector inequality. Lin [40] proved that by
solving the parametric algebraic Riccati equation (ARE), the low-gain feedback method can
retain the control input within the saturation threshold, i.e., the system does not exhibit the
saturation. As a novel result, Hu [41] introduced the convex hull theory to the treatment of
saturation terms. Since then, a large number of meaningful research results on saturation
control emerged in academia; see [42–50].

It is widely acknowledged that research studies of event-triggered consensus control
protocols for MASs with actuator saturation are more challenging compared to the ones for
a single system. The difficulties of research studies mainly come from the following aspects.
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(i) The distributed control protocol and ETM contain complex information coupling, i.e.,
the state information of individual agents and their neighbors in the communication network.

(ii) Distinct from the low-gain feedback method, the sector-bounded condition and
convex hull representation focus on semi-global stabilization, so there is an effective vector
space domain called the domain of attraction (DOA), and the processing of saturation terms
is reasonable only in this domain. Due to the introduction of the ETM, which makes the
control input more complex, the estimation of DOA will be more complicated and difficult
than the situation without ETM.

(iii) Difficulty in ruling out Zeno phenomenon, which means an infinite number of
triggered events for a limited period of time: When it comes to saturated systems under ETC,
some existing studies use the sector-bounded condition method to simplify the estimation
problem of the DOA [51,52], whlie few studies focus on convex hull representation, which
is a less conservative approach. The estimation problem of the DOA will be analyzed in
detail below.

On the basis of the review papers [23,53–55], we review the event-triggered consensus
problem of saturated MASs in recent years. Based on the different methods dealing with
saturation, the design problem of feasible event-triggered consensus control protocols
for MAS subjects relative to actuator saturation is analyzed. The structure of this paper
is organized as follows. Section 2 provides the description of common MASs actuator
saturation and the introduction of the working mechanisms of ETC. Based on three methods
dealing with saturation, i.e., sector-bounded condition, low-gain feedback, and convex hull
representation, this paper reviews the design problems of control strategies with reference
values in recent years and analyzes their respective advantages and disadvantages in
Section 3. Section 4 reviews one simulation example and its comparative experiments to
specify performance evaluation indicators. Section 5 summarizes challenging topics about
related fields in the future. The conclusion of this paper is provided in Section 6.

Throughout the paper, the following symbols will be used. I[1, N] represents the set
of consecutive integers {1, 2, · · · , N}, and sign(·) means the symbol function. ⊗ is the
Kronecker product. For matrix A, A > 0 (≥ 0) represents a semi-positive definite matrix,
and A < 0 (≤ 0) represents a semi-negative definite matrix.

2. System Description and Preliminaries

In this section, we first provide a description of the common model of MAS that is
subject to actuator saturation, along with the distributed control protocol. Next, a general
framework of the distributed ETM is proposed.

2.1. Multi-Agent Systems with Actuator Saturation

In order to summarize the existing theoretical results in a unified manner, we provide
the following system description based on [56]. Two types of MASs are provided: leaderless
one and leader–follower one, respectively.

ẋi(t) = Axi(t) + BUsat(ui(t)), i ∈ I[1, N]. (1){
ẋ0(t) = Ax0(t),

ẋi(t) = Axi(t) + BUsat(ui(t)), i ∈ I[1, N].
(2)

MAS (1) represents leaderless one, and (2) represents leader–follower one. N rep-
resents the number of agents in MAS (2), and the nunber of agents in the MAS (1) is
N + 1 because of the existence of one leader agent. x0(t) indicates the state of the leader
agent, xi(t) ∈ Rn represents the state of the follower agent, and ui(t) ∈ Rm is the con-
trol input of the ith agent. A ∈ Rn×n and B ∈ Rn×m are given matrices related to the
systems. It is assumed that matrices (A, B) are stabilizable. The saturation function
Usat(ui(t)) ∈ Rm is described by Usat(ui(t)) = [Usat(ui1(t)), · · · , Usat(uim(t))]T, where
Usat(uip(t)) = sign(uip)min{|uip(t)|, u0}, p ∈ I[1, m], and u0 is the saturation threshold.
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The communication network of the MASs can be represented by a directed or undi-
rected graph G = (V , E , A ), where V = {v1, v2, · · · , vN} stands for the set of vertex,
which represents N agents (for example, v1 stands for the 1th agent in the MAS), and
E ⊆ V × V represents the set of edges. In graph G , edge εij = (vi, vj) represents the
fact that agent vj can receive information from agent vi. Therefore, vertex vl is called a
neighbor of agent vi and Ni = {vj ∈ V : εij ∈ E } is called the neighbourhood of the agent
vi. The weighting adjacency matrix is defined by A = [aij] ∈ RN×N , which represents
the existence and strength of inter-agent communications. Thus, it is defined that aij > 0
if εij ∈ E and aij = 0 if εij /∈ E . We define a degree matrix D = diag[dii] ∈ RN×N with
dii = ∑N

j=1 aij. Afterall, the Laplacian matrix L of the araph G is given by L = D −A.
The above graph theory describes a leaderless MAS. When MAS has a leader, an

additional matrix needs to be defined by B = diag[bi] ∈ RN×N , where bi > 0 means that
agent vi is able to receive information from leader agent v0; otherwise, bi = 0. We define
the Laplacian matrix of graph G with the leader agent byH = L+ B.

It is said that MAS (1) with actuator saturation has achieved consensus if all agents’
states converge to the same value under control protocol ui(t) and initial conditions xi(0) ∈
X ⊂ Rn, i.e., limt→∞ ‖xi(t)− xj(t)‖ = 0. Set X as the DOA mentioned above. As for the
leader–follower MAS (2), the consensus requires all follower agents to be consistent with
the leader agent eventually, i.e., limt→∞ ‖xi − x0‖ = 0.

Compared with the common linear MASs studied before, the difference between
MASs (1), (2) and the linear ones is that there exists the limitation of actuator saturation
Usat(ui(t)), which also makes the system nonlinear. Therefore, the lemmas required to deal
with the saturation term are presented below.

Lemma 1 ([57]). Define the dead zone function Φ(s) = Usat(s)− s, where s ∈ Rm. Then, for any
diagonal positive definite matrix T ∈ Rm×m, the following inequality holds:

ΦT(s)T(Φ(s) + w) ≤ 0,

if vectors s and w belong to the set S(s, w, u0) = {s ∈ Rm, w ∈ Rm : ‖s− w‖∞ ≤ u0}.

Lemma 2 ([58]). If all eigenvalues of matrix A are in the closed left-half s-plane, then for any
ε ∈ (0, 1], there exists a unique matrix P(ε) > 0 such that the following ARE is satisfied:

AT P(ε) + P(ε)A− P(ε)BBT P(ε) + εIN = 0,

and limε→0 = 0.

Lemma 3 ([59]). If there exist matrices F, H∈Rm×n, then the saturation term can be represented
by the following:

Usat(Fx) ∈ co
{

DrFx + D−r Hx
}

, k ∈ I[1, 2m],

where x ∈ L (H, u0), co{·} is the convex hull of a set, and Dr is a diagonal matrix with diagonal
elements being either 1 or 0, D−r = I − Dr. L (H, u0) = {x ∈ Rn : ‖Hx‖∞ ≤ u0}.

Lemmas 1–3 are the basis for using the three saturation-processing methods, i.e.,
sector-bounded condition, low-gain feedback, and convex hull representation, respectively.
For details, please refer to the papers in Section 1, and they will also be analyzed in the
next section.

In order to achieve the consensus of MAS, the following common control protocol is
proposed [56]:

ui(t) = K ∑
j∈Ni

aij(xi(t)− xj(t)) + bi(xi(t)− x0(t)), (3)

where K is the gain matrix to be designed. Moreover, we have bi 6= 0 if MASs have a leader
agent, and bi = 0 otherwise.
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In the application of the control protocol (3), the control protocol needs to continuously
acquire all required agents’ states, which will cause a large consumption of communication
resources. To solve this problem, ETC is proposed and widely used because it can effectively
save communication resources since it avoids continuous updates of the controller. Next,
we introduce its basic framework and mechanism.

Remark 1. Different from the event-triggered consensus problem reviewed in [23], this paper
considers the limitation of actuator saturation additionally, so the content of this paper can be
regarded as a broader and general result. According to the commonly used saturation-processing
methods mentioned above, this paper specifically discusses the processing methods for the event-
triggered consensus problem in the presence of saturation phenomena.

2.2. The Framework of Event-Triggered Mechanism

Figure 1 shows the basic working principle of ETC roughly, and it can be seen that the
difference from traditional MASs is the introduction of event-triggered detectors (marked
by dotted lines). As a key component of ETC, the detector is responsible for collecting
measurement information from the sensor, and then it judges whether the triggered mecha-
nism is violated according to the pre-designed ETM. If the triggered mechanism is violated,
the trigger is switched on, allowing the information of the sensor to be transmitted to
the controller of the agent i, along with the update of the information of the controller i.
Moreover, the real-time information will be transmitted to the neighbors of agent i through
the communication network. It should be noted that the communication between the
sensor and the detector may be continuous, i.e., the ETM is continuously monitored for
violations, which also causes a certain degree of waste of communication resources. There-
fore, inspired by the principle of TTC, researchers propose to conduct the communication
between sensors and detectors in time segments (see Section 3 for details).

Sensor i

Agent i

Actuator i

Controller i

Event

Detector i Communication

Network
Neighbour

Agents

Trigger

Figure 1. The framework of ETM.

In order to ensure that ETC can work effectively under MASs with actuator saturation,
the following issues need to be considered:

(1) Design of ETM: When it comes to the event-triggered strategy, the design problem
of ETM is of great importanance, which is related to the scheduling of communication
resources and the update of the controller. However, the design of the ETM must also take
into account the practical implementation, i.e., being practically executable. This leads to a
contradiction between the mechanism’s design and practical application. If the designed
ETM is sophisticated, the controller is effective, but a sophisticated ETM may consume
numerous communication and computing resources, becoming a real burden and vice
versa. Therefore, the design of ETM is an art of achieving a balance between mechanism
and reality. Thus far, the ETC widely used in the literature can be mainly divided into three
types according to information utilization in the communication network: (i) centralized:
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all agents’ measurement information is required [60]; (ii) decentralized: only its own
measurement information is required [61–63]; (iii) distributed: measurement information
of itself and the neighbours is required [64–66]. Decentralized and distributed ETC are
adopted by the mainstream because they cover less agents than centralized ones.

(2) Saturation Phenomenon: When the limitation of actuator saturation exists in
systems, there are certain difficulties in designing the ETM. The first one is the estimation
of DOA. When it comes to the sector-bounded condition and convex hull representation
methods, the stability analysis of the system is constrained in a limited space, namely
DOA. The DOA estimation problem has mature solutions in research studies without ETM.
However, after ETM is introduced, the control input becomes more complicated, which
adds difficulty in the estimation problem of DOA. Second, the saturation of the actuator
means that there is a threshold for the control input, and it is also questionable whether the
ETM can be successfully implemented within this limitation.

(3) Interval Between Events: Compared with traditional continuous control methods,
the largest difference with respect to ETC is that it decides to update the controller according
to whether the triggered mechanism is violated. It needs to ensure the elimination of the
Zeno phenomenon; otherwise, it will degenerate into continuous control. However, this
is not simple, and the difficulty comes from theoretical analyses and external information
interferences. In addition, the interval between triggered events is often uncontrollable and
may cause valuable information to be ignored generally.

The above issues deserve great attention when discussing event-triggered consensus
in MASs with actuator saturation. Thus far, a majority of the literature studied control
strategies in this field, which will be briefly reviewed in the next section.

3. Main Results

As discussed in Section 2, a key problem of the event-triggered consensus for MASs
with actuator saturation lies in designing the control protocol, ETM, and handling the
saturation terms. The mainstream saturation treatment methods include low-gain feed-
back, sector-bounded condition, and convex hull representation. In this section, we will
review some interesting research results based on different approaches in dealing with
saturation terms.

3.1. Low-Gain Feedback

The main idea of low-gain feedback is that, for any given bounded set S in the state
space, there exists a linear feedback control that makes all system trajectories starting
from S converge to the origin. The low-gain feedback method mainly uses a family of
parameterized gain matrices P(ε) to design linear feedback controllers by solving the ARE
(Lemma 2). The ε in matrix P(ε) is called a low-gain parameter. As low-gain parameter
ε tends to zero, P(ε) also tends to the zero matrix. Achieving semi-global stabilization
with low-gain feedback means that for any given bounded set S , no matter how large it is,
a low-gain parameter value ε always exists such that all control signals on S are within
the saturation threshold. That is, the low-gain feedback can make the saturated system
maintain the behavior of the unsaturated system in set S . The advantage of the low-gain
feedback compared with other methods lies in the fact that it can discard the saturation
constraint in theoretical analysis, which reduces the complexity for the system’s analysis
and design, especially when ETM is introduced. Therefore, it has received extensive
attention from researchers in the studies of event-triggered consensus for saturated MASs.

In [67], the following ARE is adopted,

AT P(ε) + P(ε)A− βP(ε)BBT P(ε) + εIN = 0. (4)

With the help of ARE (4), the actuator does not exhibit saturation, i.e., Usat(ui(t)) = ui(t).
For t ∈ [ti

k, ti
k+1), the control protocol and ETM are given by the following:
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Σ1 =


ETM : ‖ fi(t)‖ ≤ ϑ‖qi(t)‖,
Protocol : ui(t) = K ∑j∈Ni

aij(xj(ti
k)− xi(ti

k))

+bi(x0(ti
k)− xi(ti

k)), t ∈ [ti
k, ti

k+1),
(5)

where ti
k is the kth-triggered instant of agent i, ξi(t) = xi(t)− x0(t), qi(t) = ∑j∈Ni

aij(ξ j(t)
−ξi(t)) − biξi(t), fi(t) = qi(ti

k) − qi(t); ϑ is the triggered threshold; K = BT P(ε) is the
control gain matrix to be designed. If the trigger function in (5) is violated, this means
that the event is triggered. It can be explained that the difference between measurement
error fi(t) in the system at the current instant and combined measurement qi(t) exceeds the
threshold, so the controller needs to update the acquisition of the system state to stabilize
the system. Furthermore, the proposed ETM has demonstrated that it can reduce the update
frequency of the controller effectively and avoid the Zeno phenomenon successfully.

Although control strategy Σ1 has considerable advantages, it also has certain disad-
vantages, which are given as follows.

(D1) Continuous Monitoring on ETM: According to the definition of qi(t) in ETM
(5), it can be seen that the control strategy needs to continuously monitor the state of
agent i itself and its neighbors, which will lead to the substantial consumption of network
communication resources and is inconsistent with the intention of ETC.

(D2) Excessive Sampling: From the control protocol in strategy (5), it is found that
the information required for the control input of a single agent needs to be updated under
the same clock sequence. That is to say that the information collection of the neighbor
agent needs to be implemented in its own clock sequence, along with its neighbors’ clock
additionally, which increases the consumption burden on a single agent and the entire MAS.

(D3) System Limitations: If the low-gain feedback method is adopted in the studies
of saturated systems, the ARE of the system needs to be addressed first. From the AREs
discussed above, it can be found that the involved systems are the simple linear systems
only with additional saturation constraints. Therefore, this method may have some limita-
tions, when the system studied has more complex characteristics, such as the presence of
external nonlinear disturbances, unfixed communication topologies, and perturbed internal
parameters of the systems.

In order to overcome the above disadvantages, researchers have made great efforts
into improving (5). Considering the disadvantage of D1, [67] proposed a self-triggered
ETM on the basis of (5) as follows:

Σ2 =


ETM : ‖ei(t)‖ ≤ g̃(ti

ki
, tj

kj
),

Protocol : ui(t) = K ∑j∈Ni
aij(xj(t

j
kj
)− xi(ti

ki
))

+bi(x0(ti
ki
)− xi(ti

ki
)), t ∈ [ti

ki
, ti

ki+1),

(6)

where ei(t) = ξi(ti
ki
)− ξi(t) is the measurement error, αi > 0 is the triggered threshold, and

function g̃(ti
ki

, tj
kj
) is defined as follows:

g̃(ti
ki

, tj
kj
) = αi

∥∥∥∥∥ ∑
j∈Ni

aij(ξ j(t
j
kj
)− ξi(ti

ki
)) + biξi(ti

ki
)

∥∥∥∥∥.

Compared with (5), the most meaningful change in (6) is that it overcomes disadvan-
tage D1. Specifically, the ETM and protocol in control strategy (6) only need to sample its
information at the triggered instant (ti

ki
and tj

kj
) of the desired agents. Instead of continuous

sampling in (5), it can reduce the utilization of communication resources, in line with the in-
tention of the ETC. However, this control strategy still has its limitation. For a certain agent,
its control update depends on both its own triggered instant and the neighbors’ triggered
instant, while the control update only depends on the agent’s own triggered instant in (5).
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Therefore, as the number of neighbors of the agent increases, its control update interval
may become shorter and shorter, even leading to the Zeno phenomenon [65,68].

It is worth mentioning that when discussing event-triggered strategies, the existing
literature often studies the case where information sampling and actuator update are
implemented synchronously [65,69,70], i.e., there does not exist time delay between this
two actions. However, this type of delay phenomenon is widespread in the field of practical
engineering, which is called update delay. ETC is sensitive to time delays, and ignoring the
delay may degrade the control quality or even destroy the stability of the system. Therefore,
it is of great practical significance to consider this time delay when designing ETC strategies.
Inspired by the topics discussed above, Wang et al. [58] proposed one fully distributed
ETC scheme with the consideration of update delays, and the control strategy is given
as follows:

AT P(ε) + P(ε)A− 4
(N − 1)N

P(ε)BBT P(ε) + εIN = 0. (7)

Σ3 =



ETM :
2‖Mi(t)‖ − 1

2‖ωi(t)‖ − γe−θt ≤ 0, t ∈ [ri
k, ri

k+1)

2‖mi(t)‖ − 1
2‖ωi(t)‖ − γe−θt ≤ 0, t ∈ [ti

k, ti
k+1)

Protocol :
ui(t) = K ∑j∈Ni

aij(xj(ti
k−1)− xi(ti

k−1)),
t ∈ [ti

k, ri
k)

ui(t) = K ∑j∈Ni
aij(xj(ti

k)− xi(ti
k)),

t ∈ [ri
k, ti

k+1),

(8)

where N is the number of agents, ti
k and ri

k represent updating sequences and sampling

sequences, respectively. Define Ei(t) = xi(t)− xi(ti
k−1), Ej

i (t) = xj(t)− xj(ti
k−1), ωi(t) =

∑j∈Ni
aijK(xi(t)− xj(t)), Mi(t) = ωi(t)−ωi(ti

k−1), and Mi(t) = ωi(t)−ωi(ti
k). By solving

the ARE (7), the gain matrix is obtained by K = BT P(ε).
Note that the control protocol in (8) is different from that in (6). The control input

ui(t) in (8) only updates according to its corresponding triggered instant sequence for
a certain agent i and does not depend the sequence of other agents, which will greatly
reduce the consumption of resources in the network of MASs. That is to say that the
aforementioned shortcoming D2 is overcome. However, it also has limitations with respect
to D1. The ETM in (8) requires continuous information sampling of agent i and its neighbors,
which may cause the burden of communication. Moreover, meticulous differentiation
of the time sequencecs may lead to shorter triggered intervals, reducing the quality of
control performance.

The ETMs discussed above have one thing in common, that is, the coefficients of
their triggered functions are all fixed constants. In [71], a dynamic strategy is proposed
as follows:

Σ4 =


ETM : gi(t) ≤ µiθi(t),
Protocol : ui(t) = K ∑j∈Ni

cij(t)(x̄i(t)− x̄j(t)),
t ∈ [ti

k, ti
k+1).

(9)

Define x̄i(t) = eA(t−ti
k)x(ti

k) as the measurement of xi(t) between the triggered interval,
and the measurement error is defined by ei(t) = x̄i(t)− xi(t). Furthermore, the parameters
and functions of this dynamic control strategy can be described by the following equations:
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ċij(t) = aij(x̄i(t)− x̄j(t))TΓ(x̄i(t)− x̄j(t)),

θ̇i(t) = −πiθi(t)−ωigi(t), θi(0) = 0,

gi(t) = ∑
j∈Ni

(1 + βcij(t))aijeT
i (t)Γei(t)

− 1
4 ∑

j∈Ni

aij(x̄i(t)− x̄j(t))TΓ(x̄i(t)− x̄j(t)),

where πi > 0, µi > 0, ωi > 0, and β satisfy ωiβ > 1.
The following linear matrix inequality (LMI) is introduced.

AP−1(ε) + P−1(ε)AT + (ρ + ε)P−1(ε)P−1(ε)

+ ρAAT − BBT < 0.
(10)

By solving the LMI (10), feedback matrices are obtained by K = BT P(ε), Γ = P(ε)BBT P(ε).
Compared with the control gain matrix scheme (5), (6), and (8) based on solving ARE

above, this control strategy provides greater flexibility because it only needs to solve matrix
inequalities (10) instead of AREs (4) and (7). The design of gain matrix dose not rely on
the solution of a parametric ARE. Another difference is that the parameters in control
strategy (10) are dynamically changed rather than fixed ones aforementioned. The dynamic
ETM adopted by strategy (10) can ensure that the interval time between triggered events
is longer than that one of the fixed-parameter ETM, which is beneficial for the saving of
communication resources.

In addition to the low-gain feedback-based event-triggered consensus studies dis-
cussed above, there are many interesting results that have not been discussed in detail.
Xu [72] studied the bipartite consensus problem for high-order MAS subject to actuator
saturation. The centralized and distributed event-triggering strategies for saturated MASs
are both presented in [73]. Thus, it is concluded that the distributed control strategy can
effectively reduce the number of triggered instants and the update frequency of the system,
which saved the utilization of communication resources.

Remark 2. The low-gain feedback method has significant advantages in the analysis of the system
and the design of the control protocol because it can reduce saturation constraints. However, it
depends on the solution of ARE, so it has higher requirements on studied systems; that is to say that
the analyzed system needs to be relatively simple. If the system has more complex characteristics,
such as external nonlinear interference, or the communication topology of the system is time-
varying, the low-gain feedback method may fail. Therefore, other saturation processing methods will
be introduced next, which can be applied to more complex systems.

3.2. Sector-Bounded Condition

The sector-bounded condition is the most widely and frequently used saturation
treatment method in the study of event-triggered consensus problems for MASs with
actuator saturation. The system with saturation limition is difficult to analyze by using
common Lyapunov stability theory, so the saturation term needs to be dealt with in advance.
The sector-bounded condition provides an effective solution for transforming the stability
analysis of the system into solvable LMIs. Its main idea is to convert the saturation term
Usat(ui(t)) into a dead-band function Φ(Usat(ui(t))) = Usat(ui(t))− ui(t) so that sector
inequalities can be used (see Lemma 1). Unlike the low-gain feedback method discussed
above, this method can be used in a wider range of systems because it does not avoid
the saturation term, but processes it directly. In addition, unlike the low-gain feedback
method, the sector-bounded condition and convex hull representation have their applicable
range, namely DOA. The estimation of DOA is a common problem in the use of these
two types of methods. The method widely adopted by researchers is to use the level set
of the Lyapunov function to estimate the range of DOA. Compared with the convex hull
representation, the sector-bounded condition has unique advantages in DOA estimation.
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Because of the higher flexibility of the sector inequality, it is widely used in event-triggered
related research studies.

Unlike the systems studied above, Yin [52] investigated the MAS that is additionally
accompanied by a nonlinear term, and the system can be described as follows:{

ẋ0(t) = Ax0(t) + f (x0(t)),

ẋi(t) = Axi(t) + BUsat(ui(t)) + f (xi(t)), i ∈ I[1, N],
(11)

where f (xi(t)) represents the nonlinear function that satisfies the following Lipschitz
condition.

Definition 1 ([74]). The nonlinear function f (·): Rn → Rn satisfies the Lipschitz condition if
there exists l ∈ R+ such that

‖ f (x)− f (y)‖ ≤ l‖x− y‖, x, y ∈ Rn,

and l is the Lipschitz constant.

As a novel research achievement, [52] proposed an adaptive dynamic ETM as follows:

Σ5 =


ETM : eT

i (t)Ωiei(t) ≤ µi(t)yT
i (t)Ωiyi(t),

Protocol : ui(t) = −K ∑j∈Ni
aij(x̃i(t)− x̃j(t))

+bi(x̃i(t)− x0(t)), t ∈ [ti
k, ti

k+1),
(12)

where x̃i(t) = x(ti
k) is the detection value of agent i for t ∈ [ti

k, ti
k+1). yi(t) = xi(t) −

x0(t), ỹi(t) = x̃i(t)− x0(t) if agent i can receive information from the leader. Otherwise,
yi(t) = xi(t)− xji (t), ỹi(t) = x̃i(t)− x̃ji (t), ji is any neighbor of agent i, ei(t) = yi(t)−
ỹi(t), Ωi is the undetermined coefficient matrix, and µi(t) is determined by the following
differential equation.

µ̇i(t) = −diµ
2
i (t)e

T
i (t)Ωiei(t).

Different from the ETMs discussed above, this triggered mechanism uses dynamic
parameters instead of fixed ones. Unlike the ETMs proposed in [58,70], the triggered
parameters µi(t) will dynamically adjust as the system’s state changes instead of being
fixed, which gives the triggered mechanism more flexibility. In addition, most triggered
functions above take the form of multiplying a vector norm and a constant coefficient, and
the constant coefficient is generally preset. This mechanism adopts the form of multiplying
a vector and a coefficient matrix Ωi, and the coefficient matrix Ωi is designed together
with the control protocol, which increases the flexibility of the control protocol design and
expands the solvable range.

After completing the design of the control protocol and the ETM, it is necessary to
consider the problem of DOA range estimation. The author of [52] provides a typical
demonstration of DOA estimation.

Define δi(t) = xi(t)− x0(t), and the following variables, δ(t) = [δT
1 (t), δT

2 (t), · · · , δT
N(t)]

T,
e(t) = [eT

1 (t), eT
2 (t), · · · , eT

N(t)]
T , u(t) = [uT

1 (t), uT
2 (t), · · · , uT

N(t)]
T .

The Lyapunov function is defined as follows:

V(t) = δT(t)(IN ⊗ P)δ(t),

along with the level set E(P, η) ,
{

δ(t) ∈ RNn : V(t) ≤ η
}

.
The control input u can be rewritten as follows:

u(t) = −(H⊗ K)(δ(t) + e(t)),
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where H is the Laplace matrix mentioned in Section 2, and K is the gain matrix to be
designed. We set w(t) = u(t) + Gδ(t), and G is a suitable dimensional matrix; we obtain
the following set:

ϕ(G, u0) =
{

δ(t) ∈ RNn :
∣∣∣G(j)δ(t)

∣∣∣ ≤ u0

}
,

where G(j) represents the jth row of matrix G. Lemma 1 ensures that if δ(t) belongs to set
ϕ(G, u0), then the following sector inequality holds.

ΦT(u(t))T(Φ(u(t)) + u(t) + Gδ(t)) ≤ 0.

Set ϕ(G, u0) is the required DOA, but it is difficult to directly measure ϕ(G, u0), so the
level set of Lyapunov function E(P, η) is used for indirect estimation. As [52] stated, if the
following inequality is satisfied, then it can be proved that E(P, η) is enclosed in ϕ(G, u0).IN ⊗ P GT

(j)

G(j)
u2

0
η

 ≥ 0.

Thus far, the issues related to ETC based on the sector-bounded condition have been
fully considered, including the design of ETM, the control protocol, and the estimation of
DOA, which are also three issues that must be considered in the research studies based on
this method. An interesting point can be found from the above discussion, the construction
of w(t) has flexibility, and the researchers design w(t) = u(t) + Gδ(t). The introduction
of Gδ(t) enables the range estimation of DOA to be concatenated with E(P, η). So even
in the context of ETC, where the input is more complex, the utilization of sector-bounded
conditions is not affected. This is different from the convex hull representation, which will
be shown in the next subsection.

When studying the consensus problem of saturated MASs by a sector-bounded con-
dition, the systems studied can be more complicated than those of low-gain feedback
methods. The above discussion focused on MASs with nonlinear disturbances, while
Dai [75] studied the event-triggered consensus problem of a class of saturated MASs with
Markovian switching topologies. A novel ETM was adopted in [75], and the feature of
which is that the inspection of events is not continuous but depends on a time-interval. The
novel control strategy can be described as follows:

Σ6 =


ETM : eT

i (t
i
k + lh)Ωiei(ti

k + lh)
≤ δizT

i (t
i
k + lh)Ωizi(ti

k + lh),
Protocol : ui(t) = −K ∑j∈Ni

aij(xi(ti
k)− xj(t

j
k′)

+vi(ti
k)− vj(t

j
k′)), t ∈ [ti

kh, ti
k+1h),

(13)

where h is the sampling period, ti
k is the kth sequence at the sampling instant of agent i,

ti
k + lh represents the current sampling instant, δi is the triggered threshold, Ωi is consistent

with the one in (12), and tj
k′ = max

{
t : t ∈

{
tj
k, k = 0, 1, · · ·

}
, t ≤ ti

k + lh
}

.
The relevant variables are defined as follows.

eT
i (t

i
k + lh) = [exT

i (ti
k + lh), evT

i (ti
k + lh)], zT

i (t
i
k + lh) = [zxT

i (ti
k + lh), zvT

i (ti
k + lh)],

ex
i (t

i
k + lh) = xi(ti

k)− xi(ti
k + lh), ev

i (t
i
k + lh) = vi(ti

k)− vi(ti
k + lh),

zx
i (t

i
k + lh) = ∑

j∈Ni

aij(xi(ti
k)− xj(t

j
k′)), zv

i (t
i
k + lh) = ∑

j∈Ni

aij(vi(ti
k)− vj(t

j
k′)).

Different from the event-based triggered mechanisms (Σ1 − Σ5) discussed above, this
type of mechanism is a type of sampled-data-based ETM. It is worth mentioning that this
type of triggered mechanism only judges the violation of ETM at the sampling interval,
and the sampling interval is h, which leads to an interesting conclusion that this type of
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mechanism can naturally avoid the Zeno phenomenon. A number of improved ETMs have
been proposed above for the disadvantage D1, but these improvements have limitations,
and such a sampled-data-based ETM overcomes this disadvantage and completely avoids
the continuous monitoring of the ETM. Therefore, there is no doubt that this type of
triggered mechanism can save communication resources and computing costs effectively.

Although this type of sampled-data-based ETM has its advantages, such as avoiding
continuous monitoring of ETM and ruling out the Zeno phenomenon, it still has certain
limitations. Firstly, the existence of sampling interval h greatly reduces the update fre-
quency of the controller, but the long interval may lead to ignoring useful information,
especially when the system has large oscillations. Secondly, existing research studies
on this type of triggered mechanism assume that all agents follow the same clock se-
quence, so when the scale of MAS is quite large, this type of mechanism may be difficult to
implement practically.

On the basis of (12), [52] proposed an adaptive sampled-data-based ETM as follows.

Σ7 =



ETM :
αT

i (t
i
kh + lih)Ωiαi(ti

kh + lih)
≤ µi(t)yT

i (t
i
kh + lih)Ωiyi(ti

kh + lih),
Protocol :
ui(t) = −K ∑j∈Ni

aij(xi(ti
kh)− xj(t

j
kj

h)

+bi(xi(ti
kh)− x0(mh))), t ∈ [ti

kh, ti
k+1h).

(14)

The adaptive coefficient µi(t) is determined by the following:

µi(ti
kh + lih)− µi(ti

kh + lih− h) = −dihµi(ti
kh + lih)

µi(ti
kh + lih− h)αT

i (t
i
kh + lih)Ωiαi(ti

kh + lih),

where αi(ti
kh + lih) = xi(ti

kh + lih)− xi(ti
kh), yi(ti

kh + lih) = xi(ti
kh + lih)− x0(ti

kh + lih), if
agent i can receive information from the leader. Otherwise, yi(ti

kh + lih) = xi(ti
kh + lih)−

xji (t
ji
kji

h + lih), and ji is any neighbor of agent i. Define lih = mh − ti
kh, m is an integer

satisfying ti
k ≤ m < ti

k+1, and k ji = arg min
p∈Z+ :t

ji h
p ≤h

{
t− tji

ph
}

.

Compared with the ETM in (13), this control strategy uses dynamically changing
parameters instead of preset fixed ones, which avoids some difficulties in choosing suitable
initial values. Each agent has its specific triggered clock sequence lih and a not uniformly
fixed one lh in (13). This overcomes the second limitation mentioned above and provides
favorable conditions for implementation in the context of large-scale MASs. In addition, it
can be seen that the adaptive parameter µi(t) in (12) depends on the differential equation,
while that in (14) depends on the difference equation, which is more conducive to the
implementation and operation.

Recently, the event-triggered consensus problem of saturated MASs based on the sector-
bounded condition received extensive attention from the academic community [76–78]. Based
on this flexible saturation-processing method, researchers are no longer limited by the
limitations of simple systems with low-gain feedback and turn to more complex systems.
The event-triggered consensus problem for one type of second-order MAS subject to
actuator saturation and input time delay was investgated in [76], and Ref. [77] focused on
the bipartite-tracking consensus problem of nonlinear MASs with cooperative–competitive
interactions. Furthermore, [78] dealt with the leaderless consensus problem for saturated
MASs with a directed communication topology.

Remark 3. It is worth noting that most of the systems studied in the above mentioned references
are linear systems or simple Lipschitz nonlinear systems, and there is still an open topic to study the
event-triggered consensus problem for more general nonlinear systems, such as one-side Lipschitz or
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incremental quadratic constraints. The proper treatment of nonlinear systems is a challenge in this
field; thus, the research in this direction is worthy of future efforts.

3.3. Convex Hull Representation

Compared with the two saturation processing methods introduced above, the convex
hull representation method is less studied. However, the convex hull representation method
is less conservative than the sector-bounded condition since it introduces a convex hull to
analyze the saturation term and it is not necessary to introduce additional sector inequality
conditions in the analysis. The convex hull representation method is the least conservative
in terms of the design of the control protocol. As stated in Lemma 3, the convex hull
representation transforms the saturation term into a linear superposition by introducing
auxiliary matrices H. The utilization of the convex hull representation method to study
systems with actuator saturation has been welcomed by more and more researchers, but
in the context of event-triggered controls, such studies are still scarce. The main reason is
that, similarly to the sector-bounded condition, the convex hull representation method also
needs to provide an estimation of DOA. Distinct from the flexible selection object of the
former method, the DOA estimation of the convex hull representation method is directly
related to auxiliary matrix H. Although researchers have given many mature methods
for estimating the DOA of the convex hull representation method, the complexity of the
control input creates a huge challenge with respect to the estimation problem of DOA when
the ETC is introduced.

As an outstanding achievement, [79] presented a output–feedback control strategy,
and the MAS can be described as follows:

ẋ0(t) = Ax0(t) + f (x0(t)),

y0(t) = Cx0(t),

ẋi(t) = Axi(t) + BUsat(ui(t)) + f (xi(t)),

yi(t) = Cxi(t), i ∈ I[1, N],

(15)

where yi(t) is the measurement output of agent i, and the rest of the parameters are the
same as MAS (11). The output feedback control strategy is given as follows.

Σ8 =



ETM :
ti
k+1 = ti

k + max
{

τi
k, ci
}

,
τi

k = min
t

{
t− ti

k :
∥∥δ̃i(t)

∥∥ ≥ γ‖Xi(t)‖
}

,

Protocol :
ui(t) = Kzi(ti

k), t ∈ [ti
k, ti

k+1)

żi(t) = (A + G)zi(t) + Ḡei(ti
k) + BUsat(Kzi(ti

k)).

(16)

Define consensus error x̃i(t) = xi(t)− x0(t), current output consensus error ei(t) =
∑j∈Ni

aij(yj(t)− yi(t)) + bi(y0(t)− yi(t)), measurement error si(t) = ei(ti
k)− ei(t), mea-

surement error of zi(t) as wi(t) = zi(ti
k)− zi(t), ri(t) = x̃i(t)− zi(t), and matrix G and Ḡ

are matrices that satisfy certain properties (see Lemma 2 in [79]). Let δi(t) = [zT
i (t), rT

i (t)]
T ,

δ̃T
i = [sT

i (t), wT
i (t)]

T , XT
i (t) = [eT

i (t), zT
i (t)]

T , δ(t) = [δT
1 (t), δT

1 (t), · · · , δT
1 (t)]

T ,
x̃ = [x̃T

1 (t), x̃T
2 (t), · · · , x̃T

N(t)]
T .

There are some advantages about strategy (16). Firstly, agent i samples information
zi(t) and ei(t) to update the control protocol in (16) only at triggered instant ti

k. Second, the
next trigger instant ti

k+1 depends on triggered variable Xi(t), which consists of ei(ti
k) and

zi(ti
k). This can avoid continuous communication between neighbors in the MAS network

and save communication resources. Moreover, unlike the event-based ETMs above, the
event interval of this ETM not only relies on whether the event is triggered but also takes ci
as the lower limit; that is, if the interval between two events is less than ci, the event will
not be triggered even if the ETM is satisfied. Therefore, the triggered interval of the ETM is
at least greater than ci, which can effectively avoid the Zeno phenomenon. Finally, in the
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actual background, the state of the agent may not be fully acquired, so the control protocol
using output-feedback instead of state-feedback can effectively avoid the difficulty of state
acquisition and save information sampling consumption.

As discussed in (12), after completing the design of ETM and control protocol, the
convex hull representation method also needs to deal with the estimation problem of DOA.
Define the set L (H, u0) =

{
δ(t) ∈ R2Nn : |(l1 ⊗ hm)δ(t)| ≤ Nu0

}
, where hm denotes the

mth row of the auxiliary matrix H and l1 = (1, 0, 1, 0, · · · , 1, 0) ∈ R2Nn. It is well known that
the premise of using the above convex hull representation method is to satisfy condition∣∣hmzi(ti

k)
∣∣ ≤ u0, and it is ensured by |hmzi(t)| ≤ u0. Taking the context of MASs into

consideration, premise |hmzi(t)| ≤ u0 can be expressed as |(l1 ⊗ hm)δ(t)| ≤ Nu0. Therefore,
the overall premise of using the convex hull representation method to solve the design of
the ETM and control protocol is to provide an estimation for set L (H, u0). Similarly to the
DOA discussion of the sector-bounded condition above, the direct solution of set L (H, u0)
has computational difficulties, so the indirect estimation method using the level set of the
Lyapunov function is adopted. The Lyapunov function is chosen as follows:

V(t) = δT(t)Pδ(t),

and the level set is E(P, η) =
{

δ(t) ∈ RNn : δT(t)Pδ(t) ≤ η
}

. It is worth noting that
vector δ(t) corresponding to level set E(P, η) is a composite vector composed of zi(t)
and ri(t), and it is difficult to describe DOA in detail. Therefore, a subset Ω(Q, $) ={

x̃(t) ∈ RNn : x̃T(t)Qx̃(t) ≤ $
}

of level set E(P, η) is defined, and it can be seen that vector
x̃(t) of subset Ω(Q, $) has a specific meaning, that is, the state difference between the leader
agent and the follower agent. Using the result in [80], the optimal estimation of DOA can
be obtained by solving the formulated problem (see Theorem 1 in [79]). The outstanding
contribution of [79] is that it not only provides a method for estimating DOA but also gives
an optimization problem on this basis, that is, maximizing the estimation of DOA, which is
not presented in previous results.

In recent years, some researchers also studied the event-triggered consensus problem
for MASs with actuator saturation using the convex hull representation method, and some
interesting results have been proposed. The problem of event-triggered stabilization for
positive systems subject to actuator saturation was investgated in [47]. However, the
studied system was limited to a single system, and conclusions were not generalized to
MASs. Moreover, a self-triggered consensus control strategy for nonlinear MASs with
sensor saturation was proposed in [81].

Remark 4. The convex hull representation method can effectively reduce the conservatism when
dealing with saturated terms, but this method also has its drawbacks. First, as discussed above,
this method is more cumbersome than the sector-bounded condition in terms of estimating DOA,
which is more popular among researchers, especially in the context of ETC. Second, it can be seen
from Lemma 3 that using the convex hull representation method to design the control protocol will
increase the computation burden of LMI, which is directly related to input dimension m. In detail,
the computational complexity of the convex hull representation method is 2m, so the computational
burden grows exponentially, which also suggests that the method may not be suitable for systems
with large inputs. Therefore, this method is rarely adopted in the study of event-triggered consensus
for MASs with actuator saturation. The existence of few related studies shows that this is a topic
that requires further exploration.

Remark 5. In Section 3, we review some representative studies about the event-triggered consensus
for satarated MASs in detail. In order to show the advantages and disadvantages of each research
result more intuitively, we provide Table 1 to facilitate readers’ better understanding. In Table 1, the
important feature of the control strategies reviewed in this paper is listed. As observed from the table,
although research studies have been conducted extensively on the event-triggered consensus problem
for MASs with actuator saturation, there are still some important issues worthy of consideration in
the future.
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Table 1. Advantages and disadvantages of control strategies.

Strategies Methods
Advantages & Disadvantages

D1 D2 D3 Analysis of Zeno Phenomenon Estimation of DOA

Σ1

Low-gain feedback

# ! # Complicated Not needed
Σ2 ! # # Complicated Not needed
Σ3 # ! # Complicated Not needed
Σ4 ! ! # Complicated Not needed

Σ5 # # ! Simple Simple
Σ6 Sector-bounded condition ! # ! Not needed Simple
Σ7 ! # ! Not needed Simple

Σ8 Convex hull representation # ! ! Complicated Complicated

If the strategy can overcome the disadvantage, it is marked by!; otherwise, it is marked by#.

4. Simulation

In this section, we will review one simulation example and its comparative experi-
ments in [52] to specify the performance evaluation indicators that should be paid attention
to in the event-triggered consensus problem for saturated MASs. It mainly includes per-
formance indicators related to ETC, such as the number of triggered instants and average
interval time between events.

Consider the MAS (11) with four followers and one leader, and the agents are de-
termined by a vertical taking-off and landing (VTOL) aircraft model in [52], where the
following is the case.

A =


−0.0366 0.0271 0.0188 −0.4555
0.0482 −1.01 0.0024 −4.0208
0.1002 0.3681 −0.707 1.420

0 0 1 0

, B =


0.4422 0.1761
3.5446 −7.5922
−5.52 4.49

0 0

,

f (xi(t)) = [0 0 0 − 0.1sin(xi3(t))]T .

The meaning of the state variable is as follows: xi1—horizontal velocity; xi2—vertical
velocity; xi3—pitch rate; xi4—pitch angle.

Figure 2 shows the communication topology graph between agents, and the numbers
represent the agents labeled 0–5. On the basis of control strategies Σ5 (12) and Σ7 (14), ETMs
are designed by event-based triggered mechanisms and sampled-data-based mechanisms,
respectively. Effects of the control protocols are shown in the following figures.

0

1

4 3

2

Figure 2. The communication topology graph.

The tracking errors and control input under Σ5 are shown in Figures 3 and 4. It can be
seen from the figure that the tracking error of the system finally tends to zero, indicating that
the consensus of the MAS (11) is achieved. At the same time, the control input is different
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from the traditional continuous one, and the update of the control input is intermittent
rather than continuous, which depends on the predefined ETM. Moreover, the tracking
errors and control input under Σ7 are shown in Figures 5 and 6.

Figure 1: Communication Topology
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Figure 2: Consensus errors of agents for Case 1
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Figure 3. The tracking errors under Σ5 .
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Figure 6. The control input under Σ7 .

However, appropriate control performances often require the utilization of commu-
nication resources. It can be seen from Figures 4 and 6 that the control input is updated
intermittently. In the context of ETC, the number of triggered instants and the average
interval time between triggered events are important performance indicators to measure
the ETM, so we will provide a quantitative experiment next.

According to the data in Tables 2 and 3, compared with Σ5, control strategy Σ7 can
reduce the number of triggered instants by about 86.12% and prolong the average interval
time between events by about 87.25%. The data prove that control strategy Σ7 has significant
advantages in saving communication resources. Compared with event-based triggered
mechanisms, the important feature of sampled-data-based mechanisms is that it checks
the ETM according to sampling period h. However, the selection of h is also sensitive. If
the selection of h is large, the update of control input may be slow, leading to the failure of
the ETM; if the selection of h is small, the update of control input will be frequent, and the
significance of ETC will be lost, resulting in a huge waste of communication resources.

Table 2. The number of triggered instants.

Agent 1 Agent 2 Agent 3 Agent 4 Total

Σ5 1349 1388 920 1040 4697
Σ7 199 197 124 132 652

Table 3. Average interval time between triggered events.

Agent 1 Agent 2 Agent 3 Agent 4

Σ5 4.4× 10−3 s 4.3× 10−3 s 6.5× 10−3 s 5.8× 10−3 s
Σ7 0.0302 s 0.0305 s 0.0484 s 0.0455 s

5. Prospects for Future Research

A detailed review of event-triggered consensus has been provided in the previous
section. Although some control problems have been studied in detail, there are still
limitations on mechanistic studies and system limitations, which also brings potential room
for improvements to existing research studies. Next, some challenging but meaningful
topics will be raised.

(1) Diversified event-triggered mechanisms: Most triggered mechanisms involved in
this paper are limited to two types of triggered mechanisms: event-based and sampled-
data-based ETMs. In fact, with the development of resaerch studies on ETC, various
novel ETMs have been proposed in academia, such as model-based schemes [82–85] and
self-triggered sampling schemes [86–89]. Under the background that research studies on
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actuator saturation have been developed in recent years, it is a topic worthy of researchers’
efforts to study the issue of event-triggered consensus problem of MASs with actuator
saturation by using novel ETMs.

(2) Complex conditions about the MASs: In existing studies, most studied systems
are described by simple dynamical models in order to simplify the difficulty of theoretical
analysis. However, in practice (robots, unmanned aerial vehicle, and complex industrial
process), such simple dynamics cannot fully describe the characteristics of the system, and
many important factors may be ignored. A notable example is stochastic processes. In
practice, stochastic processes can manifest in many aspects, such as stochastic external
noise, stochastic measurement errors, and stochastic communication topologies. These
stochastic phenomena pose a huge challenge to the event-triggered consensus for MASs
due to its uncertainty. To the best of the authors’ knowledge, investigations on this issue
under the premise of stochastic phenomena are still lacking.

(3) Optimal problems for the estimation of DOA: When the phenomenon of actuator
saturation is involved in MASs, the estimation problem of the DOA is an unavoidable topic,
especially when dealing with saturated items using the sector-bounded condition or convex
hull representation methods. In the context of ETC, estimating the DOA of the MASs is
a difficult task, and it is even more difficult to provide its optimization problem based
on the estimation of the DOA, i.e., to maximize the estimation of the DOA. As pointed
out in Table 3, most resaerch studies only consider the estimation problem of DOA and
do not give a method to maximize the estimation, so this area is also an area worthy of
future research.

(4) Event-triggered consensus for the MASs in finite time: Notably, most studies
currently focus on the asymptotic consensus of MASs. However, in practical engineering,
the convergence speed of the system is a key indicator to measure the control effect, and
it is generally expected that the consensus of MASs can be achieved in a short and finite
time [90]. However, this contradicts the mechanism of ETC. Since the purpose of ETC is to
reduce the sampling of information and the frequency of the controller update and finally
decrease the utilization of communication resources, but this will inevitably slow down the
convergence speed of the system. So it will be a difficult but promising topic for designing
a suitable control strategy, which can not only reduce the utilization of communication
resources but also ensure a fast convergence effect.

6. Conclusions

This paper mainly reviews recent studeis on the issue of event-triggered consensus
for MASs with actuator saturation, classifies them according to the saturation-processing
methods used, and summarizes their advantages and disadvantages, as well as room for
improvement. It is worth noting that ETC and actuator saturation are aimed at different
aspects of the control input. ETC is intended to enable the control input to still meet
the performance requirements at a lower cost, while the saturation phenomenon focuses
on solving the practical limitation of the control input. The studies on event-triggered
consensus for MASs with actuator saturation have brought out certain results, and it is
interesting to witness more in the future.

7. Discussion

Recent studies on the issue of event-triggered consensus for MASs with actuator
saturation are discussed in this paper, and our future research in this area will focus on
novel ETMs and the optimal estimation of DOA.
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