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#### Abstract

Disassembly is one of the most time-consuming and labor-intensive activities during the value recovery of end-of-life (EOL) products. The completion time (makespan) of disassembling EOL products is highly associated with the allocation of operators, especially in parallel disassembly. In this paper, asynchronous parallel disassembly planning (APDP), which avoids the necessity to synchronize disassembly tasks of manipulators during the parallel disassembly process, is studied to optimize the task assignment of manipulators for minimal makespan. We utilize four mixed integer linear programming (MILP) formulations to identify the optimal solutions. A set of different-sized instances are used to test and compare the performance of the proposed models, including some realworld cases. Finally, the proposed exact algorithm is further compared with the existing approach to solving APDP. Results indicate that a significant difference exists in terms of the computational efficiency of the MILP models, while three of four MILP formulations can efficiently achieve better solutions than that of the existing approach.
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## 1. Introduction

As sustainable manufacturing and circular economy become popular in the industry, demanufacturing has recently attracted increasing attention. In demanufacturing, the first step is to disassemble end-of-life (EOL) products into components or parts and retrieve usable or repairable subassemblies. In addition to economic benefits, the disassembly of EOL products can bring environmental benefits due to the subsequent treatment of subassemblies (e.g., reuse, remanufacturing, and recycling) [1,2], especially toxic materials including solid, liquid, and gas. Disassembly planning (DP) aims to select the optimal disassembly sequence of an EOL product with maximum recovery value and/or processing efficiency [3].

According to the disassembly process, DP can be classified into two categories: (1) sequential disassembly, where parts are disassembled one by one; (2) parallel disassembly, where multiple parts can be disassembled by multiple manipulators simultaneously [4,5]. Sequential disassembly is a typical disassembly problem that has been studied for decades [6], in which only one part or component is disassembled at a time. Obviously, this one-by-one processing could incur a longer makespan to disassemble a product, especially for large or complex products. Parallel disassembly is thus developed that allows multiple manipulators to simultaneously perform disassembly operations. However, parallel disassembly must consider not only the precedence relationships among
parts/disassembly operations but also the coordination among manipulators [4]. For parallel disassembly, two challenges need to be addressed: (1) which manipulator is selected for disassembling each part (allocation problem), (2) how to assign parts or disassembly tasks to each manipulator (sequencing problem). Therefore, parallel disassembly is more complicated than sequential disassembly, where sequential disassembly only involves a sequencing problem of disassembling parts/disassembly tasks.

To date, the existing literature on parallel disassembly largely focuses on synchronous manipulator processing, that is, synchronous parallel disassembly planning (SPDP) [3,7-9], which requires that the starting time of manipulators are synchronized in each parallel disassembly process. This synchronization simplifies parallel disassembly planning but increases the idle time of manipulators, which affects the disassembly efficiency. Recently, Ren et al. [4] presented a novel parallel disassembly, called asynchronous parallel disassembly, to eliminate the synchronous restriction and strengthen the collaboration among manipulators. Asynchronous parallel disassembly allows a manipulator to continuously work after completing a task as long as precedence (and other) constraints are not violated. In Ren et al.'s work, asynchronous parallel disassembly planning (APDP) was first studied and solved by an improved genetic algorithm (IGA). However, the authors did not describe APDP mathematically and there is no guarantee that the optimal disassembly solutions can be found by IGA. In order to make up for this shortcoming, this paper will make an improvement in terms of mathematical models and methodology based on [4]. Moreover, the proposed method in this work can solve the problems more optimally than the IGA in Ren et al.'s work.

This paper aims at developing an exact method based on the APDP, in which the minimum completion time (makespan) of disassembling a product can be identified. First, we propose a basic mathematical model (i.e., Model 1) for the APDP. Then, three extended models (i.e., Model 2, Model 3, and Model 4) are further developed. To evaluate the performance of the proposed models, a set of different-sized instances are tested. The results of these four formulations are presented and analyzed. Finally, the proposed approach is compared with the IGA used in [4]. Experimental results demonstrate that three of four MILP formulations outperform IGA, specifically, the solutions obtained from IGA are improved in 5 out of 11 test instances. In summary, the key contributions of this work can be summarized as follows:
(1) A nonlinear mathematical model is formulated to demonstrate the APDP.
(2) Four MILP formulations are developed based on the nonlinear model.
(3) The branch-and-cut algorithm of the CPLEX solver is employed to search for exact solutions. The results demonstrate that the exact solutions of three MILP models are able to improve the current best solutions in the test instances.
The remainder of this paper is organized as follows. Section 2 provides a literature review, primarily focusing on DP. Section 3 describes the APDP and Section 4 presents four MILP formulations for the APDP. Section 5 first presents the computational results of the models in terms of the problem complexity and the computational performance. Then, the computational results obtained from the proposed approach are compared with that of the existing IGA method. Finally, concluding remarks and future directions are covered in Section 4.

## 2. Literature Review

The DP is a combinatorial optimization problem and it can be solved by both exact algorithms and heuristic/metaheuristic approaches [10-14]. In terms of exact methods, branch-and-bound algorithms [5,15] and mathematical programming [16] are commonly used, especially the latter. For example, Johnson and Wang [17] established an integer linear programming model based on a two-commodity network flow formulation to find an optimal solution with maximum profit. Kang et al. [18] presented an integer programming model for disassembly sequence planning by modifying the shortest path problem. Lambert [19] formulated a binary integer linear programming approach to maximize profit
by applying an AND/OR graph for enumerating the complete set of possible disassembly operations. Ren et al. [16] presented a MILP model to maximize the profit of a partial disassembly process. Edis et al. [20] proposed a MILP model for the disassembly line balancing problem. In addition, several extensions on the MILP model regarding line balancing, hazardousness and demand of parts, and direction changes are proposed.

The exact algorithms perform well when solving relatively small-sized problem instances [21]. However, with the increase in the problem size, their computational times grow exponentially. Therefore, approximate methods are widely used to solve DP problems [22]. Approximate methods mainly refer to heuristics and meta-heuristic algorithms. Smith and Hung [8] studied selective parallel disassembly planning and aimed to maximize product quality and minimize product cost and environmental impacts. Sanchez and Haas [23] studied building disassembly and designed a rule-based recursive method to obtain a near-optimal solution. Seo et al. [24] aimed to optimize the disassembly sequence considering economic and environmental aspects and proposed a genetic algorithm (GA). Kongar and Gupta [25] proposed a weighted multi-objective model to solve the DP problem with consideration of disassembly time, the penalty for direction changes, and the penalty for disassembly method changes. Tian et al. [26] studied the disassembly planning considering uncertainty and proposed a GA to minimize disassembly cost. Based on that, they proposed a hybrid intelligent algorithm that integrates fuzzy simulation and artificial bee colony [27]. Kheder et al. [28] designed a GA to optimize a disassembly process considering several criteria such as maintainability of components and disassembly direction changes. Ren et al. [3] proposed a hierarchical disassembly tree to model selective SPDP and a multi-objective evolutionary algorithm to simultaneously minimize disassembly time and maximize profit. Guo et al. [29] used a scatter search algorithm to simultaneously maximize disassembly profit and minimize time using the weighted coefficient method. Recently, Pistolesi and Lazzerini [9] studied a multi-objective SPDP and proposed a Tensorial Memetic Algorithm (TeMA) to maximize the degree of parallelism, the level of ergonomics, and the balance of workers' workload, while minimizing the disassembly time and the number of rotating the product.

Meta-heuristic approaches also include the artificial bee colony (ABC) algorithm [27,30-32], the particle swarm optimization (PSO) algorithm [33], the gravitational search algorithm (GSA) [16], and the discrete flower pollination algorithm [34]. They are highly dependent on solution encoding and decoding, parameter setting, and evolutionary operators [35]. On the other hand, it is difficult to guarantee both robustness and optimality of the solutions obtained from a meta-heuristic method [36].

From the literature review above, it is noted that (1) the meta-heuristic algorithms are commonly used to solve DPs, especially for large instances; (2) few studies are available on APDP. In particular, no work exists that models and solves APDP optimally. To fill these gaps, this work is focused on modeling and developing an efficient exact algorithm for APDP. Except for that, this work attempts to optimally solve APDP with medium-/largesized instances.

## 3. Problem Description

### 3.1. Representation of $D P$

To model a DP problem, we first draw a disassembly precedence diagram to represent the prior relationships among disassembly operations/parts in a product. In a precedence diagram, each part of a product is indexed by $j, j=0,1, \ldots, N . N$ is the number of parts and part 0 is a dummy part that denotes an initial point of the disassembly process. Figure 1 shows an example of the disassembly precedence diagram, in which there are 10 parts and a directed edge is used to represent the precedence relationship between pairwise adjacent parts. The edge can be viewed as a disassembly operation, which means that part $j$ will be removed after traversing the edge pointing to it. In Figure 1, the disassembly operations are either solid lines (indicating AND precedence relationships) or dotted lines (indicating OR precedence relationships). A part that is an AND predecessor of part $j$
must be disassembled before removing part $j$. For example, part 7 is the AND predecessor of parts 5 and 6 so it has to be removed before part 5 or 6 can be disassembled. Before disassembling part $j$, not less than one of the parts that are OR predecessors of part $j$ must be done. For example, part 3 is one of OR predecessors of parts 1 and the other is part 2 , so either part 2 or part 3 has to be removed before part 1 can be disassembled.


Figure 1. An example of the disassembly precedence diagram for a product.

### 3.2. Synchronous Parallel Disassembly and Asynchronous Parallel Disassembly

Here, we adapt the example in Figure 1 to differentiate synchronous and asynchronous disassembly processes, which are illustrated in Figure 2a,b, respectively. In Figure 2, the numbers labeled in the parentheses denote the indices of parts and the disassembly time of parts, respectively. Two manipulators are employed to perform the same disassembly sequences in both Figure 2a,b, that is, $\{2,8,7,5\}$ and $\{3,10,9,1,4,6\}$. The projection of each rectangle denotes the disassembly time of the corresponding part. From Figure 2a, it is observed that the beginning time of disassembling parts of manipulators is synchronous and a manipulator cannot start a new disassembly task until all other manipulators complete their current ones. The makespan of the synchronous disassembly process is the sum of the maximum disassembly time among parts in each parallel disassembly, which are marked in shadows in Figure 2a. It can be seen that little idle time exists in the asynchronous disassembly process, that is, Figure $2 b$ but a large amount of idle time occurs in synchronous manipulator processing, that is, Figure 2a.

(a)

(b)

Figure 2. The comparison between two parallel disassembly processes. (a) Synchronous parallel disassembly process. (b) Asynchronous parallel disassembly process.

In this work, the following assumptions or specifications are considered:

- AND precedence and OR precedence relationships are ensured.
- Work area collisions among manipulators are considered.
- Once a part begins, it cannot be interrupted.
- Each part is exactly removed once by one manipulator.
- Disassembly times of parts are determined in advance.
- A manipulator can remove at most one part at the same time.


## 4. MILP Modeling of APDP

The notations are shown as follows:

| $N$ | the number of parts |
| :---: | :---: |
| $i, j$ | part indices in a product, $i, j \in I=\{1,2, \ldots, N\}$ |
| $p, p^{\prime}$ | position indices of manipulators, where $p, p^{\prime} \in P=\{1,2, \ldots, N\}$ |
| $N_{m}$ | the number of manipulators |
| $m$ | manipulator index, $m \in\left\{1,2, \ldots, N_{m}\right\}$ |
| $t_{i}$ | the disassembly time of part $i$ |
| ANDP(i) | index set of AND predecessors of part $i$ |
| ORP(i) | index set of OR predecessors of part $i$ |
| $W(i)$ | index set of parts that have work area collisions with part $i$ in the parallel disassembly process |
| M | a large positive number |
| $x_{i, m, p}$ | a binary decision variable, $x_{i, m, p}=1$, if part $i$ occupies $p^{\text {th }}$ position of the disassembly sequence of manipulator $m$; otherwise, $x_{i, m, p}=0$ |
| $x_{i, m}$ | a binary decision variable, $x_{i, m}=1$, if part $i$ is removed by manipulator $m$; otherwise, $x_{i, m}=0$ |
| $u_{i, j, m}$ | a binary decision variable, $u_{i, j, m}=0$, if part $i$ is removed immediately before part $j$ by manipulator $m$; otherwise, $u_{i, j, m}=0$ |
| $y_{i, j}$ | a binary decision variable, $y_{i, j}=1$, if part $i$ is removed before (adjacent or non-adjacent) part $j$; otherwise, $y_{i, j}=0$, part $j$ is removed before (adjacent or non-adjacent) part $i$ |
| $s_{i}$ | a continuous decision variable, the starting time of disassembling part $i$ |
| $s m_{m, p}$ | a continuous decision variable, the time when manipulator $m$ starts to remove the $p^{\text {th }}$ part |
| $C_{\text {max }}$ | a continuous decision variable, the maximum completion time (makespan) of the disassembly process |

As shown in Equation (1), the objective of our APDP is to minimize the makespan of completely disassembling a product, in which the assignment of disassembly tasks and the sequence of removing parts are integrally determined for each manipulator. In the following, we will illustrate the MILP formulations of the APDP.

$$
\begin{equation*}
\min C_{\max } \tag{1}
\end{equation*}
$$

### 4.1. Model 1

As aforementioned, two subproblems, that is, the allocation problem and sequencing problem need to be addressed. Here, we introduce a binary decision variable $x_{i, m, p}$ that represents whether part $i$ is the $p^{\text {th }}$ part removed by manipulator $m$. Moreover, two continuous decision variables, that is, $s_{i}$ and $C_{\max }$, are employed to denote the starting time of removing part $i$ and the makespan of the disassembly process, respectively. The constraint sets of Model 1 are described in Equations (2)-(10):

$$
\begin{gather*}
\sum_{m=1}^{N_{m}} \sum_{p=1}^{N} x_{i, m, p}=1, \forall i  \tag{2}\\
\sum_{i=1}^{N} x_{i, m, p} \leq 1, \forall m, p  \tag{3}\\
s_{i} x_{i, m, p+1} x_{j, m, p} \geq\left(s_{j}+t_{j}\right) x_{i, m, p+1} x_{j, m, p},  \tag{4}\\
\forall i, j, m, p \in\{1,2, \ldots, N-1\}
\end{gather*}
$$

$$
\begin{gather*}
\sum_{i=1}^{N} x_{i, m, p} \geq \sum_{j=1}^{N} x_{j, m, p+1}, \forall m, p \in\{1,2, \ldots, N-1\}  \tag{5}\\
s_{i} \geq s_{j}+t_{j}, \forall i, j \in \operatorname{ANDP}(i)  \tag{6}\\
s_{i} \geq s_{j}+t_{j}, \forall i, \exists j \in O R P(i)  \tag{7}\\
s_{i} \geq s_{j}+t_{j} \text { or } s_{j} \geq s_{i}+t_{i}, \forall i, j \in W(i)  \tag{8}\\
C_{\max } \geq s_{i}+t_{i}, \forall i  \tag{9}\\
s_{i} \geq 0, \forall i \tag{10}
\end{gather*}
$$

Constraint (2) denotes that each part must be exactly removed once by one manipulator during the disassembly process. Constraint (3) denotes that a manipulator can remove at most one part simultaneously. Constraint (4) ensures that a manipulator can begin to disassemble the next part only after the current part is completely disassembled. To be more specific, if $x_{j, m, p}$ and $x_{i, m, p+1}$ are equal to 1 , parts $j$ and $i$ are successively disassembled by manipulator $m$, which indicates that the completion time of removing part $j$ is no more than the starting time of removing part $i$; otherwise, both sides of inequation (4) are equal to 0 . Constraint (5) denotes that there is no idle position in each disassembly sequence until the last part of each disassembly sequence is removed by the manipulator. Constraint (6) and (7) guarantee the AND, and OR precedence relationships among parts, respectively. Constraint set (7) can also be formulated as $\sum_{j \in O R P(i)} s_{i} \geq s_{j}+t_{j}$, $\forall i$, among which $s_{i} \geq s_{j}+t_{j}$ returns 1 or 0 . Constraint (8) excludes the work area collisions between manipulators when they work at the same time. Constraint (9) means that the makespan of a disassembly process must be more than the completion time of disassembling each part. Constraint (10) defines the decision variable $s_{i}$.

Equations (1)-(10) are linear except constraint (4). Constraint (4) includes the product of binary and continuous variables, which is typically non-convex and difficult to be solved. Here, we use the big $M$ method to linearize formulation (4). Then, constraint (4) is converted to constraint (11). The MILP of Model 1 can be depicted by formulations (1)-(3) and (5)-(11).

$$
\begin{gather*}
s_{i} \geq s_{j}+t_{j}-M *\left(2-x_{i, m, p+1}-x_{j, m, p}\right)  \tag{11}\\
\forall i, j, m, p \in\{1,2, \ldots, N-1\}
\end{gather*}
$$

### 4.2. Model 2

Although constraint (11) is linear, it involves four indices (i.e., $i, j, m$, and $p$ ) and consists of a large number of constraints. This could incur an increase in the computational complexity of Model 1. To avoid the complex computation, we attempt to simplify constraint (11) in this segment.

First, a continuous variable $s m_{m, p}$ is defined that denotes the starting time of removing the $p^{\text {th }}$ part by manipulator $m$. With $x_{i, m, p}, s_{i}$, and $s m_{m, p}$, we can obtain the following equations:

$$
\begin{gather*}
s m_{m, p}=\sum_{i=1}^{N} s_{i} x_{i, m, p}, \forall m, p  \tag{12}\\
s m_{m, p+1} \geq s m_{m, p}+\sum_{i=1}^{N} x_{i, m, p} t_{i}, \forall i, m, p \in\{1,2, \ldots, N-1\} \tag{13}
\end{gather*}
$$

Equation (12) illustrates the relationships among the decision variables, which denotes that if part $i$ is the $p^{\text {th }}$ part removed by manipulator $m$, that is, $x_{i, m, p}=1, s m_{m, p}$ must be equal to $s_{i}$. Constraint (13) is used to replace constraint (11), where the number of constraints becomes small. However, the right-hand side of Equation (12) is nonlinear. To linearize it, we formulate constraints (14)-(16), which are equivalent to constraint (12). To be more specific, if $x_{i, m, p}=1$, constraint (14) enforces $s m_{m, p}$ to be no less than $s_{i}$ and
constraint (15) enforces $s m_{m, p}$ to be no more than $s_{i}$. Therefore, $s m_{m, p}$ is equal to $s_{i}$. If $x_{i, m, p}=0$, constraint (14) and (15) are relaxed and holds, and constraint (16) guarantee that $s m_{m, p}$ is equal to 0 .

$$
\begin{gather*}
s m_{m, p} \leq s_{i}+M\left(1-x_{i, m, p}\right), \forall i, m, p  \tag{14}\\
s m_{m, p} \geq s_{i}-M\left(1-x_{i, m, p}\right), \forall i, m, p  \tag{15}\\
s m_{m, p} \geq 0, \forall m, p \tag{16}
\end{gather*}
$$

### 4.3. Model 3

Decision variable $x_{i, m, p}$ is indispensable and crucial in both Model 1 and Model 2. Here, $x_{i, m, p}$ is simplified to be $x_{i, m}$ to reduce the solution space and it determines whether part $i$ is removed by manipulator $m$ without considering the position $p$. Nevertheless, $x_{i, m}$ can only deal with the allocation problem of removal parts, and additional binary variable $y_{i, j}$ is thus introduced. If $y_{i, j}$ equals 1 , part $i$ is removed before part $j$; otherwise, part $i$ is removed after part $j$, by which the disassembly sequence of parts can be determined.

The relationships among $x_{i, m}, y_{i, j}$, and $s_{i}$ are formulated as:

$$
\begin{gather*}
\sum_{m=1}^{N_{m}} x_{i, m}=1, \forall i  \tag{17}\\
\left(s_{j}-s_{i}-t_{i}\right) x_{i, m} x_{j, m} y_{i, j} \geq 0, \forall m, i, j, i<j  \tag{18}\\
\left(s_{i}-s_{j}-t_{j}\right) x_{i, m} x_{j, m}\left(1-y_{i, j}\right) \geq 0, \forall m, i, j, i<j \tag{19}
\end{gather*}
$$

Constraint (17) denotes that the disassembly task of each part must be exactly assigned to one manipulator. Constraints (18) and (19) are equivalent to constraint (11). Specifically, inequation (18) requires that the starting time of removing part $j$ is later than the completion time of removing part $i$ when $x_{i, m}=1, x_{j, m}=1$ and $y_{i, j}=1$. Instead, inequation (19) denotes that the starting time of removing part $i$ is later than the completion time of removing part $j$ when $x_{i, m}=1, x_{j, m}=1$ and $y_{i, j}=0$. Notably, constraints (18) and (19) are dual with respect to $i$ and $j$. Hence, both indices can be subjected to $i<j$, which helps reduce the number of constraints in constraints (18) and (19).

Due to the nonconvexity and nonlinearity of constraints (18) and (19), we further transform them into constraints (20) and (21), respectively. The MILP of Model 3 is obtained by Equations (1), (6)-(10), (17), and (20)-(21).

$$
\begin{align*}
& s_{j} \geq s_{i}+t_{i}-M\left(3-x_{i, m}-x_{j, m}-y_{i, j}\right), \forall m, i, j, i<j  \tag{20}\\
& s_{j}+t_{j} \leq s_{i}+M\left(2-x_{i, m}-x_{j, m}+y_{i, j}\right), \forall m, i, j, i<j \tag{21}
\end{align*}
$$

### 4.4. Model 4

As presented in Model 3, $x_{i, m}$ is integrated with $y_{i, j}$ to address the allocation and sequencing problems of APDP. Herein, we combine $x_{i, m}$ and $y_{i, j}$ into a binary decision variable, i.e., $u_{i, j, m}$. Let $u_{i, j, m}=1$ mean that part $i$ is removed immediately before part $j$ for the same manipulator $m$, and otherwise $u_{i, j, m}=0$ [37]. Clearly, $u_{i, j, m}$ can simultaneously decide on the task assignment of manipulators and the disassembly sequence of parts. Furthermore, a dummy part, that is, part 0 is assumed to start and terminate each disassembly sequence. This implies that part 0 is disassembled twice by each manipulator, that is, the starting and the completion time of each disassembly sequence. It should be noted that the disassembly time of part 0 is zero.

Based on decision variables $u_{i, j, m}$, and $s_{i}$, Model 4 can be formulated as follows.

$$
\begin{equation*}
\sum_{i=0}^{N} \sum_{m=1}^{N_{m}} u_{i, j, m}=1, \forall j \tag{22}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{i=0}^{N} \sum_{m=1}^{N_{m}} u_{i, j, m}=\sum_{i=0}^{N} \sum_{m=1}^{N_{m}} u_{j, i, m}, \forall j \in\{0,1, \ldots, N\}  \tag{23}\\
\sum_{j=1}^{N} u_{0, j, m} \leq 1, \forall m  \tag{24}\\
\left(s_{j}-s_{i}-t_{i}\right) \sum_{m=1}^{N_{m}} u_{i, j, m} \geq 0, \forall i, j  \tag{25}\\
s_{0}=0 \tag{26}
\end{gather*}
$$

Constraint (22) is equivalent to constraint (17), which indicates that each part has exactly one immediate predecessor that is disassembled by the same manipulator. Constraint (23) guarantees the equilibrium of in-degree and out-degree, that is, each part has exactly one immediate predecessor and follower in the disassembly sequence. Actually, the disassembly sequence of each manipulator is a tour that starts from part 0 and terminates at part 0 . Constraint (24) is formulated to eliminate the subtour, that is, each manipulator can at most complete one disassembly sequence. Similar to constraint (4), constraint set (25) denotes that the immediate predecessor of each part must be earlier removed before it. Constraint (26) denotes that the starting time of part 0 is equal to zero.

Finally, inequation (25) is linearized to (27) using the big M method, and the MILP of Model 4 is formulated by Equations (1), (6)-(10), (22)-(24), and (26)-(27).

$$
\begin{equation*}
s_{i}+t_{i} \leq s_{j}+M\left(1-\sum_{m=1}^{N_{m}} u_{i, j, m}\right), \forall i, j \tag{27}
\end{equation*}
$$

## 5. Computational Results

The Branch-and-Cut (B\&C) algorithm of IBM ILOG CPLEX 12.7.1 is used to solve the proposed MILP formulations. The B\&C algorithm is embodied in the CPLEX software (i.e., IBM ILOG CPLEX 12.7.1, IBM International Business Machines Corporation, New York, NY, USA), which is very popular in solving mixed integer programming (MIP), especially for mixed integer linear programming (MILP). In this section, four product cases previously used in [4] are applied to test our models and evaluate the exact solutions found by the B\&C. Except Case 1 with 10 parts as presented in Figure 1, others are real-world cases, that is, a valve cover head fixture with 22 parts (Case 2), an engine block with 35 parts (Case 3), and a five-speed mechanical transmission with 40 parts (Case 4). Also, the maximum CPU time (timelimit) used by the B\&C is set to be 600 s and other configurations of the algorithm adopt the default settings in the CPLEX software. The algorithm is implemented on a desktop computer equipped with Intel Core i5-4460 CPU ${ }^{@} 3.20 \mathrm{GHz}$.

### 5.1. Comparisons of MILP Models

This subsection compares four MILP models in both size complexity and computational complexity. Three indicators are employed to evaluate the size complexity, that is, the number of binary decision variables (NBV), the number of constraints (NC), and the number of continuous decision variables (NCV). The performance of the MILP formulations is highly associated with NBV, NC, and NCV $[38,39]$. Like others, in this paper, the computational complexity is measured by the current solution (CS) found in the B\&C, CPU time consumed by the B\&C, Gap, and Opt. CPU time is equal to timelimit if the B\&C algorithm cannot prove the optimal solution; otherwise, it is the time consumed for proving the optimal solution. Note that Gap is the relative tolerance between CS and BS, where BS is the lower bound obtained from the CPLEX solver, and Gap = ICS - BS | /CS\% [40-43]. Opt represents the total number of problem instances solved to optimality by the B\&C algorithm within 600 s .

### 5.1.1. Size Complexity

Table 1 summarizes the four MILP models, and Table 2 reports the detailed information on NBV, NC, and NCV of each model in the test instances. The first column of Table 2 denotes the number of manipulators employed in each case. It can be seen from Table 2 that Model 3 has the smallest NBV, Model 4 has the smallest NC, and Models 1, 3, and 4 have the smallest NCV. Model 1 has much more constraints than Model 2 since constraint (11) in Model 1 comprises of much more constraints than constraints (13)-(16) in Model 2. Due to decision variable $s m_{m, p}$, NCV in Model 2 is larger than that in Model 1. In Model 3, two-dimensional variables $x_{i, m}$ and $y_{i, j}$ replace the three-dimensional decision variables. Herein, the differences in the MILP models are analyzed with respect to decision variables and constraints, the following subsection will further discuss the relationships between the size complexity and the computational complexity.

Table 1. Summary of four MILP Models.

| Models | Model 1 | Model 2 | Model 3 | Model 4 |
| :---: | :---: | :---: | :---: | :---: |
| Binary variables | $x_{i, m, p}$ | $x_{i, m, p}$ | $x_{i, m}, y_{i, j}$ | $u_{i, j, m}$ |
| Constraint sets | $(2)-(3),(5)-(11)$ | $(2)-(3),(5)-(10)$, <br> $(13)-(16)$ | $(6)-(10),(17),(20)-(21)$ | $(6)-(10),(22)-(24)$, <br> $(26)-(27)$ |
| Continuous variables | $s_{i}, C_{\max }$ | $s_{i}, s m_{m, p}, C_{\max }$ | $s_{i}, C_{\max }$ | $s_{i}, C_{\max }$ |

Table 2. Comparison of size complexity.

| Nm | Case | Model 1 |  |  | Model 2 |  |  | Model 3 |  |  | Model 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NBV | NC | NCV | NBV | NC | NCV | NBV | NC | NCV | NBV | NC | NCV |
| 2 | 1 | 244 | 2504 | 12 | 244 | 610 | 34 | 79 | 262 | 12 | 288 | 190 | 13 |
|  | 2 | 968 | 20,503 | 23 | 968 | 2197 | 67 | 275 | 1013 | 23 | 1056 | 622 | 24 |
|  | 3 | 2458 | 83,593 | 36 | 2458 | 5331 | 106 | 673 | 2535 | 36 | 2598 | 1455 | 37 |
|  | 4 | 3216 | 125,140 | 41 | 3216 | 6898 | 121 | 876 | 3302 | 41 | 3376 | 1867 | 42 |
| 3 | 1 | 365 | 3735 | 12 | 365 | 894 | 45 | 90 | 372 | 12 | 431 | 203 | 13 |
|  | 2 | 1452 | 30,710 | 23 | 1452 | 3251 | 89 | 297 | 1475 | 23 | 1584 | 646 | 24 |
|  | 3 | 3683 | 125,312 | 36 | 3683 | 7919 | 141 | 708 | 3725 | 36 | 3893 | 1492 | 37 |
|  | 4 | 4816 | 187,619 | 41 | 4816 | 10,256 | 161 | 916 | 4862 | 41 | 5056 | 1909 | 42 |
| 4 | 1 | 486 | 4966 | 12 | 486 | 1178 | 56 | 101 | 482 | 12 | 574 | 216 | 13 |
|  | 2 | 1936 | 40,917 | 23 | 1936 | 4305 | 111 | 319 | 1937 | 23 | 2112 | 670 | 24 |
|  | 3 | 4908 | 167,031 | 36 | 4908 | 10,507 | 176 | 743 | 4915 | 36 | 5188 | 1529 | 37 |
|  | 4 | 6416 | 250,098 | 41 | 6416 | 13,614 | 201 | 956 | 6422 | 41 | 6736 | 1951 | 42 |

### 5.1.2. Computational Complexity

This segment focuses on the analysis of computational complexity among the models and the comparison of the results is shown in Table 3. The first column of Table 3 denotes the number of manipulators employed in each case. It is observed that Model 1 performs worst in both the solution quality and the computational efficiency. It can only find the optimal solutions for 5 out of 12 instances and its Gap values are equal to 0 in 4 instances. For Case 3 and Case 4, Model 1 cannot even find any feasible solutions within 600 s . As described in Table 1, Model 1 includes a three-dimensional binary variable $x_{i, m, p}$ and a complex constraint (11), which results in poor computational performance.

Table 3. Comparisons of computational complexity.

| Nm | Case | Model 1 |  |  | Model 2 |  |  | Model 3 |  |  | Model 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CS | CPU <br> (s) | Gap | CS | CPU <br> (s) | Gap | CS | CPU <br> (s) | Gap | CS | CPU <br> (s) | Gap |
| 2 | 1 | 89 | 2.18 | 0 | 89 | 0.37 | 0 | 89 | 0.03 | 0 | 89 | 0.20 | 0 |
|  | 2 | 25.5 | 600 | 29.41 | 20.5 | 484.26 | 0 | 20.5 | 1.67 | 0 | 20.5 | 1.61 | 0 |
|  | 3 | - | 600 | - | 1727 | 600 | 16.33 | 1726 | 600 | 13.04 | 1726 | 600 | 16.28 |
|  | 4 | - | 600 | - | - | 600 | - | 365 | 600 | 6.85 | 384 | 600 | 24.74 |
| 3 | 1 | 89 | 0.81 | 0 | 89 | 0.14 | 0 | 89 | 0.03 | 0 | 89 | 0.08 | 0 |
|  | 2 | 20 | 600 | 10.0 | 20 | 179.28 | 0 | 20 | 0.91 | 0 | 20 | 0.27 | 0 |
|  | 3 | - | 600 | - | 1445 | 169.65 | 0 | 1445 | 3.25 | 0 | 1445 | 548.67 | 0 |
|  | 4 | - | 600 | - | - | 600 | - | 338 | 600 | 5.92 | 338 | 600 | 14.50 |
| 4 | 1 | 89 | 0.42 | 0 | 89 | 0.16 | 0 | 89 | 0.05 | 0 | 89 | 0.06 | 0 |
|  | 2 | 18 | 346.31 | 0 | 18 | 50.5 | 0 | 18 | 0.20 | 0 | 18 | 0.25 | 0 |
|  | 3 | - | 600 | - | 1445 | 204.92 | 0 | 1445 | 0.91 | 0 | 1445 | 345.54 | 0 |
|  | 4 | - | 600 | - | - | 600 | - | 305 | 600 | 1.97 | 310 | 600 | 6.77 |
| Mean |  |  | 429.14 | 6.57 |  | 290.77 | 1.18 |  | 200.59 | 0.49 |  | 274.72 | 1.69 |
| Opt |  |  | 5 |  |  | 8 |  |  | 8 |  |  | 8 |  |

In terms of computational performance, Model 2 is significantly better than Model 1. Firstly, Model 2 is able to optimally solve 8 out of 12 instances (i.e., Gap $=0$ ). Secondly, its computational cost is much less than that of Model 1. By comparing their size complexities, we can find that constraint (11) is simplified to constraint (13) in Model 2, which highly reduces its complexity.

The Gap values of Models 2 and 3 show that the same instances can be optimally solved by both models. As seen in the CS values, Model 3 can obtain feasible or optimal solutions in each case within 600 s , whereas Model 2 cannot explore a feasible solution in 3 out of 12 instances within 600 s . This demonstrates that the computational efficiency of Model 3 is superior to that of Model 2. By comparing their decision variables in Table 1, we find that Model 3 does not involve a three-dimensional binary variable $x_{i, m, p}$ and a continuous variable $s m_{m, p}$. Furthermore, the constraints of Model 3 are much less than those of Model 2 according to the NC values in Table 2. Hence, the simplified decision variables and the reduced constraints might improve the computational performance of the models.

For Model 4, its CS values are slightly different from those of Model 3. Specifically, only two solutions are found in Model 4, which is a little inferior to Model 3 in all tests. On the other hand, the Gap values of Model 4 are significantly bigger than those of Model 3 when both cannot optimally solve the test instances. Therefore, Model 4 is not as good as Model 3 in terms of solution convergence.

The last two rows of Table 3 provide the mean CPU time, the mean Gap, and Opt of each model over all test instances. Notably, we only consider the instances that feasible solutions can be found within 600 s when computing the mean Gap. It is noted that Model 1 finds the least optimal solutions (i.e., $\mathrm{Opt}=4$ ), while the other models explore 8 optimal solutions within 600 s . Although Models 2, 3, and 4 have the same Opt, both the mean CPU time and the mean Gap of Model 3 significantly outperform those of Models 2 and 4. Therefore, Model 3 is the best, Models 2 and 4 are secondary, and Model 1 performs worst for solving the APDP.

Table 4 presents the best solutions for Cases 3 and 4 with $N_{m}=2,3$, and 4 , respectively. Figures 3 and 4 present the Gantt charts of the best solutions for Cases 3 and 4, respectively.

As seen in Table 4, Figures 3 and 4, the makespan gets some extent improvement with the increase of manipulators. However, there exists a threshold with respect to $N_{m}$. In other words, the makespan of the disassembly process will not be reduced once the manipulators are redundant. For example, Case 3 with 3 and 4 manipulators are able to find the same optimal solution (i.e., 1445). This situation also usually happens in practice. Our proposed method can help decision-makers select the ideal manipulator configuration, where tradeoffs have to be made between the makespan and the cost of manipulators. With regard to the case with considering unlimited manipulators, the four MILP mod-els can be seen in Appendix A.

Table 4. Best Solutions for cases 3-4 with 2-4 Manipulators.

| Case | Nm | Solution | $C_{\text {max }}$ |
| :---: | :---: | :---: | :---: |
| 3 | 2 | M1:15,4,34,5,12,29,33,21,8,10,18,6,9,30,14 <br> M2:1,13,31,16,35,24,20,7,11,19,26,17,23,25,32,22,3,2,27,28 | 1726 |
|  | 3 | $\begin{aligned} & \text { M1:1,13,20,4,5,15,29,24,26,25,10,31,9,11,21,18,3,2,22,12,27,28 } \\ & \text { M2:34,35,32,17,30 } \\ & \text { M3:14,8,7,6,33,16,19,23 } \end{aligned}$ | 1445 |
|  | 4 | $\begin{aligned} & \text { M1:34,33,24,29,25,16,13,4,5,3,2,22,27,28 } \\ & \text { M2:35,32,20,8,19,18,12,11,6 } \\ & \text { M3:15,21,14,7,30 } \\ & \text { M4:1,31,26,17,10,9,23 } \end{aligned}$ | 1445 |
| 4 | 2 | M1:15,18,21,23,24,19,33,32,39,34,36,22,20,4,3,29,28,6,10,8,11 M2:16,17,2,25,26,5,37,40,35,38,31,7,9,27,30,14,13,1,12 | 365 |
|  | 3 | $\begin{aligned} & \text { M1:17,22,2,19,21,5,31,37,38,7,9,28,1,10,8,12 } \\ & \text { M2:15,16,24,25,34,33,36,20,14,29,13 } \\ & \text { M3:18,26,23,40,35,32,39,4,27,30,6,3,11 } \end{aligned}$ | 338 |
|  | 4 | $\begin{aligned} & \text { M1:15,2,26,25,5,34,38,7,9,30,29,6,10,8,12 } \\ & \text { M2:17,40,36,13 } \\ & \text { M3:18,24,20,32,31,39,22,14,3 } \\ & \text { M4:16,23,35,33,37,19,21,4,28,27,1,11 } \end{aligned}$ | 305 |


(a)

(b)

(c)

Figure 3. Gantt charts of Case 3 with 2-4 manipulators. (a) Case 3 with 2 manipulators ( $C_{\max }=1726$ ). (b) Case 3 with 3 manipulators $\left(C_{\max }=1445\right)$. (c) Case 3 with 4 manipulators $\left(C_{\max }=1445\right.$ ).


Figure 4. Gantt charts of Case 4 with 2-4 manipulators. (a) Case 4 with 2 manipulators ( $C_{\max }=365$ ). (b) Case 4 with 3 manipulators $\left(C_{\max }=338\right)$. (c) Case 4 with 4 manipulators $\left(C_{\max }=305\right)$.

### 5.2. Result Comparisons with IGA

The exact solutions obtained from the proposed MILP models are compared with the solutions from the IGA in [4]. Table 5 shows the result comparisons, in which the best solution for each instance is highlighted. It can be seen that IGA can obtain seven best solutions in 12 test instances. Models $1-4$ can identify $5,9,12$, and 10 best solutions, respectively. Obviously, IGA outperforms Model 1, while it is not as good as Models 2-4. On the other hand, IGA cannot ensure that the same solution is obtained in each test, which can be demonstrated by the difference among the Best, Average and Worst values of IGA. Instead, the proposed method aims to solve the exact solutions of the APDP. Except for that, it can guarantee the robustness of the solution. In summary, three out of four proposed MILP models perform better than the IGA in both the quality and robustness of the solutions. This is because the IGA is one of the approximation algorithms, and it cannot guarantee obtaining the same solution within the same time limit. This is the commonness of most approximation algorithms. With regard to MILP formulation, it is solved by the exact Branch-and-Cut (B\&C) algorithm of CPLEX, and the same solution within the same time limit can be obtained.

Table 5. Computational results of our MILP models and the IGA.

| Case | Nm | IGA |  |  | Model 1 | Model 2 | Model 3 | Model 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Best | Average | Worst |  |  |  |  |
| 1 | 2 | 89 | 90.3 | 93 | 89 | 89 | 89 | 89 |
|  | 3 | 89 | 89 | 89 | 89 | 89 | 89 | 89 |
|  | 4 | 89 | 89 | 89 | 89 | 89 | 89 | 89 |
| 2 | 2 | 20.5 | 20.8 | 21 | 25.5 | 20.5 | 20.5 | 20.5 |
|  | 3 | 20 | 20 | 20 | 20 | 20 | 20 | 20 |
|  | 4 | 18 | 18 | 18 | 18 | 18 | 18 | 18 |
| 3 | 2 | 1728 | 1731.9 | 1736 | - | 1727 | 1726 | 1726 |
|  | 3 | 1505 | 1516.6 | 1525 | - | 1445 | 1445 | 1445 |
|  | 4 | 1445 | 1454.9 | 1467 | - | 1445 | 1445 | 1445 |
| 4 | 2 | 400 | 414.8 | 426 | - | - | 365 | 384 |
|  | 3 | 342 | 350.5 | 357 | - | - | 338 | 338 |
|  | 4 | 306 | 312.8 | 317 | - | - | 305 | 310 |

The best values are marked in bold.

## 6. Conclusions

This paper is focused on exploring the exact solutions of asynchronous parallel disassembly planning (APDP) with minimal makespan during the disassembly process. A basic nonlinear mathematical model is presented to demonstrate the APDP. To improve the basic model, four MILP models are further developed using linearization or relaxation techniques. We employ the branch-and-cut algorithm embedded in CPLEX to solve the models. In the experimental tests, the four MILP models are analyzed from the perspective of size complexity. Then, the computational performance of each model is evaluated and compared by solving a set of instances. The obtained results indicate that Model 3 performs best, Models 2 and 4 are secondary, and the worst is Model 1 . Finally, the obtained exact solutions are compared with the existing solutions from an improved genetic algorithm (IGA). The comparison demonstrates that three out of four proposed models can obtain better solutions than the IGA.

In this paper, only 12 tests are done to evaluate the differences of different MILP models. We welcome related researchers to use our MILP formulations to solve more different-sized instances and find more differences between different MILP models. It is undeniable that the efficiency of IGA (approximation algorithm) will be much higher than the MILP model for solving large-sized instances, this has been proved by much existing research for solving other combinatorial optimization problems [21,40]. This is because, with the increase of the size of the instance, the solution space, the number of decision variables, and the number of constraints will enlarge exponentially, which will result in difficult branching and finding new low bounds of the B\&C algorithm.

In future studies, other important factors such as the recovered profit of EOL products and the manipulator configuration will be considered as the objective for APDP, which could help find much better optimal solutions that involve the balance between disassembly efficiency, cost, and profit.

Author Contributions: L.M.: Writing-Original draft, methodology. B.Z.: conceptualization. Y.R.: validation, supervision. H.S.: formal analysis. K.G.: validation. C.Z.: editing. All authors have read and agreed to the published version of the manuscript.

Funding: This research is supported by the Funds for National Natural Science Foundation of China [grant numbers 52205529, 52205526 and 62173356], the Natural Science Foundation of Shandong Province [grant numbers ZR2021QE195 and ZR2021QF036], the Basic and Applied Basic Research

Foundation of Guangdong Province of China (Grant No. 2019A1515110399) and Guangyue Youth Scholar Innovation Talent Program support received from Liaocheng University [LCUGYTD2022-03].

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: The data that support the findings of this study are available from the corresponding author, upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

## Appendix A

With regard to the case considering unlimited manipulators, the four MILP models are as follows. Model 1 is subjected to constraint sets (A1)-(A8), Model 2 is subjected to constraint sets (A1)-(A12), Model 3 is subjected to constraint sets (A4)-(A8) and (A13)-(A14), and Model 4 is subjected constraint sets (A4)-(A8) and (A15)-(A18).

$$
\begin{gather*}
\sum_{p=1}^{N} x_{i, p}=1, \forall i  \tag{A1}\\
\sum_{i=1}^{N} x_{i, p} \leq 1, \forall p  \tag{A2}\\
\sum_{i=1}^{N} x_{i, p} \geq \sum_{j=1}^{N} x_{j, p+1}, \forall p \in\{1,2, \ldots, N-1\}  \tag{A3}\\
s_{i} \geq s_{j}+t_{j}, \forall i, j \in A N D P(i)  \tag{A4}\\
s_{i} \geq s_{j}+t_{j}, \forall i, \exists j \in O R P(i)  \tag{A5}\\
s_{i} \geq s_{j}+t_{j} o r s_{j} \geq s_{i}+t_{i}, \forall i, j \in W(i)  \tag{A6}\\
C_{m a x} \geq s_{i}+t_{i}, \forall i  \tag{A7}\\
s_{i} \geq 0, \forall i  \tag{A8}\\
s m_{p+1} \geq s m_{p}+\sum_{i=1}^{N} x_{i, p} t_{i}, \forall i, p \in\{1,2, \ldots, N-1\}  \tag{A9}\\
s m_{p} \leq s_{i}+M\left(1-x_{i, p}\right), \forall i, p  \tag{A10}\\
s m_{p} \geq s_{i}-M\left(1-x_{i, p}\right), \forall i, p  \tag{A11}\\
s m_{p} \geq 0, \forall p  \tag{A12}\\
s_{j} \geq s_{i}+t_{i}-M\left(1-y_{i, j}\right), \forall m, i, j, i<j  \tag{A13}\\
s_{j}+t_{j} \leq s_{i}+M y_{i, j}, \forall m, i, j, i<j  \tag{A14}\\
N  \tag{A15}\\
\sum_{i=0}^{N} u_{i, j}=1, \forall j  \tag{A16}\\
u_{i, j}=\sum_{i=0}^{N} u_{j, i}, \forall j \in\{0,1, \ldots, N\}  \tag{A17}\\
\sum_{j=1}^{N} u_{0, j} \leq 1  \tag{A18}\\
s_{0}=0
\end{gather*}
$$
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